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Plan of Discussion 

• Computational Thinking (CT) 

– What, Why, How, Limitations 

• Reverse Engineering of QDE 

• Automation Tools 

– Individualizing Characteristics 

– Opinion 

– Adequacy 

• Summary and Discussion 
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Computational Thinking (CT) 
• What is it? 

– A way to solve problems, 

design systems, and 

understand human 

behavior  

– Draw on concepts of 
computer science 

• Why? 

– To flourish in today's world, 

CT is the way to think and 

understand the world  3 
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How is CT done? 

1. Abstraction 

– to understand and solve problems 

more effectively 

2. Algorithmic Thinking and 

Mathematics 

– to develop efficient, fair, and 

secure solutions 

3. Understand scale 

– Efficiency 

– Economic and social reasons  
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CT and Law 

• Long Dream: Logical rules to automate verdict 

– Napoleonic Code  (1804) 

• Minimize discretion, maximize predictability of outcome 

• Flounders: vagueness of words and variation of real world  

– Expert system replacements of judiciary  

• Poor record both of success and of uptake 

• Better Inroads: Legal reasoning systems  

– Merely assist in legal decisions 

• E.g., Construct hypotheses for evidence in a crime scene 

– Remind detectives of hypotheses might have missed 

• Mind-expanding avoids pitfalls of mind-narrowing 
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CT and Forensics 

• CT useful in domains where: 

– Human judgement is involved 

– Knowledge engineering can be performed 

• Starting point for creating artificial intelligence 

• Within forensics: 

– Impression evidence 

• Handwriting, latent prints, footwear marks 

• Handwriting: 

– Success demonstrated in recognition 
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Knowledge Engineering for FDE 

• CAT Principle 

– Comparability 

– Adequacy 

– Time Contemporaneous  

• Characteristics 

– Class 

– Individualizing 

– Seven S’s 

• Size, slant, spacing, shading, system, speed, strokes 
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FDE- Exam. of HW Items (ASTM) 

• Determine if  Q v Q,    K v K,    or     Q v K 

• For Q and K:  

– Quality (copies?) 

– Distorted (disguised)  

– Type, Range  

– Individualizing characteristics?  

• Comparable? else new K & repeat 

• Differences/similarities for conclusion (5 or 9-pt)  
• Identification, Highly probable same, Probably did,  

Indications did , No conclusion Indications didn’t, 

Probably didn’t, Highly probable didn’t, Elimination 8 



Word Cloud of ASTM Procedure  
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Pseudo-code for Interactive 

Forensic Examination (iFOX) 
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Tools for Steps in FDE Procedure 

• Quality 

• Distortion 

• Range 

1.Individualizing characteristics 

2.Comparability (Type) 

3.Comparison (Opinion) 

4.Adequacy 
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Details 

Next 



Individualizing Characteristics? 
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Characteristics of ``th’’ 
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Rarity: measure of Individualization 
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High Probability Low Probability 

0.0051 

0.00167 

0.0304 



Statistical Models of Characteristics 
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# Probabilities= 

            287,999 (cursive)  

           809,999 (hand-print) 

# Probabilities for full 

joint distribution= 4,799 

 

No. of Parameters if we 

assume independence= 19 



What if we assume independence? 

P(a,b) b0    (heavy) b1    (light) P(a)   (height) 

a0         (tall) 0.6 0.05 0.65 

a1      (short) 0.05 0.3 0.35 

P(b)  (weight) 0.65 0.35 

P(a,b) b0    (heavy) b1    (light) P(a)  (height) 

a0         (tall) 0.42 0.23 0.65 

a1      (short) 0.23 0.12 0.35 

P(b)  (weight) 0.65 0.35 

True Joint Probabilities:       Prob (height,weight) 

Assuming Independence 

P(tall,light) > P(short,light)  0.23 >0.12   

Tall & light, twice probability of short & light: Wrong! 

P(tall, light) < P(short,light)    0.05<0.3 

Short & light six times more probable  than tall and light: Correct! 



Compromise Solution: PGMs 
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100 parameters 

99 parameters (cursive) 

77 parameters (hand-print) 



Learning PGMs from Data 

• Bayesian Networks (directed graphs) 

• Markov Networks (undirected graphs) 

• Learning algorithms: 

– Determine pairwise independences using 

chi-squared tests 

– Determine quality of model using log-loss 

– Problem is NP-hard  

• use approximate solutions 
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Type Determination 

• Cursive vs. 

Handprint 
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f1: Discreteness 

Ratio of isolated character count(ICC)  to word count (WC) 

f2: Loopiness 

Ratio of interior to exterior contours 



Opinion 
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Adequacy 
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Availability of Automation Tools 

• Interactive tools rather than automation 

• Incorporate CT 

– Abstraction: Aids to organize thought process 

– Algorithms and Mathematics 

– Scalability 

• Potential of Large quantities quickly analyzed 

• Mind Expanding 

– Probability allows considering characteristics 

otherwise ignored, or discounting identified ones 

– Value of small amounts of information 
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Status of Automation Tools 

• Interactive tools rather than automation 

• Work in Progress 

– Characteristics  

• Data needs to be collected 

– Learning statistical models 

• Learning PGMs is current topic in ML 

– Inference algorithms 

– Type determination 

– Opinion Mapping 
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Summary 

• Computational Thinking + Forensics  

= Computational Forensics 

• Solve using 

– Abstraction 

– Algorithms 

– Mathematics 

– Scale 



Summary 

• Reverse engineering of QDE 

– Available in ASTM standards, other QD literature 

• Steps amenable to automation tools 

– Data Collection 

– Modeling distribution of characteristics 

– Type determination 

– Likelihood Ratios (Opinion) 

– Confidence Intervals (Adequacy) 

 



How does this fit with fully 

Automated  Systems? 

• Systems such as FISH, CEDAR-FOX and 

FLASH-ID narrow down possibilities 

• Interactive systems (iFOX) will assist the 

document examiner in going the last mile 

– E.g., associate  probabilities with their 

observations 
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