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I. Introduction

Artificial intelligence (AI) is transforming how government operates. For example, the Federal Bureau of Investigation uses AI in law enforcement; the Social Security Administration uses AI to adjudicate benefits claims; the Food and Drug Administration uses AI to support its rulemaking processes; the Department of Homeland Security uses AI to regulate immigration; and countless other agencies are experimenting with AI for the delivery of government services, customer support, research, and regulatory analysis. This small sampling presages a new era of “algorithmic governance,” in which government tasks assigned to humans will increasingly migrate to machines.

Algorithmic governance brims with promise and peril. Under the right conditions, AI systems can solve complex problems, reduce administrative burdens, and optimize resources. Under the wrong conditions, AI systems can lead to widespread discrimination, invasions of privacy, dangerous concentrations of power, and the erosion of democratic norms.

The possibilities and perils of AI’s social disruptions have led the United States and institutions across the globe to propagate principles of trustworthy and ethical AI. Although the particulars vary, ethical AI envisages a cluster of principles relating to transparency, accountability, fairness, privacy, and security. Translating these principles into practice is the next step. Currently, dozens of pending congressional

---

1 AI has no singular definition. Here, I use the term AI to describe a range of computer-enabled abilities and methods to perform tasks that would otherwise require human intelligence, such as learning, adaptation, reasoning, prediction, optimization, and sensory understanding. See infra Subpart I.A (explaining the definitional problem and offering some refinements).
bills would regulate private and governmental uses of AI, the data that fuels this technology, and the infrastructures needed to sustain it.  

Meanwhile, the executive branch is revving its engines. In December 2020, President Trump issued an Executive Order to “promote the innovation and use of AI” in government operations “in a manner that fosters public trust, builds confidence in AI, protects our Nation’s values, and remains consistent with all applicable laws, including those relating to privacy, civil rights, and civil liberties.” This builds on a February 2019 Executive Order, which projects that AI will affect the missions of nearly all executive departments and agencies, and sketches a plan for “maintaining American leadership” in innovative and trustworthy AI.  

Wide swaths of law and public administration will need retrofitting to accommodate algorithmic governance. This report focuses critical attention on one regulatory domain that requires immediate attention: federal procurement law. For a variety of reasons, the government’s pent-up demand for AI systems far exceeds its in-house capacity to design, develop, field, and monitor this powerful technology. Accordingly, many (if not most) of the tools and services of algorithmic governance will be procured by contract from the technology industry. This is highly concerning, in part, because AI systems are virtually unregulated in the private market. Without intervention, the government will be acquiring unregulated technology for government functions. Moreover, when procured from the private market, AI systems

---


9 Exec. Order No. 13,960, 85 Fed. Reg. 78,939 (Dec. 8, 2020). By sheer happenstance, the executive order was issued the same day this report was finalized. For that reason, time and space did not permit further discussion here. It is worth noting, however, that the executive order aligns in many ways with the normative and prescriptive thrust of this report.


11 See Ryan Calo, Artificial Intelligence Policy: A Primer and Roadmap, 51 U.C. DAVIS L. REV. 399 (2017) (outlining several policymaking issues that will need to be addressed in the near term).

12 As recently reported by the National Security Commission on Artificial Intelligence (NSCAI): “[T]here is a severe shortage of AI knowledge in [Department of Defense] and other parts of government… Current initiatives are helpful, but only work around the edges, and are insufficient to meet the government’s needs.” Nat’l Sec. Comm’n on Artificial Intelligence, Second Quarter Recommendations 34 (2020) [hereafter NSCAI, Second Quarter Recommendations], https://drive.google.com/file/d/1hgiA38FcyVQOjhsyczOAmi4Q6VLVEU/view. Cf. GOVERNMENT BY ALGORITHM, supra note 2, at 18, 89 (finding that approximately half of AI applications currently in use were developed in-house by federal agency personnel, but acknowledging the government’s in-house capacity challenges); Rudy Mehrbani, Tess Byars, Louis Katz, A Time to Serve: Proposals for Renewing the Civil Service, GREAT DEMOCRACY INITIATIVE (Aug. 2020), https://greatdemocracyinitiative.org/wp-content/uploads/2020/08/Personnel-Policy-Final-Copy.pdf (arguing for the “need to change hiring practices to create more and better pathway into government for diverse and talented workers,” including by “modernizing the civil service system”).

may be shrouded in trade secrecy protection, which can impede public transparency and accountability.\textsuperscript{14}

Beyond these concerns lies another. Acquiring AI is not business as usual: It often entails the procurement of policy choices from nongovernmental actors. AI systems are embedded with value-laden tradeoffs between what is technically feasible, socially acceptable, economically viable, and legally permissible. Thus, without intervention, the government will be acquiring technology with embedded policies from private actors whose financial motivations and legal sensitivities may not align with the government or the people it serves.

\textbf{AI systems are embedded with value-laden tradeoffs between what is technically feasible, socially acceptable, economically viable, and legally permissible.}

Of course, the risks of harm are contextually contingent. It is one thing when an AI system misclassifies emails as spam or recommends purchasing more office supplies than needed. It is quite another when an AI system mistakenly deprives individuals of unemployment benefits,\textsuperscript{15} automates the illegal seizure of tax refunds,\textsuperscript{16} encroaches on personal privacy,\textsuperscript{17} leads to wrongful arrest,\textsuperscript{18} perpetuates racial and gender biases,\textsuperscript{19} deprives access to government food programs,\textsuperscript{20} impedes the right to travel,\textsuperscript{21} and so on.


\textsuperscript{16} Id.

\textsuperscript{17} See, e.g., Paul Ohm, Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization, 57 UCLA L. REV. 1701, 1716–27 (2010) (showing that an individual’s identity may be reverse-engineered from a small number of data points); Tristan Greene, Horrific AI Surveillance Experiment Uses Convicted Felons as Human Guinea Pigs, TNW (Aug. 14, 2020, 5:40 PM), https://thenextweb.com/neural/2020/08/14/horrific-ai-surveillance-experiment-uses-convicted-felons-as-human-guinea-pigs/.


\textsuperscript{21} See generally JEFFREY KAHN, MRS. SHIPLEY’S GHOST: THE RIGHT TO TRAVEL AND TERRORIST WATCHLISTS (2013); see also Latif v. Holder, 28 F. Supp. 3d 1134, 1153 (D. Or. 2014) (ordering the agency to “fashion new procedures that provide plaintiffs with the requisite due process . . . without jeopardizing national security”).
More than a marketplace, the acquisition gateway must be reimagined as a policymaking space for promoting trustworthy and ethical AI. Toward that objective, this report offers a set of legal prescriptions that aim to align federal procurement law with the imperatives of ethical algorithmic governance.

More than a marketplace, the acquisition gateway must be reimagined as a policymaking space for promoting trustworthy and ethical AI.

First, federal lawmakers should mandate the creation of a government-wide inventory report that includes clear information on each AI system used by federal agencies. Currently, policymakers and stakeholders are wrangling about algorithmic governance, including whether AI tools such as facial recognition should even be permitted. But an informed policy debate is impossible without knowledge about which AI tools have already been adopted by which agencies, for what purposes, from which vendors, and at what cost.

Second, federal lawmakers should require that agencies prepare “AI risk assessment” reports prior to the government’s acquisition of AI tools and services. These risk assessments would foreground several challenges and vulnerabilities that inhere in AI systems—most notably, relating to transparency, accountability, fairness, privacy, and safety.

Third, federal lawmakers should integrate ethical AI considerations into existing regulations for source selection and contractual award. Currently, nothing prevents federal contracting officials from soliciting and evaluating competing bids with an eye toward ethical AI. That is not the general practice, however, and it should be required as matter of law. Doing so will force agency officials and vendors to think more critically—and competitively—about the AI systems passing through the acquisition gateway. Less directly, yet as importantly, the government’s purchasing power and virtue signaling can spur market innovation and galvanize public trust in AI technologies.

22 The use of facial recognition AI technology in law enforcement, for example, is arguably inappropriate because of technological and human limitations. Recent proposals in Congress would create a moratorium on the use of such technology by law enforcement. See Facial Recognition and Biometric Technology Moratorium Act of 2020, S. 4084, 116th Cong. (2020) (as referred to S. Comm. on the Judiciary, June 25, 2020).
II. AI Today

AI has no universally accepted definition.23 That dissensus owes in part to the wide cache of technologies that AI envisages. AI’s definitional problem also reveals something about the concept itself: AI sweeps across fields of computer science, mathematics, psychology, sociology, neuroscience, and philosophy, and intersects with countless more. While disagreement persists about what AI means, there is wide consensus that civilization as we know it will never be the same.24 Whether for better or worse is not the question. Instead, the questions are whose lives will be better and worse, in which ways, and under what rules or conditions.25

While disagreement persists about what AI means, there is wide consensus that civilization as we know it will never be the same. Whether for better or worse is not the question. Instead, the questions are whose lives will be better and worse, in which ways, and under what rules or conditions.

AI is disrupting every major market and facet of society. The technology is used in our phones, homes, cars, police stations, schools, social platforms, news feeds, satellites, workplaces, voting booths, and weapons systems. The unprecedented growth and dissemination of AI over the past decade owes to the conflation of several sociotechnical

---

23 See U.S. Gov’t Accountability Office, GAO-18-142SP, Artificial Intelligence: Emerging Opportunities, Challenges, and Implications (2018) [hereafter GAO, Artificial Intelligence] (observing “there is no single universally accepted definition of AI, but rather differing definitions and taxonomies”). One provision of U.S. law broadly defines AI to include the following:

(1) Any artificial system that performs tasks under varying and unpredictable circumstances without significant human oversight, or that can learn from experience and improve performance when exposed to data sets.

(2) An artificial system developed in computer software, physical hardware, or another context that solves tasks requiring human-like perception, cognition, planning, learning, communication, or physical action.

(3) An artificial system designed to think or act like a human, including cognitive architectures and neural networks.

(4) A set of techniques, including machine learning, designed to approximate a cognitive task.

(5) An artificial system designed to act rationally, including an intelligent software agent or embodied robot that achieves goals using perception, planning, reasoning, learning, communicating, decision-making, and acting.


developments: the availability of exponentially more data; increases in computing power; the democratization of the “internet of things” (mobile phones, tablets, etc.); and breakthroughs in “machine learning” research and development.

A full exposition of machine learning is beyond the scope of this report. But it will be important to unpack some of the key attributes of machine learning for the project ahead because, in many ways, the promises and perils of algorithmic governance are anchored to how machine learning systems are designed and operationalized.26

Stripped to its essentials, machine learning is (i) a statistical technique (ii) that learns from data (iii) to make classifications or predictions (iv) for new data inputs. For example, if the objective is to train a machine that distinguishes between pictures of cats and dogs, the machine can be fed thousands of labeled pictures of cats and dogs, learn the difference between them by finding correlations in the data, and generate an algorithmic model that can then be used to identify cats and dogs in real-world settings. Or, to predict home values, datasets of past home sales can be used to train an algorithmic model to predict the sales value of homes that are not in the training data.

Stripped to its essentials, machine learning is (i) a statistical technique (ii) that learns from data (iii) to make classifications or predictions (iv) for new data inputs.

As these examples illustrate, machine learning is not a free-floating enterprise. Rather, it is part of a larger ecosystem comprised of data, humans, and human-computer interactions. For instance, humans generally select and clean the data, train and optimize machine learning algorithms, and deploy the algorithms in real-world or virtual settings. Moreover, humans make a wide variety of choices and trade-offs throughout the process. Just to name a few, humans must make choices about which datasets to include and exclude to train the model, which algorithmic model or models to use for a given task, which validation techniques to use, and which performance metrics to test for.27


27 Id.; see also Deirdre K. Mulligan & Kenneth A. Bamberger, Procurement as Policy: Administrative Process for Machine Learning, 34 BERKELEY TECH. L.J. 773, 778 (2019) (discussing embedded values choices in AI system design); see also NSCAI, Second Quarter Recommendations, supra note 12, at 129–31 (discussing “trade-off decisions for AI systems [that] must be made about internal representations, policies of usage and controls, run-time execution monitoring, and thresholds”).
Moreover, once a model is deployed, humans may be required to select and input new data. For example, an AI system designed to predict whether a criminal defendant is a high-risk recidivist will require a human to input features about the defendant (e.g., criminal history, age, home address). Humans may also decide what to do, if anything, with the AI model’s prediction or classification. In such systems, there is a so-called “human-in-the-loop.” The human might be a judge, for example, who takes an algorithm’s risk assessment into account when setting bail for a criminal defendant. Other AI systems, such as email spam filters, are called “autonomous” because human input is not required after the tool is deployed. In both types of systems, however, humans are responsible for many critical and consequential decisions throughout the AI lifecycle.

---

III. Challenges of Algorithmic Governance

Under the right conditions, AI can make government more efficient and effective across a range of regulatory domains: from law enforcement to adjudication; from health care to building maintenance; from environmental protection to national defense; from policymaking to ministerial tasks.\footnote{See GOVERNMENT BY ALGORITHM, supra note 2, at 6 (“Rapid developments in AI have the potential to reduce the cost of core governance functions, improve the quality of decisions, and unleash the power of administrative data, thereby making government performance more efficient and effective.”); Cary Coglianese & David Lehr, Transparency and Algorithmic Governance, 71 ADMIN. L. REV. 1, 6 (2019) (describing how machine learning algorithms produce “unparalleled accuracy” compared to other statistical methods and human judgment).} Moreover, AI systems could potentially enhance government transparency, accountability, and fairness.\footnote{See David Freeman Engstrom & Daniel E. Ho, Artificially Intelligent Government: A Review and Agenda, in BIG DATA LAW (Roland Vogl ed., forthcoming 2020) (manuscript at 10) (“The perhaps counter-intuitive result is that the displacement of enforcement discretion by algorithm might, on net, yield an enforcement apparatus that is less opaque and more legible to agency heads and reviewing courts alike than the existing system.”); Kroll et al., supra note 5, at 656–77 (explaining how, through proper design, AI systems can be made more transparent and accountable).} For example, AI decision-making systems might be more transparent and accountable than government officials who might conceal, or who might not be aware of, their decisional biases.\footnote{See Daniel Castro, Data Detractors Are Wrong: The Rise of Algorithms is a Cause for Hope and Optimism, CTR. FOR DATA INNOVATION (Oct. 25, 2016), http://www.datainnovation.org/2016/10/data-detectors-are-wrong-the-rise-of-algorithms-is-a-cause-for-hope-and-optimism/.} AI systems may also enable faster, more accurate, and more consistent decisions than humans, in contexts like social security, veterans benefits, immigration, and more. Furthermore, algorithmic governance may result in dramatic cost savings. According to one recent estimate, the federal government might save upwards of $500 billion over the next decade by “automating repetitive tasks” and by “augmenting” the capabilities of public-sector workers.\footnote{See Christina Bone et al., The Coming of AI Productivity Boom: And How Federal Agencies Can Make the Most of It, ACCENTURE, 1, 4 (2020).}

But glaring challenges persist. As discussed in more detail below, AI tools are inherently risky, irrespective of whether public or private actors are utilizing them. Yet the risks are exacerbated when AI tools are wielded by the federal government—not only because of the types of harms that can occur, but because expectations and legal requirements differ between public and private action. Federal action is governed by the Constitution, administrative law, freedom of information laws, and federal procurement laws, in ways that do not apply to private action.\footnote{See Daniel Gutman, Public Purpose and Private Service: The Twentieth Century Culture of Contracting Out and the Evolving Law of Diffused Sovereignty, 52 ADMIN. L. REV. 859, 862, 881–90 (2000) (explaining that “in practice, two different sets of regulations have come to govern those doing the basic work of government”: those that apply to federal officials, on the one hand, and those that apply to federal contractors, on the other). For an incisive treatment of the constitutional state action doctrine as applied to private AI vendors, see Kate Crawford & Jason Schultz, AI Systems as State Actors, 119 COLUM. L. REV. 1941, 1943–44 (2019) (arguing that courts should adopt a version of the state action doctrine to apply to vendors who supply AI systems for government decision-making).} The point is not that private actors have free rein;
they do not. Rather, the point is that legal norms around public and private action differ in ways that matter for algorithmic governance, especially as pertains to questions of transparency, accountability, privacy, safety, and fairness (broadly defined).

A. RISK OF HARM

Unlike calculators, algorithmic classifications and predictions can be wrong. Of course, human classifications and predictions can be wrong too. But the efficiencies and scalability of AI systems make them especially risky. One coding error, engineering choice, unfounded assumption, or lapse in human oversight can cause widespread harm. Moreover, when exposed to real-world elements, AI systems make mistakes that most humans never would. Compounding the risk, AI systems may interact with other technologies, humans, or environmental conditions in ways that can negatively bear on those surrounding systems.

B. TRANSPARENCY

AI systems raise a host of transparency challenges for algorithmic governance. Technologically, some algorithms and design configurations are more scrutable than others. Machine learning "neural networks," which are some of the most powerful, sophisticated, and useful, are also the most difficult for humans to comprehend. The inputs and outputs can be known, but the so-called neural network that turns inputs into outputs can entail millions of data correlations, at scales that the smartest minds on earth cannot understand, much less accurately explain to anyone else. Machine learning

---

34 The term “fairness” is borrowed here from the AI field and has no agreed-upon meaning. See Abigail Z. Jacobs & Hannah Wallach, Measurement and Fairness 1 (Microsoft, Working Draft No. 1912.05511, 2019), https://arxiv.org/pdf/1912.05511.pdf. A concept like “justice” may work just as well or better. For present purposes, what matters is the breadth of concerns that fairness (or justice) captures, including nondiscrimination, privacy, procedural due process, human rights, and more. See infra Subpart II.D.

35 See Robert Brauneis & Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 129 (2018) ("The ability of these algorithmic processes to scale, and therefore to influence decisions uniformly and comprehensively, magnifies any error or bias that they embody"); O’NEIL, supra note 25, at 29–31 (discussing the “scalability of algorithms”). For example, an efficient AI system that makes 100,000 predictions at a 10 percent error rate may negatively affect 1,000 individuals. An inefficient human who makes 100 recommendations at a 20 percent error rate may negatively affect 20 individuals.

36 See Fabio Kepler, Why AI Fails in the Wild, UNBABEL (Nov. 15, 2019), https://unbabel.com/blog/artificial-intelligence-fails/; see also Colin Smith et al., Hazard Contribution Modes of Machine Learning Components, 2020 AAAI WORKSHOP ON ARTIFICIAL INTELLIGENCE SAFETY 4 (2020) (discussing unexpected performance, for example, “through unanticipated feature interaction . . . that was also not previously observed during model validation”), https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20200001851.pdf.

37 Singh et al., supra note 26, at 15.

models of this type are metaphorical “black boxes.” While they can perform well on the dimensions of efficiency and functionality, the complexity of the algorithmic models can eclipse human-scale reasoning.

Worth emphasizing here, model inscrutability is a feature of complex AI systems, not a bug. After all, the ambition and promise of machine learning is not to think as humans do, but rather to find statistical correlations in big datasets beyond human cognition or intuition. In some settings, the inscrutability of the model’s decisional pathway may be of little concern. But for consequential governmental decisions, the inscrutability of AI systems is highly concerning. “[T]he algorithm made me do it” will not satisfy expectations for a human-centric explanation.

For consequential governmental decisions, the inscrutability of AI systems is highly concerning.

Without clarity about how or why an AI system makes a prediction, the government may fail in its responsibility to provide a legally or morally sufficient reason for acting on it. Thus, the government may want or need to deploy “interpretable” and “explainable” AI tools. Its ability to do so will depend on a variety of dynamic—and yet unsettled—legal, technological, and sourcing contingencies.

Trade secrecy can also interfere with algorithmic transparency. In some contexts, the government may not have access to a vendor’s trade secrets—for example, when the government purchases the technology as a “commercial item off the shelf.” In other contexts, the government may have access to a vendor’s trade secrets, but federal law

---


42 See, e.g., 48 C.F.R. § 12.212 (providing, for the acquisition of commercially available computer software, that vendors generally “shall not be required” to “[r]elinquish to, or otherwise provide, the Government rights to use, modify, reproduce, release, perform, display, or disclose commercial computer software or commercial computer software documentation except as mutually agreed to by the parties”).
or nondisclosure agreements may prevent the government from revealing the secrets to third parties.\textsuperscript{43} As a result, information about an AI system may be withheld from individuals affected by the system, government watchdogs, and perhaps even judges and lawmakers.\textsuperscript{44}

The right to privacy is another friction point.\textsuperscript{45} Most notably, the data ingested by AI systems may contain sensitive personal information that can be traced to individuals (even if names and other identifying attributes are scrubbed from the data).\textsuperscript{46} AI systems may thus run headlong into privacy laws, in a wide variety of contexts where the government is provided personal information for specific purposes that may not be used or disclosed for other purposes.\textsuperscript{47}

Moreover, in law enforcement and national security contexts, full transparency about AI systems may be self-defeating or yield bad outcomes\textsuperscript{48} because AI systems can be “gamed” or “hacked” by adversarial actors in ways that humans cannot.\textsuperscript{49} Of course, humans can be manipulated, bribed, or spied upon in ways that undermine or endanger the public interest. The rub, however, is that AI systems have similar human vulnerabilities (e.g., data scientists, computer programmers, technical engineers, ...
domain experts) plus technical vulnerabilities in the code, cloud, or hardware that can be exploited in ways that elide easy detection. For similar reasons, cybersecurity concerns will generally trump algorithmic transparency around critical infrastructure: in energy, transportation, telecommunication, voting systems, waterways, etc.

AI systems have similar human vulnerabilities (e.g., data scientists, computer programmers, technical engineers, domain experts) plus technical vulnerabilities in the code, cloud, or hardware that can be exploited in ways that elide easy detection.

As these examples demonstrate, there is a lot of algorithmic governance that could be off-limits to full transparency. Yet AI systems are already being utilized across all of these domains, with many more in the works.

C. ACCOUNTABILITY

The transparency concerns in algorithmic governance are directly related to a set of accountability concerns. The less stakeholders know, the more difficult it becomes to ascertain whether the human inputs and machine outputs are accurate, fair, and legal. And without those determinants, stakeholders cannot know which actors, if any, should be held accountable for any resulting harms.

One way that our system holds government actors accountable is through judicial review. The use of AI systems in government decision-making, however, can stymie a court’s ability to know or understand the reasons for an agency’s action if the agency (or its vendors) cannot adequately explain why an AI tool made a particular prediction or classification that led to a government decision.50 Beyond judicial settings, government watchdogs, journalists, and stakeholders are similarly constrained in their ability to “look under the hood” of AI tools affecting the polity’s rights and interests.51 This is highly

51 See Bloch-Wehba, supra note 44 (emphasizing the importance of open records laws for third-party stakeholders to hold government accountable outside of litigation settings); Brauneis & Goodman, supra note 35, at 159 (complaining that “the information allegedly protected by trade secret law may lie at the heart of essential public functions and constitute political judgments long open to scrutiny”).
problematic because it shutters out stakeholder input and breeds public distrust in government uses of the technology.

D. FAIRNESS

The transparency and accountability gaps in algorithmic governance are especially concerning because the use of AI may not be procedurally or substantively fair. Procedurally, AI systems raise due process concerns that, to date, have gone unmet in several high-profile cases. In groundbreaking work, Danielle Citron provides an account of the “automated administrative state” using software to determine whether someone should receive “Medicaid, food stamp, and welfare” benefits, be on a no-fly list, or be identified as owing child support. As she cogently explains, “[a]utomation jeopardizes the due process safeguards owed individuals and destroys the twentieth-century assumption that policymaking will be channeled through participatory procedures that significantly reduce the risk that an arbitrary rule will be adopted.” These concerns, aired more than a decade ago, have only intensified during the intervening years because machine learning algorithms, which are on the rise, are generally more complex and less explainable.

Without proper precautions, and even with precautions, technical bias can refract and reify social biases in the analog world.

Beyond procedural unfairness, the use of AI tools can be unfair for technological, legal, or moral reasons. Algorithmic models are statistical simplifications that cannot consider all possible relevant facts about subjects. Generalizations and profiling thus typify AI systems. While AI-generated predictions are not inherently unfair,
they will always be biased, in a technical sense, because the predictions are based on generalizations mined from data. Without proper precautions, and even with precautions, technical bias can refract and reify social biases in the analog world.

For example, an algorithm trained on historical data to predict criminal recidivism may exhibit higher false positive rates for Black people if the training data is an artifact of past discriminatory policing against that population. Likewise, an AI system designed to predict a “good hire” for a government position may make predictions based on promotion rates and employee evaluations of past government hires. If those input variables in the training data are biased toward men, then algorithmic predictions for future “good hires” will be biased against women.

Separately, but relatedly, choices in model engineering can result in discrimination. Of particular concern are choices about feature selection in the training and testing data. For example, an AI model may be explicitly trained to account for race or sex in decision-making contexts where it is illegal to discriminate on those grounds. Even if an algorithm is trained to ignore race or sex, proxies for those attributes might intentionally or unintentionally be extracted from the data and lead to the same results. For example, zip codes are a well-known proxy for race.

For sensitive government decisions, judges and civil servants may be expected to exercise human judgment as a check on algorithmic predictions. In practice, however, studies reveal the risk of “automation bias,” whereby humans-in-the-loop exhibit overconfidence in algorithmic predictions and classifications. Automation bias raises the stakes of any unfairness baked into the algorithm itself because humans may not correct for errors. But risks also run in the opposite direction: When a human-in-the-loop compensates for known algorithmic biases, the human interventions may not

---


be fair or legal. For instance, if an algorithm used for government hiring exhibits bias toward hiring men, to what extent (if any) can the algorithmic prediction be favorably adjusted toward hiring women (without running afoul of equal-protection principles)? As this example illustrates, fairness depends on definitions of fairness—of which there are many—and legal principles that do not map easily on AI systems.

Another source of algorithmic bias stems from the lack of diversity in the technology industry. A notorious example is facial recognition technology that was trained on the faces familiar to the design engineers, which were mostly white. Consequently, the facial recognition software had a greater propensity to misidentify dark-skinned faces. Needless to say, the disparity is especially concerning in high-stakes contexts such as law enforcement. Recently, police in Detroit wrongfully arrested a Black man at home in front of his family, including his young daughters. The charges were subsequently dismissed after the “officers-in-the-loop” acknowledged the misidentification, but the damage was already done.

DHS and the FBI use similar facial recognition technology, in conjunction with other AI-enabled surveillance tools, in immigration and other law enforcement. Even if the technology can be made more accurate—for example, by correcting for known biases in the training data—that would not address the overarching concerns relating to power, autonomy, and liberty. Having the technical capability for highly accurate surveillance says nothing about whether, or for what purposes, that capability should be wielded.

63 See Solon Barocas & Andrew D. Selbst, Big Data’s Disparate Impact, 104 CALIF. L. REV. 671, 694–714 (2016) (noting the ways in which algorithmic data mining techniques can lead to unintentional discrimination against historically prejudiced groups).
64 See Deirdre K. Mulligan et al., This Thing Called Fairness: Disciplinary Confusion Realizing a Value in Technology, PROC. 2019 ACM ON HUMAN-COMPUTER INTERACTION 3, 119 (2019). For example, fairness can be operationalized around group metrics or individual metrics, of which there are many types of each. For a discussion, see id.
65 See RUHA BENJAMIN, RACE AFTER TECHNOLOGY: ABOLITIONIST TOOLS FOR THE NEW JIM CODE (2019) (arguing that human social bias is engineered into automated technology because (overwhelmingly white and male) programmers fail to recognize how their understanding of technology is informed by their identities, and the raw data on which robots of all types are trained are products of racist, sexist, and classist societies).
67 See id.
68 See id. (“[T]he Wayne County prosecutor’s office said that . . . Williams could have the case and his fingerprint data expunged. ‘We apologize,’ . . . ‘This does not in any way make up for the hours that Mr. Williams spent in jail.””.
More generally, AI may simply be an inappropriate solution for many government problems. This is especially true for AI systems trained to predict “unobservable theoretical constructs,” which by definition are neither observable nor verifiable. Instead, such constructs must be inferred from observable properties that a system designer thinks are closely (enough) related. To illustrate, compare the constructs of “crime” and “criminality.” Both are government problems, but the use of AI to address them differs dramatically. Using AI to detect crime is not inherently problematic because humans can verify whether, in fact, criminal activity has occurred or is occurring.

The same cannot be said about a person’s criminality. In a recent academic paper, the authors boasted of an AI tool “capable of predicting whether someone is likely going to be a criminal” with “80 percent accuracy and with no racial bias.” In response, thousands of AI experts and practitioners published an open letter that condemned the paper and urged the journal not to publish it. As the open letter explains, criminality based on a person’s facial features “reproduces injustice and causes real harm.” Criminality itself is a racialized construct, and to infer it based on immutable characteristics of a person’s face is an affront to moral justice. One can easily imagine how an AI tool to predict criminality based on a person’s appearance can be used inappropriately by government actors to surveil, detain, or deny rights and access to government services.

---

72 Id.
75 Id.
76 Id. (“Data generated by the criminal justice system cannot be used to ‘identify criminals’ or predict criminal behavior. Ever.”). Following the backlash, the authors later deleted the paper, and their publisher, Springer, confirmed that it had been rejected. Sidney Fussell, An Algorithm That ‘Predicts’ Criminality Based on a Face Sparks a Furor, WIRED (June 24, 2020, 7:00 AM), https://www.wired.com/story/algorithmpredicts-criminality-based-face-sparks-furor/.
77 Conceivably, and assuming accuracy, an AI tool like this could be used for putatively beneficent reasons—for instance, to offer community support for those with facial features that bespeak criminality. Still, that type of profiling would almost certainly be an unwelcome (and unlawful) affront to privacy and dignity.
IV. Recommendations

The proliferation of AI use by federal agencies has raised urgent questions about how algorithmic governance itself should be regulated. As noted earlier, several bills recently introduced in Congress relate, in some way, to the government’s use of AI technologies. Moreover, a range of policy initiatives are underway or under consideration within the executive branch. To greater and lesser extents, the prescriptions on the table speak to the core challenges of algorithmic governance: risk of harm, transparency, accountability, privacy, security, and fairness.

By no means is federal procurement law the sole solution to these complex problems. But procurement must be part of the solution. Currently, the government is investing huge sums of taxpayer dollars to acquire AI systems that may be unusable, either because they are not trustworthy, or because they fail to pass legal muster. If the government cannot explain how an AI system works, for example, then it may violate constitutional due process\footnote{See, e.g., Citron, supra note 53; Aziz Z. Huq, Constitutional Rights in the Machine Learning State, 105 CORNELL L. REV. (forthcoming 2020); Andrew Guthrie Ferguson, Big Data and Predictive Reasonable Suspicion, 163 U. PA. L. REV. 327 (2015); Michael L. Rich, Machine Learning, Automated Suspicion Algorithms, and the Fourth Amendment, 164 U. PA. L. REV. 871 (2016).} or administrative law.\footnote{See, e.g., David Freeman Engstrom & Daniel E. Ho, Algorithmic Accountability in the Administrative State, 37 YALE J. REG. 800 (2020); Mulligan & Bamberger, supra note 28; Cary Coglianese & David Lehr, Regulating by Robot: Administrative Decision Making in the Machine-Learning Era, 105 GEO. L.J. 1147 (2017).} Even if an AI system clears those hurdles, it may still violate federal antidiscrimination laws, privacy laws, and domain-specific laws and regulations. Litigation will no doubt surface these risks and harms. But much of that screening can occur, ex ante, through the acquisition gateway.

Currently, the government is investing huge sums of taxpayer dollars to acquire AI systems that may be unusable, either because they are not trustworthy, or because they fail to pass legal muster.

In a recent report, the National Security Commission on Artificial Intelligence recommended a set of best practices “in support of core American values” for the “responsible development and fielding AI technologies” by the government.\footnote{NSCAI, Second Quarter Report, supra note 12, at 120–55 (Appendix 2). Those American values include the “rule of law,” “[v]alues established in the U.S. Constitution, and further operationalized in legislation, include freedoms of speech and assembly, the rights to due process, inclusion, fairness, nondiscrimination (including equal protection), and privacy (including protection from unwarranted government interference in one’s private affairs), as well as international human rights and dignity.” Id. at 125. See also id. at 126–27 (discussing additional values in the context of the military and warfighting).}
particular note here, the commission highlighted the challenges around ethical AI, and stressed that systems acquired from contractors "should be subjected to the same rigorous standards and practices—whether in the acquisitions or acceptance processes."\(^{81}\) Clearly, there is a demand for ethical AI in government. Just as surely, federal procurement law can be harnessed in service of that critical mission.

### A. TAKING STOCK

Currently, there is no easy way to identify which agencies are using which AI technologies, for what purposes, from which vendors, and under what constraints. Without such information, policymakers, watchdogs, and stakeholders cannot know whether the systems in use are transparent, accountable, fair, secure, testable, and so on.\(^{82}\)

As a first step, federal lawmakers should mandate the creation of a government-wide inventory report that includes clear information about each AI system that is currently in production or use by the federal government. The Office of Management and Budget, the General Services Administration, or some other centralized agency should be assigned responsibility for the oversight and reporting of the inventory, which should be publicly available and updated annually. Exceptions can be made as needed for national security, intelligence agencies, or otherwise.

As a general rule, however, the disclosure requirements should include information about all AI systems that the government is currently using in adjudicatory, rulemaking, or law enforcement settings that affect a person’s rights, duties, or access to public benefits and services, or that may otherwise cause property damage or personal injury.\(^{83}\) The disclosure requirements should also include AI systems that are used for certain internal operations, such as hiring, resource allocation, and other nontrivial ministerial tasks. Too often, internal agency operations get overlooked in discussions about algorithmic governance because they generally are not judicially reviewable under framework statutes such as the Administrative Procedure Act. But judicial reviewability is not the purpose of

\(^{81}\) Id. at 124.

\(^{82}\) Along these lines, the Artificial Intelligence Reporting Act of 2018, H.R. 6090, calls for annual congressional reporting "on the use and status of unclassified machine learning and artificial intelligence applications across the Federal Government," from the subgroup on Machine Learning and Artificial Intelligence of the Committee on Technology of the National Science and Technology Council. This bill has not progressed beyond the House Committee on Science, Space, and Technology.

\(^{83}\) For examples of pending legislation that offer definitions of “high risk” automated decision-making systems, see Algorithmic Accountability Act of 2019, H.R. 2231, 116th Cong. § 2 (2019) (defining the term in connection with the regulation of commercial uses of AI technologies).
the inventory. And, in any event, the triggers for judicial review do not capture the scope of agency activity that policymakers and the public have an interest to know about. For example, if an AI system is biased in hiring decisions, or in how government resources are allocated, those internal managerial tools can surely have a detrimental effect on government performance and public policy.

For any nonexempt systems, the minimum reporting requirements should include:

1. A list of all vendors or nongovernmental partners that have participated in the design, development, testing, auditing, deployment, or use of the AI system. This should include a description of each vendor or partner role, and the total amount of federal funds paid or contractually committed for the work.

2. A description of the AI system’s general capabilities and intended purposes, including reasonably foreseeable capabilities and purposes outside the scope of the agency’s intended use.

3. A description of the training and testing data of an AI system; how that data was generated, collected, and processed; the type or types of data that the system is reasonably likely to generate; and whether the government, vendors, or third parties have access to or control over that generated data.

4. A description of whether the algorithmic model used in an AI system can be altered by its users; and if so, by whom, under what circumstances and with what disclosers, and with what safeguards to protect the integrity of the model and traceability of any alterations.

5. A description of whether the AI system has been tested for bias (discriminatory or otherwise); whether the testing was performed by a third party; the date and methodology employed for such testing; whether the AI system has any known biases, and if so, how those biases are accounted for, corrected, tracked, or managed.

6. A description of whether the AI system gives notice to impacted individuals when it is used to collect personal information about those individuals or is used in decision-making that involves them.

7. For any piece of information above that is not disclosed, provide specific reason(s) why the information either cannot or will not be disclosed for purposes of this reporting, and whether the information may be available in other forms or by other means.

This inventory report would not be limited to AI systems acquired from nongovernmental vendors. But it would capture those systems that have already
passed through the acquisition gateway, which is notoriously opaque to all but the contracting community (and murky, too, for many within that community). By making this information publicly available, and on a rolling basis, interested stakeholders can help agencies bridge information gaps and identify sociotechnical blind spots in the government’s uses of AI systems. As earlier noted, the government does not have the in-house capacity needed to assess, anticipate, and address the challenges of algorithmic governance. By voluntarily sharing this information, the government can leverage the benefit of public input from scientists, academics, laypersons, interest groups, journalists, and members of government who do not have ready access to the information that an inventory report could provide.

B. FEDERAL ACQUISITION POLICY AND PRACTICE

There are many ways that procurement law may be retrofitted to meet the challenges of algorithmic governance. By way of background, the Federal Acquisition Regulation (FAR) is “the primary regulation for use by all Federal Executive agencies in their acquisition of supplies and services with appropriated funds.” FAR addresses various aspects of the procurement process, including acquisition planning, contract formation, source selection, auditing, and contractual management. Moreover, FAR captures a range of objectives, including market competition, integrity, transparency, efficiency, government satisfaction, best value, wealth distribution, and risk avoidance. These pluralistic values do not always align; trade-offs among them are necessary and inevitable. FAR makes those trade-offs through a range of procurement processes, contractual provisions, performance incentives, accountability mechanisms, and a mix of delegated discretion and nonnegotiable directives.

In addition to FAR, the federal acquisition system is governed by congressional statutes, agency regulations, guidance documents, and presidential executive orders. Thus, adjustments to federal procurement law—including those recommended here—can come from Congress, the White House, or designated agencies. Moreover, the

recommendations below can be taken up separately or in combination. Regardless, they are designed to be cohesive and interoperable with other lawmaker initiatives around algorithmic governance.

**a. Pre-Acquisition AI Risk Assessment**

Federal law requires that agencies conduct safety risk assessments pertaining to information systems.\(^88\) This requirement, and others like it, are designed to focus agency attention on risk factors in sensitive government contexts so that risks can be addressed and mitigated on an ongoing basis.\(^89\) Currently, no such requirement exists for AI systems in particular. But, given the challenges that inhere in algorithmic governance, federal lawmakers should require agencies to develop and utilize AI-specific risk assessments as part of the acquisition process.\(^90\)

This requirement could fit neatly within current procurement law and practice. FAR already mandates that agencies engage in acquisition planning, which incorporates special considerations beyond mere dollars and cents. For example, agency planners are required to comply with pre-established “Guiding Principles” for green-energy building construction and renovation.\(^91\) Likewise, procurement law can explicitly require that agencies prepare AI risk assessments tailored for the unique challenges of algorithmic governance.

Importantly, the risk assessment should be conducted by a multidisciplinary team that includes agency acquisition and IT personnel, domain experts, legal experts, sociotechnical ethicists, and data specialists. Moreover, as much as possible, the team

\(^{88}\) 44 U.S.C. § 3554(b) (“Each agency shall develop, document, and implement an agency-wide information program to provide periodic assessments of the risk and magnitude of the harm that could result from the unauthorized access, use, disclosure, disruption, modification, or destruction of information and information systems that support the operations and assets of the agency . . .”); see also 40 U.S.C. § 11331 (delegating to the Office of Management and Budget (OMB) and National Institute of Science & Technology (NIST) the authority to “promulgate information security standards pertaining to Federal information systems”); Office of Mgmt. & Budget, Exec. Office of the President, OMB Circular A-130, Appendix IV: Analysis of Key Sections (2016), [https://obamawhitehouse.archives.gov/omb/circulars_a130_a130appendix_iv](https://obamawhitehouse.archives.gov/omb/circulars_a130_a130appendix_iv) (“Each agency program official must understand the risk to [information] systems under their control.”).


should be comprised of individuals with diverse backgrounds and perspectives, which can help to address potential blind spots relating to bias and other social concerns.

Whether these multidisciplinary teams should be centralized for government-wide deployment or decentralized within agencies is an important question. There are advantages and disadvantages to both approaches. This report does not directly take up this question, except to note that the government’s options may be limited by circumstance. Under existing conditions, the government’s in-house capacity challenges may necessitate centralizing expertise to provide consulting, advice, and support for AI acquisitions on a government-wide basis. Currently, the General Services Administration (e.g., “18F” and Centers of Excellence) and the Office of Management and Budget (e.g., US Digital Service) are serving these roles.

Substantively, an AI risk assessment should address the issues outlined below and, to promote accountability, should be signed by the agency official overseeing the acquisition.

1. **Will the AI tool impact individuals, businesses, and communities in high-risk or sensitive contexts?**

   If yes, then thorough consideration must be given to issues of transparency, accountability, fairness, performance, privacy, and safety (which are separately addressed below).

2. **To what extent, if any, will the agency need to rely on vendors and outside consultants to design, develop, implement, audit, and monitor the system?**

   Acquiring AI systems is not a one-time decision; designing the system and testing it over its lifecycle are necessary to ensure that the tool is performing as intended, accurately, and within legal bounds. If the government’s reliance on vendors and consultants is more than nominal, then considerations about cost, security, and control of the system should be explicitly accounted for in the risk assessment. Moreover, depending on the degree of the government’s anticipated reliance on third parties, this risk factor could itself be a reason to forego acquiring an AI

---

92 The advantages of centralization include coordination, concentrated expertise, and the development and deployment of best practices on a government-wide basis. *See Mulligan & Bamberger, supra note 27, at 830–32 (favoring a centralized approach). The disadvantages of centralization include cultural and informational gaps between a centralized group of AI experts and the agency personnel who will, post-procurement, need to use, understand, and trust the technology. Cf. Aaron Boyd, *SBA Spent $30M on a Digital Service-Built App that Doesn’t Work*, NEXTGOV (Aug. 3, 2020) (reporting that “confusion over leadership and culture clashes led to a runaway project with little oversight”).


solution.\textsuperscript{95} If the acquiring agency cannot assemble and maintain an appropriately dedicated multidisciplinary team to oversee and manage the acquisition, that risk will exacerbate all the others, and should probably lead to a no-go decision on acquiring an AI system for use in high-risk or sensitive contexts.

3. **Will the data used or generated by the AI system contain sensitive personal information?**

If yes, then additional questions relating to data privacy, data integrity, and data security should be considered and addressed.

4. **Will there be a human-in-the-loop, and if so, at what point in the operational workflow?**

If the AI system is used in high-risk or sensitive contexts, then human validation of the inputs and outputs will likely be necessary. Moreover, depending on context, a human-in-the-loop may be required to exercise discretionary judgment, in which case, risks about computer-human interactions must also be accounted for. Those risks include biased \textit{disregard} of an algorithmic prediction, which may occur if the human is predisposed to contrary outcomes, or does not understand (or trust) how the system operates. Risks at the human-computer interface, however, also include a system operator’s \textit{overconfidence} in AI predictions, which may result from a lack of appreciation for how the system operates, resource constraints, or the accretion of domain expertise and human judgment over time.

5. **How transparent is the AI system?**

As earlier explained, AI systems can be more or less transparent for a variety of reasons. Thus, agencies should not treat transparency as a monolithic concern, but rather as a compendium of system features that should separately be accounted for in the AI risk assessment. Below are some common transparency concerns that should be specifically addressed:

- \textit{“Interpretability” (and “Explainability”)}:\textsuperscript{96} Numerous efforts are underway to make complex algorithmic models more interpretable and explainable to humans.\textsuperscript{97} As yet, there are no industry or government standards—in part

\textsuperscript{95} Cf. NSCAI, Second Quarter Recommendations, \textit{supra} note 12, at 89 (“Despite pockets of excellence, the government lacks wide expertise to envision the promise and implications of AI, translate vision into action, and develop the operating concepts for using AI.”).

\textsuperscript{96} See Gabriel Nicholas, 4 GEO. L. TECH. REV. 711, 715 (2020) (noting disagreement in the literature over the nomenclature around “interpretability” and “explainability”). For present purposes, I use the terms interchangeably to refer to the ability of humans to understand how an AI system generates outputs from inputs.

\textsuperscript{97} \textit{See supra} note 40.
because algorithmic explainability carries its own set of risks. The more the model’s decisional pathway is reduced for human comprehension (i.e., dumbed down), the more the explanation will depart from the truth of how a decision was actually made. Moreover, the explaining algorithms are vulnerable to gaming and adversarial attack. Consequently, computer-generated explanations can be unintentionally or intentionally misleading,\(^98\) creating risk in both directions.

- **Data:** Because an AI model learns from data, access to information about training data (or lack thereof) is critical for evaluating an AI system’s intended purposes and functionality. Not all data is created equal; there are gradients of data integrity, data bias, and associated risks. Moreover, vendors may claim trade secrecy protection over datasets or the process by which data was assembled and used to train the model. The lack of transparency around data can be highly risky.

- **Model Versioning (e.g., Version 1.0, 1.5, 2.0):** Throughout the lifecycle of an AI system, algorithmic models may be updated to account for new data, new workflows, new technology, and so on. An AI system that is modified may improve performance, but may cause the system to perform differently than anticipated or originally conceived. Moreover, without proper precautions, model versioning can make it impossible to know how a model performed when a particular decision was made. If that knowledge is needed in a court setting, but is unavailable, an agency will be hard-pressed to legally justify the specific output that is the subject of litigation.

**b. Dividends of AI Risk Assessment**

Apart from good practice, pre-acquisition AI risk assessments can serve a variety of useful functions across the lifecycle of an AI system. Most obviously, the deliberation and documentation of known and foreseeable risks will force conversations about whether an AI solution is appropriate at all, and if so, under what conditions. Along similar lines, the risk assessment can inform decisions about data needs, whether data is available on the market, and costs relating to data curation, labeling, scrubbing, enrichment, etc.

Further dividends from risk assessments can accrue during the market solicitation phase. More specifically, contracting officials can use the catalogued risks as focal points for market competition in connection with the agency’s requests for information (RFIs).\(^99\)


\(^{99}\) See 48 C.F.R. § 15.201(e) (“RFIs may be used when the Government does not presently intend to award a contract, but wants to obtain price, delivery, other market information, or capabilities for planning purposes. Responses to these notices are not offers and cannot be accepted by the Government to form a binding contract.”).
requests for proposals (RFPs),\textsuperscript{100} and requests for quotations (RFQs).\textsuperscript{101} By way of illustration, contracting officials can solicit information and proposals from vendors along the following lines:

1. Describe your privacy and cybersecurity approach to the proposed AI system, including but not limited to how the data will be protected.

2. Explain your testing and validation processes for performance, fairness, and discrimination, including any special expertise or innovative approaches that you might use to evaluate the AI system throughout its lifecycle.

3. Describe any anticipated data limitations and challenges, and any strategies or solutions that you might implement to address them.

4. Describe any training programs that your team members have undergone, and any official policies or protocols adopted by your organization, that specifically relate to transparency, accountability, fairness, privacy, or other ethical AI principles.

5. Describe how you enable end-to-end auditability of the system by government personnel, and any technical limitations for such auditing. In this regard, would you permit independent third-party audits of the AI system? If yes, explain the conditions or limitations you would impose on independent auditors. If you would not permit third-party audits, then explain why.

6. Describe whether, and to what extent, the AI system outputs will be explainable and interpretable, and by what means, to (i) third-party computer engineers; (ii) agency personnel trained to use the system; and (iii) other stakeholders, including laypersons, judges, and policymakers.

7. Describe any known or foreseeable (i) biases in the AI system; (ii) performance weaknesses; and (iii) vulnerabilities. Further, describe the known and foreseeable sources or causes of those biases, performance weakness, and vulnerabilities (e.g., in the data, algorithm, design process, human-computer interactions, interoperability with other hardware and software, or otherwise).

8. Explain how you will ensure or test that the AI system does not drift from its intended purposes or outcomes.

9. Explain how you will ensure or facilitate usability for government personnel (e.g., training programs, written materials, access to source code, and otherwise).

\textsuperscript{100} See id. § 15.203(a) (“[RFPs] are used in negotiated acquisitions to communicate Government requirements to prospective contractors and to solicit proposals.”).

\textsuperscript{101} See id. § 8.402 (RFQs are used when agencies order goods and services from federal supply schedules).
Incorporating AI risk-related questions in market solicitations, along the lines above, can yield several direct and indirect benefits. Most directly, the answers by market participants will enable the agency to compare the types and degrees of risk associated with a particular vendor relative to the field. Anticipating this, strategic and innovative vendors will compete for an ethical edge. In some instances, the agency might even find opportunities for collaboration—for example, between two or more start-up enterprises—to mitigate the overall risk based on their respective strengths and weaknesses. Further, vendor responses to the questions above may shed light on additional risks not previously identified. In such cases, the AI risk assessment can and should be modified accordingly.

c. Source Selection and Contractual Award

Whether independently or in conjunction with the foregoing recommendations, federal procurement law should require that agencies pay due regard for AI principles in source selection and contractual award. For purposes of this discussion, I will mostly bracket the issue of cybersecurity, which is already receiving sustained attention by policymakers. But it is worth pausing to note some recent cybersecurity regulatory interventions because they point to the need, and feasibility, of acquiring ethical AI tools through the procurement process.

Federal law, for example, now prohibits executive agencies from contracting with entities that use any equipment, system, or service that utilizes covered telecommunications equipment from blacklisted companies (such as Huawei and ZTE Corporation).\(^\text{102}\) Moreover, the Department of Defense (DoD) will be phasing in a new Cybersecurity Maturity Model Certification (CMMC) program that will require DoD vendors to have adequate controls in place to protect sensitive information and data.\(^\text{103}\) Under this program, vendors will be required to obtain CMMC certification from third-party auditors; vendors that fall short of prescribed security levels cannot even compete for those contracts.\(^\text{104}\)

---


\(^\text{103}\) Off. of the Under Sec’y of Def. for Acquisition & Sustainment Cybersecurity Maturity Model Certification, CMMC FAQ’s, https://www.acq.osd.mil/cmmc/faq.html.

A certification system for ethical AI is within the realm of future possibility but is premature at this time. Standardizing transparency and fairness metrics, for example, could have the unintended consequence of entrenching market incumbents and stifling innovation. Instead, the recommendation here is to require agencies to incorporate ethical AI considerations into the source selection process, and/or to fold such considerations into the prerequisites for contractual award. The discussion below elaborates on these alternatives.

1. Evaluative Criteria

By way of background, the express and overarching purpose of the Federal Acquisition Regulation (FAR) is to “deliver . . . the best value product or service to the customer, while maintaining the public’s trust and fulfilling public policy objectives.” To those ends, FAR instructs contracting officials to examine the strengths and weaknesses of all relevant factors (such as cost, performance, quality, and schedule) and to make tradeoffs between cost and non-cost factors. FAR instructs that “cost or price may play a dominant role in source selection” in acquisitions where the requirements for performance are “clearly definable” and the “risk of unsuccessful contract performance is minimal.” The same provision, however, also explains that non-price considerations—such as “technical or past performance”—may “play a dominant role in source selection” when the performance requirements are less specified and the risk of unsuccessful performance is greater.

Contracting officials have wide discretion in how to achieve “best value” under these standards. Yet FAR does erect some important guardrails. Pertinent here, contracting officials must pre-disclose how they intend to evaluate cost and non-cost criteria, and then must adhere to those criteria when awarding contracts. Currently, nothing prevents contracting officials from incorporating ethical AI considerations into the source selection

---

1. Institute of Electrical and Electronics Engineers (IEEE) P7000 (proposing a set of standards “for addressing ethical concerns during [AI] system design”), https://standards.ieee.org/project/7000.html.
2. 48 C.F.R. § 1.102(a).
3. Id. § 15.101-1.
4. Id. § 15.101.
5. See id. § 15.305(a) (“An agency shall evaluate competitive proposals and then assess their relative qualities solely on the factors and subfactors specified in the solicitation.”); see also Antarctic Support Assocs. v. United States, 46 Fed. Cl. 145, 155 (2000) (noting that reviewing courts must afford contracting officials great deference; contractual awards must only be reasonable and consistent with stated evaluation criteria).
process. But doing so can and should be required as a matter of law. Issues relating to transparency, accountability, privacy, security, and fairness will always be relevant in the procurement of AI systems. How relevant will be context-specific. Thus, considerations of ethical AI principles can be weighed as appropriate depending on the circumstances.

Nothing prevents contracting officials from incorporating ethical AI considerations into the source selection process. But doing so can and should be required as a matter of law.

One virtue of this approach is its flexibility. Little or nothing would be sacrificed by requiring contracting officials to consider ethical AI principles in conjunction with price, technical feasibility, and other criteria. Meanwhile, much could be gained from explicitly making ethical AI part of the calculus. Most importantly, doing so can mitigate the special risks that inhere in AI acquisitions. But it will also signal to agency officials, industry players, and stakeholders that AI procurement is not business as usual: The social and governance implications extend beyond technical criteria and model performance. Challenges around transparency, accountability, privacy, security, and fairness may (or may not) be addressed with technical patches. Still, it is a categorical error to conceive of the challenges of algorithmic governance as mere technical problems that can be fixed with better data, mathematical proofs, or more software to “explain” the computations and configurations of black-box AI systems.

AI procurement is not business as usual: The social and governance implications extend beyond technical criteria and model performance.

---


113 See Coal. for Critical Tech., supra note 74, at 2 (“To date, many efforts to deal with the ethical stakes of algorithmic systems have centered mathematical definitions of fairness that are grounded in narrow notions of bias and accuracy. These efforts give the appearance of rigor, while distracting from more fundamental epistemic problems.”); Brent Mittelstadt, Chris Russell, Sandra Wachter, Explaining Explanations in AI, in Proceedings of Fairness, Accountability, and Transparency (2019) (“[T]he bulk of methods currently occupying AI researchers lies in the . . . building of approximate models that are not intended to capture the full behaviour of physical systems but rather to provide coarse approximations of how the systems behave.”), https://arxiv.org/pdf/1811.01439.pdf.
2. Vendor Responsibility

For much the same reasons, an additional (or alternative) requirement should be incorporated into a contracting officer’s “responsibility” determination. Currently, FAR directs contracting officials to determine whether a vendor satisfies a set of responsibility standards prior to awarding any procurement contract.\(^\text{114}\) To meet the standards, a potential awardee must demonstrate, among other things, that it has “adequate financial resources;” “a satisfactory past performance record;” “the necessary organization, experience, facilities,” and “technical skills” to perform the contract; and a satisfactory “record of integrity” and “business ethics.”\(^\text{115}\) These performance standards are designed, in part, to mitigate the risk of vendor misfeasance and contractual nonperformance.\(^\text{116}\)

Beyond these performance standards, a responsibility determination also requires that a potential awardee be “otherwise qualified and eligible.”\(^\text{117}\) These criteria, in turn, encompass a set of collateral requirements. For example, potential awardees must be disqualified if they do not comply with federal equal employment opportunity requirements or if they fail to agree to an acceptable plan for subcontracting with small businesses. Unlike performance standards, which assess whether prospective vendors can be expected to fulfill the contract in a timely and satisfactory manner, collateral requirements ensure that the government’s dealings with contractors promote federal socioeconomic goals.

Ethical AI principles could fold neatly into FAR’s responsibility framework, either as a performance standard or collateral requirement. As a performance standard, ethical AI principles can be factored into the criteria for “necessary organization, experience, facilities” and “technical skills” to perform the contract, as well as a prospective vendor’s “record of integrity and business ethics.”\(^\text{118}\) As a collateral requirement, and perhaps to greater effect, the imperative of ethical AI could be leveraged to gain important concessions from vendors.

\(^{114}\) 48 C.F.R. § 9.103(a) (“Purchases shall be made from, and contracts shall be awarded to, responsible prospective contractors only”); id. § 9.103(b) (“No purchase or award shall be made unless the contracting officer makes an affirmative determination of responsibility.”).


\(^{117}\) 48 C.F.R. § 9.104–1(g).

\(^{118}\) Id. § 9.104–1; see also Manuel, supra note 115, at 5–13; Orca Northwest Real Est. Servs., 65 Fed. Cl. at 6.
For example:

1. Prime contractors could be required to subcontract with “nontraditional” government vendors (to create opportunities for innovative small businesses and start-ups that might otherwise be reluctant to enter the government market). Along similar lines, prime contractors could be required to subcontract with women-owned and “socially and economically disadvantaged” small-business enterprises. Doing so could promote diversity in AI system design, development, and testing.

2. Vendors could be required to share trade secrets with the government for specified purposes and under certain constraints. Intellectual property (IP) rights can be a major sticking point in government contracting, especially in high-tech fields like AI. Indeed, trade secrets are often the most valuable assets for many small and start-up enterprises. Thus, a responsibility requirement tethered to IP rights should be narrowly tailored. It should call for no more than is foreseeably necessary and should not substitute for other contractually negotiated IP terms. To be sure, there is always a risk that requiring IP concessions will scare off market participants. But just as surely, the government should not be permitted to spend tax dollars on AI technologies that the government cannot fully use, audit, or explain. The minimally necessary criteria for purposes of a responsibility determination will be context-specific. For example, potential awardees should not qualify as responsible if they are not willing to waive trade secrets in adjudicatory contexts, where the invocation of trade secrecy would effectively preclude the government from utilizing an AI tool, and thus negate the purpose of acquiring the tool in the first place. If a vendor will not agree, then the government should be required to select a competitor that will. And, if none will agree, then the government should rethink whether a privately developed AI solution is appropriate for the government task.

---


120 Federal law has an established program to promote contracting with any “small business which is unconditionally owned and controlled by one or more socially and economically disadvantaged individuals who are of good character and citizens of and residing in the United States, and which demonstrates potential for success.” 13 C.F.R. § 124.101; 15 U.S.C § 637 (defining “socially and economically disadvantaged” individuals under the Small Business Act as “[s]ocially disadvantaged individuals are those who have been subjected to racial or ethnic prejudice or cultural bias because of their identity as a member of a group without regard to their individual qualities”); see also 48 C.F.R. § 19.15 (Woman-Owned Small Business Program).

121 Cf. Bi-Partisan Center, AI and the Workforce, at 2 (Jul. 2020) (reporting on the nation’s AI talent gap and stating that “AI talent should ideally have a multi-disciplinary” skill set that includes ethics).


123 See generally Rob Kitchin, Thinking Critically About and Researching Algorithms, 20 INFO. COMM. & SOC’Y 14, 20 (2016) (“[I]t is often a company’s algorithms that provide it with a competitive advantage and they are reluctant to expose their intellectual property even with non-disclosure agreements in place.”).

124 See Dix et al, supra note 122, at 9.
3. Vendors could be required to allow independent third-party auditing of an AI system— if for no other reason, because the government may not have the expertise or resources to do so itself. Given the many ways that AI systems can cause harm, a vendor that will not permit third-party auditing of its AI system should be disqualified from being awarded a government procurement contract. Of course, vendors will need adequate assurances that their trade secrets will not be compromised by third-party auditing. But there are well-established industry practices (for example, nondisclosure agreements with liability provisions) and federal laws\(^\text{125}\) that can be used to safeguard vendors against trade secrecy misappropriation.

\(^{125}\) See, e.g., 18 U.S.C. § 1836 (allowing the owner of a trade secret to sue in federal court when its trade secrets have been misappropriated); see also 18 U.S.C. § 1905 (imposing criminal penalties for any government employee who discloses information that “concerns or relates to trade secrets”).
V. Objections

Anticipated objections will come from those who think the forgoing recommendations go too far, and from those who think the recommendations fall short.

For those concerned about overreach, it is likely for one of two reasons. First, it may be objected that federal acquisition procedures are already too cumbersome, especially for technology that can become outdated before they are put to use. The recommendations here are sensitive to this concern. Requiring the government to create an AI inventory report is retrospective-facing and thus should create little or no friction in prospective government acquisitions. Moreover, risk assessments are already undertaken for IT systems in the normal course of procurement planning. The recommendation here would simply formalize and standardize that practice to address the special risks associated with AI systems. For example, risks relating to bias, model explainability, and data integrity are not the types of risks normally accounted for in technology acquisitions but can make or break the success of AI projects.

A second objection—and a major one—is that raising the bar on vendor responsibility and contractual award will discourage or disqualify innovative vendors from working with the government. Although the industry is generally wary of more procurement regulations, the prescriptions advanced here seize upon areas of shared interest. For the government and industry alike, AI innovation is a complex ambition that scopes well beyond technological capability. Innovation also entails the responsible development and deployment of AI tools. Currently, every major technology company has teams of high-skilled workers and mounds of investment capital dedicated to ethical AI. And the government, for its part, is pouring huge amounts of tax dollars into related research and development.

Despite motivational differences, public and private interests around trustworthy AI merge in the acquisition gateway. That shared reality is a foundation for principled and pragmatic regulatory compromise, which this report aims to advance. Indeed, the

126 See, e.g., Katherine M. John, Information Technology Procurement in the United States and Canada: Reflecting on the Past With an Eye Toward the Future, 48 PROCUREMENT LAWYER 4, 5 (2013) (“If procurement regimes overemphasize transparency and competition—or otherwise take too long—then end users might end up saddled with technology that is outdated by the time it reaches them.”).

127 Cf. L. Elaine Halchin, Other Transaction Authority, Cong. Res. Serv., RL34760 (Jul. 15, 2011) (“The Government is finding that not only can it not acquire many of the technologies it needs, but also many corporations will not even accept government dollars to help develop new technologies.”).
government’s demand for ethically designed AI systems may attract innovative talent
to the government market, given that many technology companies—big and small—
have expressed serious concerns about the government’s ethical use of this technology
(especially as relates to law enforcement and warfighting).128

Public and private interests around trustworthy AI
merge in the acquisition gateway.

It remains to be seen whether the government can swing these market dynamics more
in its favor. But it is easy to see how these dynamics can become measurably worse.
Without intervention, the government will only grow more dependent on private
industry to provide the tools of algorithmic government. In a world where industry is
more responsible and ethical than the government, perhaps that is a good thing. In the
meantime, however, the widely shared hope is that the government and industry will be
partners in the journey ahead. Suffusing the procurement process with ethical AI is not
the only path. But it’s the one America should insist upon.

Without intervention, the government will only
grow more dependent on private industry to provide
the tools of algorithmic government.

Coming from the opposite direction, policymakers and stakeholders may think the
recommendations in this report do not go far enough. Emphatically, I agree. In due
course, more can and should be done to meet the significant challenges of algorithmic
governance. Crafting concrete regulatory mechanisms that meaningfully fulfill
the government’s legal and moral obligations is an all-hands-on-deck effort. The

128 See, e.g., Arvind Krishna, IBM CEO’s Letter to Congress on Racial Justice Reform, IBM (June 8, 2020) (announcing that IBM “will
not condone uses of any technology . . . for mass surveillance, racial profiling, violations of basic human rights and freedoms,
or any purpose which is not consistent with our values and Principles of Trust and Transparency.”); https://www.ibm.com/blogs/
policy/facial-recognition-sunset-racial-justice-reforms/; Brad Smith, Facial Recognition: It’s Time for Action, Microsoft on the
Issues: The Official Microsoft Blog (Dec. 6, 2018) (“[W]e don’t believe that the world will be best served by a commercial race to
the bottom, with tech companies forced to choose between social responsibility and market success.”); https://blogs.microsoft.
com/on-the-issues/2018/12/06/facial-recognition-its-time-for-action/; We Are Implementing a One-Year Moratorium on Police
Use of Recognition, Day One: The Amazon Blog (June 10, 2020), https://blog.aboutamazon.com/policy/we-are-implementing-
a-one-year-moratorium-on-police-use-of-rekognition (taking their product off the market for a year to give lawmakers time to
“put in place stronger regulations to govern the ethical use of facial recognition technology”); Rosalie Chan, Google Drops Out
of Contention for a $10 Billion Defense Contract Because It Could Conflict with Its Corporate Values, BUSINESS INSIDER (Oct.
recommendations offered here are part of that larger project. And, constructively, nothing suggested here would preclude additional regulatory interventions—whether in procurement law, administrative law, privacy law, or in domain-specific contexts.

Regarding procurement law, in particular, federal lawmakers should consider whether special acquisition pathways for AI are necessary and appropriate. Given the complexity of the AI development process, it may be impossible or ill-advised for the agency to specify AI performance metrics at the time of contracting. Moreover, many if not most of the important design choices may happen after an award is made. These characteristics of AI development make traditional “waterfall” acquisition pathways quite unsuitable, and risky, because agencies may get locked into contracts for dead-end solutions with no easy exit ramp.129

To meet these challenges, the Government Accountability Office (GAO) recently issued a best-practices guide touting the use of “agile” development pathways for federal software acquisition.130 The Office of Management and Budget and General Services Administration have likewise championed the use of agile acquisition frameworks.131 Unlike the front-loaded waterfall approach, agile methods are characterized by incremental and iterative processes in which software is produced in close collaboration with the acquiring agency. When properly planned and managed, agile boasts of improved investment manageability, lowers the risk of project failure, shortens the time to realize value, and allows agencies to better adapt to changing needs. Information obtained during these frequent iterations allow developers to respond quickly to feedback from agency customers, thus potentially reducing sociotechnical, legal, and programmatic risk.

Arguably, FAR contains enough flexibility to accommodate agile acquisition pathways. For example, pursuant to FAR, agencies may use modular contracting vehicles for “delivery, implementation, and testing of workable systems or solutions in discrete increments, each of which comprises a system or solution that is not dependent on any subsequent increment in order to perform its principal functions.”132 Moreover,

---

129 In a typical waterfall acquisition, the technical and design requirements are fixed at the time of contracting.
132 48 CFR § 39.103.
modular contracts “provide an opportunity for subsequent increments to take advantage of any evolution in technology or needs that occur during implementation and use of the earlier increments,” and can “reduce risk of potential adverse consequences on the overall project by isolating and avoiding custom-designed components of the system.”\textsuperscript{133}

Agile acquisition pathways, however, are no panacea for AI systems. These approaches require skill sets, resources, and institutional buy-in that many agencies are currently without. Indeed, GAO’s best-practices guide chronicles an array of challenges that agencies have experienced using agile processes. For example, “teams reported difficulty collaborating closely or transitioning to self-directed work due to constraints in organization commitment and collaboration.” Moreover, “some organizations reported that they did not have trust in iterative solutions and that teams had difficulty managing iterative requirements.”\textsuperscript{134}

AI acquisitions would give rise to all the same challenges—and more—given the complexities, decisions, and ongoing monitoring that these systems require. Still, there is reason to hope the federal government will gain the experience and resources to responsibly manage the acquisition of ethically designed AI systems, through modular contracting or otherwise.

\textsuperscript{133} Id.

VI. Conclusion

It is encouraging that the United States has committed to “AI principles” and the protection of “civil liberties, privacy, and American values . . . in order to fully realize the potential of AI technologies for the American people.”\textsuperscript{135} But proselytizing is not actualizing.\textsuperscript{136} If federal policymakers are truly committed to ethical algorithmic governance, then the acquisition gateway is a prime place to start. This report has shined critical light on the need for procurement reform and has offered a set of recommendations that future work can build upon.


\textsuperscript{136} Cf. NIST, Second Quarter Report, supra note 12, at 123 (acknowledging that “[t]here is often a gap between articulating high-level goals around responsible AI and operationalizing them”).