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Preface

This document provides a structured bibliography of essential scientific literature for human-supervised automatic approaches to forensic speaker recognition. The bibliography complies with criteria for foundational scientific literature published by the US National Commission on Forensic Science. The scope of the document is restricted to forensic speaker recognition conducted for the purpose of presenting testimony in court, as opposed to conducted for purely investigative purposes.
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1. Introduction

1.1. Scope

This document provides a bibliography of some of the essential scientific literature related to human-supervised automatic approaches to forensic speaker recognition. The scope is restricted to forensic speaker recognition conducted for the purpose of presenting testimony in court. Investigative applications are out of scope.

1.2. Automatic speaker recognition technology

Automatic speaker recognition technology is rapidly developing. Since around 2000, approaches have evolved from “Gaussian mixture model - universal background model” (GMM-UBM), to “Gaussian supervectors - support vector machines” (GSV-SVM), to “joint factor analysis” (JFA), to “i-vectors” used in conjunction with “probabilistic linear discriminant analysis” (PLDA). Current state of the art is based on “x-vectors” (also called “embeddings”) derived from “deep neural networks” (DNNs).

The National Institute of Standards and Technology’s Speaker Recognition Evaluations (NIST SRE), held every few years since 1996, have provided regular opportunities for blind testing of technological advances (Greenberg et al., 2020). Newer approaches have empirically demonstrated better performance.

Automatic speaker recognition has multiple applications, only one of which is forensic speaker recognition.

1.3. Forensic speaker recognition

Forensic speaker recognition is the process of comparing the properties of a recording of a speaker of questioned identity with the properties of one or more recordings of a speaker of known identity in preparation for testifying to a court of law deciding whether the recordings are of the same speaker or not. Sometimes there is no known-speaker recording and the task is to compare multiple questioned-speaker recordings.

Forensic speaker recognition may also be conducted to assist with law enforcement agency investigations. Functional requirements for investigative applications can differ substantially from those for evidential applications and are not addressed here. This document solely applies to evidential applications.

1.3.1. Human-supervised automatic approaches

There are multiple approaches to forensic speaker recognition, including “auditory”, “spectrographic”, “acoustic phonetic”, and “human-supervised automatic”, as well as combinations of these. This document focuses on human-supervised automatic approaches, which make quantitative measurements of acoustic properties of speech recordings and use those measurements as input to statistical models that provide probabilistic output related to same-
speaker versus different-speaker propositions. The measurements are made automatically, and
the statistical models run automatically, but human expertise is required to make key decisions.
These decisions include selecting appropriate recordings for training and testing forensic analysis
systems.

1.3.2. Transparency and reproducibility

Human-supervised automatic approaches to forensic speaker recognition have high degrees of
transparency and reproducibility. The analytical methods and procedures can be described in
detail, and in principle the software and data used to conduct an analysis can be shared. Although
some details of commercial systems may be trade secrets, descriptions of the general methods
they employ are accessible in the peer-reviewed literature.

1.3.3. Evaluation of evidence

The likelihood-ratio framework has been used in conjunction with the human-supervised
automatic approaches to forensic speaker recognition since around 2000 as a basis for evaluating
the strength of evidence. While other methods of forensic inference exist, this document focuses
on likelihood-ratio,¹ as a means of evaluating forensic evidence (e.g.: Aitken et al., 2011;
Morrison et al., 2017). The use of this evaluative framework is recommended by many
organizations, including:

- the American Statistical Association (Kafadar et al., 2019);²
- the Association of Forensic Science Providers of the UK and the
  Republic of Ireland (Association of Forensic Science Providers,
  2009);
- and the European Network of Forensic Science Institutes
  - for forensic science in general (Willis et al., 2015),
  - and for forensic speaker recognition in particular (Drygajlo
    et al., 2015).

1.3.4. Reduction of cognitive bias

Cognitive bias is a recognized concern³ in forensic science. The 2016 report by the President’s
Council of Advisors on Science and Technology (PCAST) repeatedly recommended the
replacement of subjective methods with more objective methods, such as procedures that can be
performed by automatic systems.⁴ It stated that:

¹ For simplicity, this document uses the term “likelihood ratio” throughout, but this is not intended to exclude Bayesian concepts and methods.
² “To evaluate the weight of any set of observations made on questioned and control samples, it is necessary to relate the probability of making
  these observations if the samples came from the same source to the probability of making these observations if the questioned sample came from
  another source in a relevant population of potential sources.” (Kafadar et al., 2019, p. 2)
³ See Dror (2020) for an overview of cognitive bias in decision making
⁴ For PCAST’s definitions of “subjective” and “objective”, see President’s Council of Advisors (2016, p. 5).
Objective methods are, in general, preferable to subjective methods. Analyses that depend on human judgment (rather than a quantitative measure of similarity) are obviously more susceptible to human error, bias, and performance variability across examiners. In contrast, objective, quantified methods tend to yield greater accuracy, repeatability and reliability, including reducing variation in results among examiners. Subjective methods can evolve into or be replaced by objective methods. (President’s Council of Advisors, 2016, pp. 46–47)

Although not perfectly objective, the automatic nature of human-supervised automatic approaches provides a degree of resistance to cognitive biases that may arise (intentionally or unintentionally) either from the practitioner’s knowledge of task-irrelevant information or from the practitioner’s expectations or preferences regarding the outcome of the analysis. For human-supervised automatic approaches, a practitioner will exercise subjective judgment in selecting representative data for training and testing in a particular case (i.e. the "human-supervised" portion of the process). After the initial choices are made, however, the practitioner will be unable to predict or further control how the selection will affect specific results of the forensic analysis system, as the system objectively extracts quantitative measurements of the acoustic properties of voice recordings and inputs them directly to statistical models. The practitioner does not control this portion of the process, and hence cannot influence the results.

For a particular case, practitioners must make subjective judgments on issues such as what the relevant population is; whether the data are sufficiently reflective of that relevant population; and whether the data used for training and testing the forensic analysis system are sufficiently reflective of the speaking and recording conditions. So long as the practitioner makes the critical subjective judgments without knowing how they will affect the output of the forensic analysis system, those judgments are less likely to be affected by any expectations or preferences the practitioner might hold regarding the outcome of the analysis. It is to be expected that:

1. when the system is applied to the questioned- and known-speaker recordings in the case, the system’s output will be a reasonable answer to the question posed by the propositions adopted for the case; and
2. the validation results will be reasonably informative as to the expected performance of the system when it is applied in the case.

1.3.5. Validation

The automatic nature of human-supervised automatic approaches facilitates validation in that it makes it easy to compare large numbers of test recordings. Nevertheless, the need for empirical validation under casework conditions has been emphasized by a number of organizations:

- National Research Council of the US National Academy of Sciences (National Research Council, 2009);
- US President’s Council of Advisors on Science and Technology (President’s Council of Advisors, 2016);
European Network of Forensic Science Institutes (Drygajlo et al., 2015);

For a review of this topic, see Morrison (2014).

1.4. Criteria for foundational scientific literature

The U.S. National Commission on Forensic Science (2015b, pp. 1-2) stated that “each forensic discipline must have an underlying foundation that is the result of a rigorous vetting process and that is ultimately captured in the peer-reviewed scientific literature”, and that “To strengthen confidence in results obtained in forensic examinations, each forensic discipline must identify resources that are scientifically credible, valid and with a clear scientific foundation”. “The term ‘foundation’ was used ... to emphasize that each forensic discipline must have a scientifically robust and validated basis to its methods, its technologies, and its process of interpreting data”.

The National Commission on Forensic Science (NCFS) proposed a number of criteria for “foundational scientific literature supportive of forensic practice”. Those criteria included:

- That the literature be:
  - peer-reviewed original research;
  - peer-reviewed substantive reviews of the original research;
  - or reports of consensus-development conferences.

- That the literature be published in books authored by recognized experts, or published in journals which:
  - employ rigorous peer review by independent reviewers to assess consistency with the norms of scientific practice;
  - encourage ethical conduct in research and publication practices;
  - have recognized experts on their editorial boards;
  - are indexed in databases of scientific literature that are available through academic libraries.

In the field of automatic speaker recognition, peer-reviewed conference-proceedings papers can be highly influential. Such papers are therefore appropriately included in this bibliography of foundational scientific literature.

In addition to the NCFS criteria, decisions as to what to include in this document took into account the extent to which the literature was consistent with guiding principles that had already been adopted by the Organization of Scientific Area Committees - Speaker Recognition Subcommittee (OSAC SR). A statement of those guiding principles is provided in the Appendix (Sec. 3).
2. Bibliography of foundational scientific literature

The bibliography of foundational scientific literature is divided into two sections: “Automatic speaker recognition technology” (Sec. 2.1), and “Forensic speaker recognition” (Sec. 2.2). Each of these sections is divided into thematic subsections. Within each subsection, references are listed according to the year of publication. References published in the same year are listed in alphabetical order.

2.1. Automatic-speaker-recognition technology (ASR)

Listed below are references to publications that describe automatic-speaker-recognition technology that has been or currently is used in forensic applications. For the most part, however, these publications are not specific to forensic application.

2.1.1. Reviews

The following resources provide an overview of the field and place the remaining literature in context.


2.1.2. ASR Factors

There are a number of factors that must be taken into account when considering specific ASR systems, including data selection, acoustic features, calibration, and validation.
2.1.2.1. Data selection


2.1.2.2. Acoustic features


2.1.2.3. Normalization, calibration, and fusion


2.1.2.4. **Validation procedures, metrics, and graphics**


2.1.3. **ASR algorithms**

ASR algorithms have evolved over the years. The papers listed below provide a better understanding of each algorithm. Practitioners should be aware of the technologies encompassed in their ASR systems, and the relative strengths and weaknesses therein.

2.1.3.1. **Gaussian mixture model - universal background model (GMM-UBM)**


2.1.3.2. **Gaussian supervectors - support vector machine (GSV-SVM)**


2.1.3.3. **Joint factor analysis (JFA)**

2.1.3.4. \textit{i-vectors}


2.1.3.5. \textit{Probabilistic linear discriminant analysis (PLDA)}


2.1.3.6. \textit{x-vectors}

2.2. **Forensic speaker recognition**

Listed below are references to publications dealing specifically with forensic speaker recognition. Sec. 2.2.1 lists reviews that provide an overview of the field and place the remaining literature in context. Sec. 2.2.2 lists seminal publications that introduced the use of the likelihood-ratio framework to the field. Secs. 2.2.3, 2.2.4, and 2.2.5 list publications dealing with the key topics of data selection, calibration, and validation in the context of the likelihood-ratio framework. Sec. 2.2.6 lists publications that include reports of empirical validation conducted under conditions reflecting forensic casework conditions. They include several papers from a journal special issue in which different forensic-speaker-recognition systems were all tested on the same data. Conditions vary from case to case, hence additional validation will often be necessary prior to using a particular forensic-speaker-recognition system in a particular case.

### 2.2.1. Reviews


### 2.2.2. Likelihood-ratio framework

A likelihood ratio expresses the probability of the observations if one proposition were true versus the probability of the observations if an alternative proposition were true. The propositions must be mutually exclusive. In human-supervised automatic approaches, the observations are quantitative measurements of the acoustic properties of recordings of speakers’ voices, and the propositions are some version of the following:
The voices of interest on each of two or more audio recordings were produced by the same speaker.

versus

The voices of interest on each of two or more audio recordings were produced by different speakers, each from the same population.

The following papers provide additional information on the application of the likelihood ratio framework to forensic speaker recognition:


### 2.2.3. Data selection


### 2.2.4. Calibration and fusion


### 2.2.5. Validation procedures, metrics, and graphics


### 2.2.6. Validation studies


3. **Appendix: Statement of guiding principles**

OSAC SR has adopted the following as guiding principles in the development of standards and other documents related to forensic speaker recognition conducted for the purpose of presenting testimony in court.

### 3.1. Transparency and reproducibility

The forensic practitioner must clearly describe the materials analyzed, and the observations made on those materials. The forensic practitioner must clearly describe each of the propositions that they set out to evaluate. The procedures, methods, and data used in the forensic analysis must be described in sufficient detail that another suitably qualified forensic practitioner could reproduce the process.

### 3.2. Framework for evaluation of evidence

The forensic practitioner should assess the relative probabilities of the observations given two competing propositions. These propositions must be mutually exclusive.

### 3.3. Reduction of cognitive bias

Appropriate procedures should be adopted to reduce the potential for cognitive bias, including procedures to prevent the forensic practitioner from being unnecessarily exposed to task-irrelevant information.

### 3.4. Validation

The system used to conduct the forensic analysis must be empirically tested using sufficient ground-truth data reasonably representative of the conditions of the case. To the extent possible, validation data must replicate real life case conditions. The system as a whole must be tested, not just its component parts. The system includes all methods and procedures implemented by the forensic practitioner.

Details of validation protocols, validation data, and validation results must be made available to all parties in the case.

4. **Publications cited in the Introduction (Sec. 1)**


