An apparatus and method for dynamically controlling spectrum access includes: collecting occupancy data; applying nonparametric estimation to the occupancy data; determining a cumulative hazard function; receiving a service request to occupy the wireless communication channel from a secondary user; accepting the service request from the secondary user if the wireless communication channel is unoccupied by the primary user; calculating a maximum duration for which the secondary user may occupy the wireless communication channel; determining a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user; granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and denying access to the secondary user for occupation of the wireless communication channel.
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BRIEF DESCRIPTION

Disclosed is a process for dynamically controlling spectrum access, the process comprising: collecting occupancy data of a primary user of a wireless communication channel; applying a nonparametric estimation to the occupancy data; determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation; receiving a service request to occupy the wireless communication channel from a secondary user; calculating a maximum duration for which the secondary user may occupy the wireless communication channel; determining a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user; granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and denying access to the secondary user for occupation of the wireless communication channel if the probability is less than the selected probability threshold to dynamically control spectrum access.

Also disclosed is a computer-readable medium having instructions stored thereon, which, when executed by a processor, cause the processor to perform operations comprising: collecting occupancy data of a primary user of a wireless communication channel; applying a nonparametric estimation to the occupancy data; determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation; receiving a service request to occupy the wireless communication channel from a secondary user; calculating a maximum duration for which the secondary user may occupy the wireless communication channel; determining a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user; granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and denying access to the secondary user for occupation of the wireless communication channel if the probability is less than the selected probability threshold to dynamically control spectrum access.

BRIEF DESCRIPTION OF THE DRAWINGS

The following descriptions should not be considered limiting in any way. With reference to the accompanying drawings, like elements are numbered alike.

FIG. 1 shows system for dynamically controlling spectrum access;
FIG. 2 shows system for dynamically controlling spectrum access;
FIG. 3 shows system for dynamically controlling spectrum access;
FIG. 4 shows a graph of access versus time for dynamically controlling spectrum access;
FIG. 5 shows a request for access by a secondary user;
FIG. 6 shows a graph of white space use versus average request inter-arrival time;
FIG. 7 shows a graph of probability of interference versus average request inter-arrival time;
FIG. 8 shows a graph of a graph of white space use versus average request inter-arrival time;
FIG. 9 shows a graph of probability of interference versus average request inter-arrival time;
FIG. 10 shows a graph of cumulative hazard function versus idle period; and
FIG. 11 shows a graph of cumulative hazard function versus idle period.

DETAILED DESCRIPTION

A detailed description of one or more embodiments is presented herein by way of exemplification and not limitation.
Advantageously and unexpectedly, it has been discovered that a method based on survival analysis involves dynamically controlling spectrum access to a secondary user (SU) during a time when a wireless communication channel is idle, i.e., when the wireless communication channel is unoccupied by a primary user (PU). The method does not assume any particular PU occupancy distribution (e.g., exponential) nor does it require that PU occupancy data be fitted to a known distribution. The method can include a non-parametric estimate of the cumulative hazard function to compute a duration of an SU transmission such that an interference caused to the PU is below a given threshold.

Moreover, survival times and channel idle times are involved in the method. Survival analysis is analysis of failure of physical components that can include, e.g., death of biological units, response times, and the like. Opportunistic access to the spectrum carried by the wireless communication channel and accessed by the SU is analyzed by survival analysis. Further, the method provides a hypothesis test: given that the spectrum has been idle for duration $t$, will the probability that the spectrum be idle for the next duration $d$ be greater than a predefined probability $p$? That is, will an idle period survive long enough for the secondary user to transmit successfully? The cumulative hazard function from survival analysis then tests the hypothesis, and the method generates a result for dynamically controlling spectrum access. Beneficially, the method includes non-parametric estimation to compute the hazard function.

In an embodiment, with reference to FIG. 1, apparatus 100 dynamically controls spectrum access and includes dynamic controller 116 in communication with wireless communication channel 114. Dynamic controller 116 sends channel status request 124 to wireless communication channel 114 and receives channel status response 126 from wireless communication channel 114. Here, primary user 112 is in communication with wireless communication channel 114 such that primary user 112 receives channel status 130 from wireless communication channel 114 and sends primary user data 128 to wireless communication channel 114. In this manner, primary user 112 occupies wireless communication channel 114 with primary user data 128. Further, secondary user 110 is in communication with wireless communication channel 114. Accordingly, dynamic controller 116 may allow access of wireless communication channel 114 to secondary user 110. When wireless communication channel 114 is unoccupied by primary user 112 (i.e., access level=0), dynamic controller 116 may allow access of wireless communication channel 114 to secondary user 110.

In an embodiment, with reference to FIG. 2, apparatus 100 dynamically controls spectrum access and includes dynamic controller 116 in communication with wireless communication channel 114. Dynamic controller 116 sends channel status request 124 to wireless communication channel 114 and receives channel status response 126 from wireless communication channel 114. Here, primary user 112 is in communication with wireless communication channel 114 such that primary user 112 receives channel status 130 from wireless communication channel 114 and sends primary user data 128 to wireless communication channel 114. In this manner, primary user 112 occupies wireless communication channel 114 with primary user data 128. Further, secondary user 110 is in communication with wireless communication channel 114. Wherein secondary user 110 sends service request 120 to wireless communication channel 114 and receives service response 122 from wireless communication channel 114, wherein access to wireless communication channel 114 by secondary user 110 is dynamically controlled by dynamic controller 116 based on a probability of future occupation of wireless communication channel 114 by primary user 112.

In an embodiment, with reference to FIG. 3, apparatus 100 dynamically controls spectrum access and includes dynamic controller 116 in communication with wireless communication channel 114 and secondary user 110. Dynamic controller 116 receives channel status 126 from wireless communication channel 114 and service request 140 from secondary user 110. Wherein secondary user 110 sends secondary user data 120 to wireless communication channel 114, receives service response 142 from dynamic controller 116, and receives channel status 122 from wireless communication channel 114. Moreover, primary user 112 is in communication with wireless communication channel 114 such that primary user 112 receives channel status 130 from wireless communication channel 114 and sends primary user data 128 to wireless communication channel 114. In this manner, primary user 112 occupies wireless communication channel 114 with primary user data 128, and secondary user 110 obtains access to wireless communication channel 114 according to provision of occupancy by dynamic controller 116. When wireless communication channel 114 is unoccupied by primary user 112 (i.e., access level=0), dynamic controller 116 may allow access of wireless communication channel 114 to secondary user 110.

Dynamic controller 116 dynamically controls access to wireless communication channel 114 and can include various components. Exemplary components of dynamic controller 116 can include a special-purpose processor, such as a digital signal processor (DSP), a general-purpose processor, software, firmware, an application-specific integrated circuit (ASIC) or a combination thereof. In an embodiment, dynamic controller 116 includes a long-term evolution (LTE) base station, a spectrum access server (SAS), or a WiFi access point (AP).

Wireless communication channel 114 is a wireless medium for communication using Radio Frequency (RF) signals and can be part of a wireless service offered by a wireless network operator (WNO) or provided by the wireless network interface hardware in the device. Exemplary components of wireless communication channel 114 can include range of frequency, modulation and encoding schemes, time, space, frequency and code division multiplexing, propagation characteristics, or a combination thereof. In an embodiment, wireless communication channel 114 includes frequency division duplex (FDD) or time division duplex (TDD) uplink and downlink channels of LTE, WIFI, BLUETOOTH, and ZIGBEE channels.

Primary user 112 is the wireless device or system that has the highest priority access to the wireless communications channel 114 and can be a single user or provided by a group or class of users in the aggregate or a system that aggregates a group of users. Exemplary components of primary user 112 can include a user equipment (UE) handset or tablet, a set of networked computing and communication hardware, a system for coordinating multiple users with priority privileges enforced by means of policy or technology, or a
combination thereof. In an embodiment, primary user 112 includes a mobile phone, an LTE base station or a WiFi access point.

Secondary user 110 is the wireless device or system that has the lower priority relative to primary user which opportunistically accesses the wireless communications channel 114 when wireless communications channel 114 is not occupied by the primary and can be part of a secondary network or provided by a secondary operator. Exemplary components of secondary user 110 can include a user equipment hardware, a set of networked computing and communication hardware, firmware running the opportunistic spectrum access method, or a combination thereof. In an embodiment, secondary user 110 includes a smart utility meter reader system, a climate control sensor, a temperature reader sensor, handheld devices (e.g., smart phone, tablet) subscribed to Low Quality of Service (QoS) LTE service, or a secondary base station.

In an embodiment, a process for dynamically controlling spectrum access includes: collecting occupancy data of primary user 112 of wireless communication channel 114; applying a nonparametric estimation to the occupancy data; determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation; receiving service request 120 to occupy the wireless communication channel 114 from secondary user 110; calculating a maximum duration for which secondary user 110 may occupy wireless communication channel 114; determining a probability that a remaining idle time of primary user 112 is greater than an occupation time of wireless communication channel 114 of secondary user 110; granting access to Secondary user 110 for occupation of wireless communication channel 114 if the probability is greater than a selected probability threshold; and denying access to secondary user 110 for occupation of wireless communication channel 114 if the probability is less than the selected probability threshold to dynamically control spectrum access.

In the process, collecting occupancy data of primary user 112 of wireless communication channel 114 includes detecting the presence of primary user signal. Applying a nonparametric estimation to the occupancy data includes collecting idle time durations and keeping a record of how many times each duration occurs, e.g., keeping a histogram of the primary user idle time durations.

Determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation includes calculating the estimate of the cumulative hazard function of primary user idle time duration from the collected history of idle time durations.

Receiving service request 120 to occupy the wireless communication channel 114 from secondary user 110 includes using a requested duration or a maximum duration and requested probability of successful transmission.

The process also can include accepting the service request from secondary user 110 if wireless communication channel 114 is unoccupied by primary user 112 by directly or indirectly detecting that the channel is free of primary user signal.

Calculating a maximum duration for which secondary user 110 may occupy wireless communication channel 114 includes evaluating the cumulative hazard function at various points to find the maximum SU transmit duration.

Determining a probability that a remaining idle time of primary user 112 is greater than an occupation time of wireless communication channel 114 of secondary user 110 includes evaluating the difference in value of the cumulative hazard function at the time of the request and at the time of completion of secondary user 100 transmission.

Granting access to Secondary user 110 for occupation of wireless communication channel 114 if the probability is greater than a selected probability threshold includes signaling secondary user 110 either explicitly or implicitly that it may transmit.

Denying access to secondary user 110 for occupation of wireless communication channel 114 if the probability is less than the selected probability threshold includes signaling secondary user 110 either explicitly or implicitly that it may not transmit.

The process further can include rejecting the service request from secondary user 110 if wireless communication channel 114 is occupied by primary user 112 by signaling secondary user 110 either explicitly or implicitly that it may not transmit.

Also disclosed is a computer-implemented method that includes: collecting occupancy data of primary user 112 of wireless communication channel 114; applying a nonparametric estimation to the occupancy data; determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation; receiving service request 120 to occupy the wireless communication channel 114 from secondary user 110; calculating a maximum duration for which secondary user 110 may occupy wireless communication channel 114; determining a probability that a remaining idle time of primary user 112 is greater than an occupation time of wireless communication channel 114 of secondary user 110; granting access to Secondary user 110 for occupation of wireless communication channel 114 if the probability is greater than a selected probability threshold; and denying access to secondary user 110 for occupation of wireless communication channel 114 if the probability is less than the selected probability threshold to dynamically control spectrum access.

Further disclosed is a system including one or more computers configured to perform operations, the operations including: collecting occupancy data of primary user 112 of wireless communication channel 114; applying a nonparametric estimation to the occupancy data; determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation; receiving service request 120 to occupy the wireless communication channel 114 from secondary user 110; calculating a maximum duration for which secondary user 110 may occupy wireless communication channel 114; determining a probability that a remaining idle time of primary user 112 is greater than an occupation time of wireless communication channel 114 of secondary user 110; granting access to Secondary user 110 for occupation of wireless communication channel 114 if the probability is greater than a selected probability threshold; and denying access to secondary user 110 for occupation of wireless communication channel 114 if the probability is less than the selected probability threshold to dynamically control spectrum access.

Also disclosed is a computer-readable medium having instructions stored thereon, which, when executed by a processor, cause the processor to perform operations including: collecting occupancy data of primary user 112 of wireless communication channel 114; applying a nonparametric estimation to the occupancy data; determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation; receiving service request 120 to occupy the wireless communication channel 114 from secondary user 110; calculating a maximum duration for which secondary user 110 may occupy wireless communi-
cation channel 114; determining a probability that a remaining idle time of primary user 112 is greater than an occupation time of wireless communication channel 114 of secondary user 110; granting access to Secondary user 110 for occupation of wireless communication channel 114 if the probability is greater than a selected probability threshold; and denying access to secondary user 110 for occupation of wireless communication channel 114 if the probability is less than the selected probability threshold to dynamically control spectrum access.

Apparatus 100 and processes herein have numerous advantageous and beneficial properties that include increased spectrum utilization, no assumptions about the distribution of primary user idle time durations, low memory requirements and low computational complexity, fast training through the estimation of the cumulative hazard function, an easily interpreted performance-tuning parameter that is itself a system performance parameter, namely the probability of successful transmission (and by extension the probability of interference) and decoupling of the training and process from the run-time performance tuning and; because of the bound on the probability of interference guarantee to the primary user, decreased concern on the part of service providers about sharing the band.

The articles and processes herein are illustrated further by the following Example, which is non-limiting.

**EXAMPLE**

Exploiting LTE White Space by Dynamically Controlling Spectrum Access based on Survival Analysis.

Processes for dynamic spectrum access (DSA) described here are based on survival analysis and include a non-parametric estimate of the cumulative hazard function to predict the remaining idle time available for secondary transmission subject to the constraint of a preset probability of successful completion. The processes are effective at fine time scales, and their performance is analyzed with data collected from an LTE band for primary user activity. The processes were run in different configurations and were trained and run on a few combinations of data sets. Results show that cumulative hazard functions are similar across datasets, and the process included training on one day’s dataset and running on another day’s data in an absence of degradation of performance. The processes provide white space utilization and a measured probability of interference that is less than a selected threshold.

DSA mitigates spectrum scarcity, and a primary user (PU) has priority access to a given band. A secondary user (SU) can transmit during unoccupied (idle) periods opportunistically but must vacate when the PU needs the band again. To make efficient use of the spectrum in a DSA environment, an accurate and useful model of spectrum occupancy is needed.

Spectrum occupancy refers to whether a channel or band is occupied. The term channel denotes a smallest allocable range of frequencies within a communications technology, e.g., 180 kHz for LTE. A band includes multiple channels and represents a single service, e.g., there are 50 channels in a 10 MHz LTE uplink band. We model the occupancy of a given channel as a two-state (binary) random process:

\[ X(t)=1 \text{ if } P_x(t)>P_{th} \text{ and 0 otherwise,} \]

where \( P_x(t) \) is the signal power observed at the receiver at time \( t \) and \( P_{th} \) is a threshold value. \( X(t)=1 \) represents the occupied state and \( X(t)=0 \) represents the unoccupied state.

Predicting spectrum occupancy provides allocating spectrum to secondary users. Here, we developed a prediction scheme that is robust, flexible and useful even for very fine time scales. We assume centrally coordinated scheduling for the SUs. The scheduler knows when the primary user is no longer active, and when an SU requests a transmission opportunity, the scheduler grants or denies the SU request. Our scheme is not limited to a centralized scheduling architecture, however. It can be used in a carrier sense multiple access (CSMA) system as well. In such a system, the SUs would sense the channel and use our processes to predict residual idle time before transmitting as a form of collision avoidance. Analysis and application of prediction schemes presented in this paper to a CSMA based system is beyond the scope of this study.

Most of the stochastic based schemes assume a certain distribution (e.g., exponential) of spectrum occupancy data or require that a distribution be fitted to a set of observed data. The processes here do not include this requirement. It uses a non-parametric estimate of the cumulative hazard function from historical data to grant dynamic access to the SUs.

Finally, the processes were run with actual spectrum occupancy data and were suitable for implementation on practical systems. We show the effectiveness of our DSA processes over LTE Band 17, which is centered at 709 MHz with a 10 MHz bandwidth in the uplink.

The process can be used in the Spectrum Sharing architecture in the 3.5 GHz band. In this architecture, there will be three tiers of users in the band. First tier users have the highest priority, but they use the band infrequently. The tier two users, called Priority Access Layer (PAL) users, will likely be LTE carriers and have medium priority. When tier 1 and tier 2 users are not present in the band, it can be used by tier 3 users called General Authorized Access (GAA) users. It is conceivable that a PAL user can sell its white spaces (idle times) to users who can make use of transmission opportunities of the order of hundreds of milliseconds as long as the interference to PAL users remains below an agreed threshold. These opportunistic users can implement our scheme to exploit PAL white spaces.

The processes concern how long the channel has been unoccupied by the PU and how much longer the channel will remain unoccupied. Specifically, given that the channel has been unoccupied by the PU for duration \( \tau \) and a request from an SU arrives to transmit for a duration \( \tau \), what is the probability that the SU will be able to complete the transmission before the PU appears on the channel? FIG. 5 shows a relationship between the PU and SU.

Survival analysis is used to analyze statistical properties of the duration of time until an event, such as failure in a mechanical system, occurs. Our prediction problem can be solved by using survival analysis as presented below. Let \( T_1, T_2, \ldots \) represent the successive idle and busy periods of the spectrum. Thus, \( T_i \), and \( S_i \), represent the \( i \)th idle and busy periods respectively. The \( T_i \)'s can be thought of as survival times. That is, an idle period survives only until the channel becomes busy again. Let random variable \( T \) represent an arbitrary survival time and \( 0<\alpha<1 \) an adjustable parameter.

Assuming the \( T_i \) are independent and identically distributed as \( T \), our prediction problem can be represented by the hypothesis testing problem given by

\[ H_0: P(T>|t|<\alpha) \text{ versus } H_1: P(T>|t|<\alpha) \]

\( H_0 \) holds if the idle period, having lasted \( t \) units of time, lasts \( \tau \) more units of time with probability greater than \( p \).
Note that \( p \) represents the probability of successful transmission for duration \( \tau \), given that the channel has been idle for duration \( t \).

The basic functions of survival analysis are the survival function and the hazard function. The survival function at time \( t \) is the probability of surviving at least \( t \) units of time and is given by

\[
S(t) = P(T > t) = 1 - P(T \leq t)
\]

where \( f(t) \) and \( F(t) \) are the probability density function and cumulative distribution function of \( T \), respectively. The hazard function is the probability of instantaneous failure at time \( t \) given survival up to time \( t \) and indicates the risk of failure at time \( t \). The hazard function is given by

\[
h(t) = \lim_{\delta \to 0} \frac{P[T \leq t + \delta | T \geq t]}{\delta}
\]

Using \( f(t) \) and \( F(t) \), we have

\[
h(t) = \frac{f(t)}{S(t)}
\]

From (3), it is clear that the derivative of \( S(t) \) is \( -f(t) \). Hence, (4) can be rewritten as

\[
h(t) = -\frac{d}{dt} \log S(t)
\]

Now integrating both sides of (5) from 0 to \( t \), noting that \( S(0) = 1 \) and finally taking the exponential on both the sides, we have

\[
S(t) = \exp \left( \int_0^t h(s) \, ds \right)
\]

The function important to us is the cumulative hazard function, defined by

\[
H(t) = \int_0^t h(s) \, ds
\]

Using (6) we have

\[
P(T \geq t + \tau | T \geq t) = \frac{P(T \geq t + \tau)}{P(T \geq t)} = \exp \left( -\int_0^\tau h(s) \, ds \right)
\]

\[
= \exp \left( -[H(t + \tau) - H(t)] \right)
\]

Thus, using (7) the hypotheses in (2) can be expressed as

\[
H_{0}: \exp \left( -(H(t+\tau) - H(t)) \right) \leq \exp \left( -(H(t) - H(0)) \right)
\]

Having observed a large sample \( T_1, T_2, \ldots, T_n \) of \( n \) survival times, a non-parametric estimate of the survival function can be computed using the empirical distribution function, \( F_n(t) \) of the data \( T_i, i = 1, \ldots, n \), as shown below.

\[
S_n(t) = 1 - F_n(t) = 1 - \frac{1}{n} \sum_{i=1}^n I_{T_i > t}
\]

where \( I_A \) is the indicator function for event \( A \).

Let \( T_{(1)} \leq T_{(2)} \leq \ldots \leq T_{(n)} \) be the ordered \( T_i, i = 1, \ldots, n \). Then the survival function at any \( T_{(i)} \) can be computed using (9) as follows.

\[
S_n(T_{(i)}) = 1 - \frac{1}{i} \sum_{j=1}^i I_{T_{(j)} > T_{(i)}}
\]

\[
= 1 - \frac{i - 1}{n} \leq \frac{n - i + 1}{n}
\]

In the above derivation, we used the fact that exactly \( i-1 \) values of \( T_i \) are strictly less than \( T_{(i)} \). Each \( T_{(i)}, i \leq n \), has an estimated probability of occurrence of

\[
\frac{1}{n}
\]

Hence,

\[
\int_{0}^{T_{(i)}} S_n(t) = \frac{1}{n}
\]

Using (10) and (11) in (4) we have

\[
h_n(T_{(i)}) = \frac{1}{n - i + 1}
\]

for \( i = 1, 2, \ldots, n \), \( h_n(t) = 0 \) for all other \( t \). Using the definition of the cumulative hazard function, an estimate is given by

\[
H_n(t) = \sum_{i=1}^n \frac{1}{n - i + 1}
\]

Our test statistic is based on the difference of the cumulative hazard function at two different times. An estimate for the difference of the cumulative hazard function at two different times is given by

\[
H_n(t + \tau) - H_n(t) = \sum_{i=i}^{\infty} \frac{1}{n - i + 1}
\]

Note that this is a form of the well-known Nelson-Aalen estimator for the cumulative hazard function. We used a more general form of \( H_n(t) \) to account for duplicate values of \( T_{(i)} \), that is, multiple idle times of the same duration [20]. Therefore, after simple manipulation of \( H_n(t) \) in (8), our prediction processes are formulated in terms of an approximate test statistic,

\[
H_0: H_n(t+\tau) - H_n(t) = \text{(...)}
\]

Below are two formulations of the prediction process. The first is a request to transmit on a channel for duration \( \tau \). If the channel is occupied at the time of request, the request is denied. If the channel is not occupied, then the process grants the request if it determines that the probability of a
successful transmission (i.e., the probability of completing the transmission without colliding with the PU) is above a given threshold.

**PROCESS 1:**
Request channel for t seconds

- \( t \) - the transmit duration requested parameter
- \( H_0(t) \) - the estimated cumulative hazard function
- \( t_0 \) - the time elapsed since end of last transmission
- \( p \) - the probability of successful transmission

**output:**
- Grant or Deny
- if occupied then
  - return Deny
  - end if
  - \( \theta \leftarrow \text{lap} \)
  - \( W_\sigma \leftarrow H_0(t_0 + \tau) - H_0(t_0) \)
  - if \( W_\sigma < \theta \) then
    - return Grant
  - else
    - return Deny
  - end if

The second process returns the longest estimated duration available for transmission for a request made at a particular time. The time returned is the largest value for which the probability of successful transmission exceeds the given threshold.

**PROCESS 2:**
Request maximum channel availability

- \( H_0(t) \) - the estimated cumulative hazard function
- \( \{\tau_{[n]}\} \) - n ranked idle times used to compute \( H_0(t) \)
- \( t_0 \) - the time elapsed since end of last transmission
- \( p \) - the probability of successful transmission

**output:**
- \( \tau \) - the maximum transmit time available now
  - if occupied then
    - return 0
  - end if
  - \( \theta \leftarrow \text{lap} \)
  - Find largest \( \tau \) in \([0, T_{\text{max}}]\) such that \( H_0(t_0 + \tau) - H_0(t_0) < \theta \)
  - return \( \tau \)

To evaluate the processes, we used real LTE uplink spectrum occupancy data to represent our primary user occupancy. Secondary user requests for spectrum were simulated using a Poisson arrival model, i.e., the SU request-inter-arrival times were exponentially distributed.

Data was collected in Band 17, a 10 MHz uplink LTE band centered at 709 MHz. A small 10.76 cm rubber duck antenna was connected to an Ettus Universal Software Radio Peripheral (USRP) running USRP hardware driver (UHD) version 003.000.001 and GNU Radio version 3.7.9.1. The output is a 56-point power spectrum computed every 100 ms. Each power spectrum coefficient is an 8-bit signed integer representing a decibel (dB) value rounded to the nearest integer. Each coefficient corresponds to peak power in dB over a 180-kHz range. The middle 50 coefficients correspond to the 50 LTE channels. We applied a noise threshold power value to produce a binary occupancy sequence for each of the 50 channels. We looked at all the different power values collected and picked the 75th percentile value as the noise threshold. For the data collected, the threshold turned out to be -67 dB. The idle time distributions for day1 and day2 are presented in Table 1.

Data was collected for two continuous 48 hour periods. The first 48 hours ran from 2:00 PM UTC (9:00 AM local time) Monday, Feb 1, 2016 to 2:00 PM UTC on Wednesday, Feb. 3, 2016. The second dataset covers weekend hours, 2:00 PM UTC Saturday, Feb. 27, 2016 to 2:00 PM UTC Monday, Feb. 29, 2016. Each 48-hour data set is split into two parts, each containing 24 hours of data. Thus, the data captured from Monday 9 AM to Tuesday 9 AM is designated as day1 data, and the data captured from Tuesday 9 AM to Wednesday 9 AM is designated as day2. Similarly, the weekend data is termed as wknd1 and wknd2.

As stated above, an idle period of the spectrum occupancy is a set of one or more consecutive zeros. Each zero represents an idle period with a duration of one sampling interval (100 ms for our experiments). Thus, the \( T_i \) values (in terms of sampling interval) are represented as the number of consecutive zeros. Similarly, a busy period is a set of one or more consecutive ones. In our experiments, we have used the occupancy of LTE uplink channel number 5 as our PU traffic. After building the idle and busy periods, we compute the cumulative hazard function as per (13). We have set the probability of successful transmission (\( p \)) to 0.9. Thus, the interference threshold, which is equal to \((1-p)\), is set to 0.1. Note that the PU expects its measured probability of interference (PoI) to be less than this preset interference threshold.

We have evaluated the performance of process 1 and process 2 in different configurations as described below. The configurations are denoted as train_run, where train is the data used for training the process (i.e., the cumulative hazard function is built using this data) and run represents the data which is used to run the process. We have four data sets, each of 24 hours duration.

As an example, in configuration day1_day1, the processes are trained using day1 data, i.e., the cumulative hazard function is built using day1 data and then the process is also run on day1 data. Results from this configuration validate the effectiveness of survival analysis for opportunistic spectrum access.

When using configuration day1_day2 the processes are trained using day1 data but run on day2 data. This configuration helps understand how the processes perform when the training and running data are from different week days. Note that in practice, the day1_day1 configuration does not correspond to a realistic scenario, since the training has to happen on some historical data and then the process would run on different data. Hence, this configuration is useful in practice.

Yet another example is configuration wknd1_day1. This configuration helps us determine if it is feasible to train the process on a weekend data set and run it on a weekday data set.

We used the following metrics to measure performance of the two processes. The first two metrics are common to both the processes whereas the remaining four are defined for process 1 only.

- **White Space Utilization (WSU):** Given the spectrum occupancy of a channel, White Space Utilization (WSU) of the channel by a secondary user is defined as the fraction of total idle time used by the secondary user for its own transmission. In another word, it is the ratio of total duration of idle time used by the secondary user for its own transmission to the total idle time duration in the spectrum occupancy of the channel.
- **PoI:** For a given channel, the PoI of the secondary user is defined as the probability that a transmission of the SU collides with that of the PU. Thus, it is the ratio of the number of times an SU transmission collides (or runs
into a busy period) with a PU transmission to the total number of SU transmissions over a statistically long observation period.

Desirable Accept Ratio (DAR): This is defined as the fraction of requests that were accepted and the corresponding transmissions were successful. In these cases, the process correctly predicted the remaining idle time. Undesirable Accept Ratio (UAR): This is defined as the fraction of requests that were accepted and the corresponding transmissions were not successful, i.e., these transmissions resulted in collision with PU transmission. In these cases, the process incorrectly predicted the remaining idle time.

Desirable Reject Ratio (DRR): This is defined as the fraction of requests that were rejected and would have resulted in collision with the PU if they were accepted. So, in these cases the process correctly predicted the remaining idle time and rejected the requests.

Undesirable Reject Ratio (URR): This is defined as the fraction of requests that were rejected and would have resulted in successful transmission if they were accepted. In these cases, the process incorrectly predicted the remaining idle time and rejected the requests. This metric represents lost opportunities for the SU.

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (sample interval)</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

FIG. 6 shows the performance of process 1 in terms of WSU as average request inter-arrival time varies. As request inter-arrival time increases, WSU decreases since the offered load from the SU decreases. It is interesting to note that the performance of all the configurations in terms of WSU are almost the same. Since the cumulative hazard functions of the different days have almost the same slope for most of the values between n=0 to n=100, the decision to accept or reject a request is almost the same regardless of which day’s data is used for training. This leads to nearly the same WSU for different configurations. Thus, process 1 can be trained using data from any of the days without significantly affecting the WSU of the system.

From FIG. 7, we observe that the PoI is always less than the set threshold of 0.1. When we compare the PoI of process 2 (see FIG. 9), we notice that the PoI is an order of magnitude less than that of process 2. Process 1 only transmits for a fixed duration when the request is granted. The fixed duration is 200 ms, which is a relatively short duration. In other words, when the requested duration is short, process 1 is less aggressive than process 2. Hence, the probability of an SU transmission colliding with the PU is very low.

FIG. 8 shows the performance of process 2 in terms of WSU. As the average request inter-arrival time increases, the SU exploits less white space for transmission. Hence, the WSU decreases. We also notice that WSUs for the set of configurations which are run on day1 (e.g., day1_day1, day2_day1, wknd1_day1) are higher than those run on day2. This can be explained by studying the cumulative hazard functions of the two days. The cumulative hazard functions of the data set are shown in FIG. 10 and FIG. 11. Since the range of idle period is very large, we show the H() function up to 100 sampling intervals in FIG. 10, whereas FIG. 11 shows the entire range of idle period. The cumulative hazard functions of day1 and day2 have almost the same slope for idle periods less than 100 sampling intervals. Hence, for a given time of arrival of an SU request, the maximum duration granted would be almost the same for the two days. So, the idle time distribution of the two days has more influence than the H() function on the WSU for the two days for grants less than 100 sampling intervals. From Table 1, we observe that day1 has some very large idle times. For example, day1 has four idle times in the range [17871, 132171], which are very large idle times, whereas the maximum idle time of day2 was 17871. This leads to more transmission opportunities for the SU when running over day1 data and gives rise to higher WSU for day1 than for day2. Now for idle periods greater than 100 sampling periods (refer to FIG. 7), for day2, the slope of H() is very steep, whereas for day1 the slope flattens due to the extremely long run lengths of idle periods. Thus, when the time of arrival of a request falls into an idle period that has lasted longer than 100 sampling intervals, day1 grants longer transmission opportunities. Furthermore, when the elapsed idle time is more than the longest idle period in the training data, the transmission opportunity granted is set to the longest idle period of training data. These two factors also contribute to higher WSU for day1 than day2.

Since the cumulative hazard functions of the four days have almost equal slope for most of the n values less than 100 sampling intervals, training the process on data from any day produces nearly the same WSU for that given day. Thus, the curves for day1_day1, day2_day1 and wknd1_day1 are close to each other.

When we compare the WSU performance of process 1 with process 2 for a given request inter-arrival time, we notice that the WSU of process 1 is much lower than that of process 2. The fundamental design of the two processes gives rise to this behavior. For a given request, process 2 maximizes the SU transmission duration, whereas process 1 only checks to see if it can grant a request for a constant transmission duration (200 ms in our experiment). Thus, process 2 is able to achieve higher WSU.

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration</td>
</tr>
<tr>
<td>day1_day1</td>
</tr>
<tr>
<td>day2_day1</td>
</tr>
<tr>
<td>wknd1_day1</td>
</tr>
<tr>
<td>day2_day2</td>
</tr>
<tr>
<td>day1_day2</td>
</tr>
<tr>
<td>wknd1_day2</td>
</tr>
</tbody>
</table>
Process 1 has no lost opportunities in all the configurations. The process also has very low UAR, which is good, since this metric shows how well the process avoids making bad decisions in accepting a request. All our experiment runs were for a very long duration (approximately twenty-four hours). Hence, the number of SU requests were very large. So, the computed performance metrics of the two processes (e.g., WSU and Pol) had very little variation across different runs.

We introduced DSA processes based on survival analysis that make efficient use of white space in an LTE band, even at very fine time scales. They are stochastic but nonparametric and therefore do not require the assumption of a particular distribution. This makes the implementation simple. The tuning parameter for the process is the probability of successfully completing a transmission or, equivalently, the Pol. Thus, it is easy to interpret and directly reflect desired system performance metrics. We used real LTE band occupancy data for the PU activity in our simulations. Our results show that if the cumulative hazard functions are fairly similar (in terms of slope) across different datasets, the processes can be trained on one day's dataset and run on another day's dataset without significant degradation of performance. This is a very important property of the processes, since in practice, the processes will be trained on historical data and then run in real-time. We expect that in actual spectrum sharing systems the PUs will be wary of sharing their spectrum with SUs for fear of too much interference. This is addressed in our processes by showing that the Pol is always below the preset threshold in all configurations.

This paper provides an initial performance analysis of the processes in an LTE band. Evaluation using datasets collected in different bands at varying locations with other traffic characteristics needs to be done. Other time scales need to be investigated to show the range over which the processes are effective. A theoretical performance analysis and comparison with other prediction schemes are needed as well.

A form of spectrum requests that includes a maximum or desired transmit time and a minimum acceptable time can be used with the processes. The process denies the request or returns a grant duration in the requested range. Another form includes the user requesting a minimum initial grant and then the scheduler can add additional follow-on transmission time, if available, once the initial request has elapsed. An adaptive version of the process can be used to update the estimated cumulative hazard function as new idle periods appear in the spectrum.

Embodiments of the subject matter and the operations described in this specification can be implemented in digital electronic circuitry, in tangible embodied computer software or firmware, in computer hardware, including the structures disclosed in this specification and their structural equivalents, or in combinations of one or more of them. Embodiments of the subject matter described in this specification can be implemented as one or more computer programs, i.e., one or more modules of computer program instructions, encoded on a computer storage medium for execution by, or to control the operation of, data processing apparatus. Alternatively, or in addition, the program instructions can be encoded on an artificially-generated propagated signal, e.g., a machine-generated electrical, optical, or electromagnetic signal, that is generated to encode information for transmission to a suitable receiver apparatus for execution by a data processing apparatus. A computer storage medium can be, or be included in, a computer-readable storage device, a computer-readable storage substrate, a random or serial access memory array or device, or a combination of one or more of them. Moreover, while a computer storage medium is not a propagated signal, a computer storage medium can be a source or destination of computer program instructions encoded in an artificially-generated propagated signal. The computer storage medium can also be, or be included in, one or more separate physical components or media (e.g., multiple CDs, disks, or other storage devices).

The operations described in this specification can be implemented as operations performed by a data processing apparatus on data stored on one or more computer-readable storage devices or received from other sources.

The term “data processing apparatus” encompasses all kinds of apparatus, devices, and machines for processing data, including by way of example a programmable processor, a computer, a system on a chip, or multiple ones, or combinations, of the foregoing. The apparatus can include special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application-specific integrated circuit). The apparatus can also include, in addition to hardware, code that creates an execution environment for the computer program in question, e.g., code that constitutes processor firmware, a protocol stack, a database management system, an operating system, a cross-platform runtime environment, a virtual machine, or a combination of one or more of them. The apparatus and execution environment can realize various different computing model infrastructures, such as web services, distributed computing and grid computing infrastructures.

A computer program (also known as a program, software, software application, script, or code) can be written in any form of programming language, including compiled or interpreted languages, declarative or procedural languages, and it can be deployed in any form, including as a stand-alone program or as a module, component, subroutine, object, or other unit suitable for use in a computing environment. A computer program may, but need not, correspond to a file in a file system. A program can be stored in a portion of a file that holds other programs or data (e.g., one or more scripts stored in a markup language document), in a single file dedicated to the program in question, or in multiple coordinated files (e.g., files that store one or more modules, sub-programs, or portions of code). A computer program can be deployed to be executed on one or multiple computers that are located at one site or distributed across multiple sites and interconnected by a communication network.

The processes and logic flows described in this specification can be performed by one or more computers executing one or more computer programs to perform actions by operating on input data and generating output. The processes and logic flows can also be performed by, and apparatus can also be implemented as, special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application-specific integrated circuit).

Computers suitable for the execution of a computer program include, by way of example, can be based on general or special purpose microprocessors or both, workstations, or any other kind of central processing unit. Generally, a central processing unit will receive instructions and data from a read-only memory or a random access memory or both. The essential elements of a computer are a central processing unit for performing or executing instructions and one or more memory devices for storing instructions and data. Generally, a computer will also include, or be operatively coupled to receive data from or transfer data to, or
both, one or more mass storage devices for storing data, e.g., magnetic; magneto-optical disks, optical disks, USB drives, and so on. However, a computer need not have such devices. Moreover, a computer can be embedded in another device, e.g., a mobile telephone, a personal digital assistant (PDA), a microwave oven, mobile audio or video player, a game console, a Global Positioning System (GPS) receiver, or a portable storage device (e.g., a universal serial bus (USB) flash drive), to name just a few. Devices suitable for storing computer program instructions and data include all forms of non-volatile memory, media and memory devices, including by way of example semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory devices; magnetic disks, e.g., internal hard disks or removable disks; magneto-optical disks; and CD-ROM and DVD-ROM disks. The central processing unit and the memory can be supplemented by, or incorporated in, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the subject matter described in this specification can be implemented on a computer having a display device, e.g., a CRT (cathode ray tube) or LCD (liquid crystal display) monitor, for displaying information to the user and a keyboard and a pointing device, e.g., a mouse or a trackball, by which the user can provide input to the computer. Other kinds of devices can be used to provide for interaction with a user as well; for example, feedback provided to the user can be in any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile feedback; and input from the user can be received in any form, including acoustic, speech, or tactile input. In addition, a computer can interact with a user by sending documents to and receiving documents from a device that is used by the user; for example, by sending web pages to a web browser on a user’s client device in response to requests received from the web browser.

Embodiments of the subject matter described in this specification can be implemented in a computing system that includes a back-end component, e.g., as a data server, or that includes a middleware component, e.g., an application server, or that includes a front-end component, e.g., a client computer having a graphical user interface or a Web browser through which a user can interact with an implementation of the subject matter described in this specification, or any combination of one or more such back-end, middleware, or front-end components. The components of the system can be interconnected by any form or medium of digital data communication, e.g., a communication network. Examples of communication networks include a local area network ("LAN") and a wide area network ("WAN"), an intranetwork (e.g., the Internet), and peer-to-peer networks (e.g., ad hoc peer-to-peer networks). Such interconnects may involve electrical cabling, fiber optics, or wireless connections.

The computing system can include clients and servers. A client and server are generally remote from each other and typically interact through a communication network. The relationship of client and server arises by virtue of computer programs running on the respective computers and having a client-server relationship to each other. In some embodiments, a server transmits data (e.g., an HTML page) to a client device (e.g., for purposes of displaying data to and receiving user input from a user interacting with the client device). Data generated at the client device (e.g., a result of the user interaction) can be received from the client device at the server.

While this specification contains many specific implementation details, these should not be construed as limita-
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tions on the scope of the invention or of what may be claimed, but rather as descriptions of features specific to particular embodiments of the invention. Certain features that are described in this specification in the context of separate embodiments can also be implemented in combination in a single embodiment. Conversely, various features that are described in the context of a single embodiment can also be implemented in multiple embodiments separately or in any suitable subcombination. Moreover, although features may be described above as acting in certain combinations and even initially claimed as such, one or more features from a claimed combination can in some cases be excised from the combination, and the claimed combination may be directed to a subcombination or variation of a subcombination.

Similarly, while operations are depicted in the drawings in a particular order, this should not be understood as requiring that such operations be performed in the particular order shown or in sequential order, or that all illustrated operations be performed, to achieve desirable results. In certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the separation of various system components in the embodiments described above should not be understood as requiring such separation in all embodiments, and it should be understood that the described program components and systems can generally be integrated together in a single software product or packaged into multiple software products.

Thus, particular embodiments of the invention have been described. Other embodiments are within the scope of the following claims. In some cases, the actions recited in the claims can be performed in a different order and still achieve desirable results. In addition, the processes depicted in the accompanying figures do not necessarily require the particular order shown, or sequential order, to achieve desirable results. In certain implementations, multitasking and parallel processing may be advantageous.

While one or more embodiments have been shown and described, modifications and substitutions may be made thereto without departing from the spirit and scope of the invention. Accordingly, it is to be understood that the present invention has been described by way of illustrations and not limitation. Embodiments herein can be used independently or can be combined.

Reference throughout this specification to "one embodiment," "particular embodiment," "certain embodiment," "an embodiment," or the like means that a particular feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment. Thus, appearances of these phrases (e.g., "in one embodiment" or "in an embodiment") throughout this specification are not necessarily all referring to the same embodiment, but may. Furthermore, particular features, structures, or characteristics may be combined in any suitable manner, as would be apparent to one of ordinary skill in the art from this disclosure, in one or more embodiments.

All ranges disclosed herein are inclusive of the endpoints, and the endpoints are independently combinable with each other. The ranges are continuous and thus contain every value and subset thereof in the range. Unless otherwise stated or contextually inapplicable, all percentages, when expressing a quantity, are weight percentages. The suffix "(s)" as used herein is intended to include both the singular and the plural of the term that it modifies, thereby including at least one of that term (e.g., the colorant(s) includes at least one colorant). "Optional" or "optionally" means that the subsequently described event or circumstance can or cannot
occur, and that the description includes instances where the event occurs and instances where it does not. As used herein, “combination” is inclusive of blends, mixtures, alloys, reaction products, and the like.

As used herein, “a combination thereof” refers to a combination comprising at least one of the named constituents, components, compounds, or elements, optionally together with one or more of the same class of constituents, components, compounds, or elements.

All references are incorporated herein by reference.

The use of the terms “a” and “an” and “the” and similar referents in the context of describing the invention (especially in the context of the following claims) are to be construed to cover both the singular and the plural, unless otherwise indicated herein or clearly contradicted by context. “Or” means “and/or.” Further, the conjunction “or” is used to link objects of a list or alternatives and is not disjunctive; rather the elements can be used separately or can be combined together under appropriate circumstances. It should further be noted that the terms “first,” “second,” “primary,” “secondary,” and the like herein do not denote any order, quantity, or importance, but rather are used to distinguish one element from another. The modifier “about” used in connection with a quantity is inclusive of the stated value and has the meaning dictated by the context (e.g., it includes the degree of error associated with measurement of the particular quantity).

What is claimed is:

1. A process for dynamically controlling spectrum access, the process comprising:
   collecting occupancy data of a primary user of a wireless communication channel;
   applying a nonparametric estimation to the occupancy data;
   determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation;
   receiving a service request to occupy the wireless communication channel from a secondary user;
   accepting the service request from the secondary user if the wireless communication channel is unoccupied by the primary user;
   calculating a maximum duration for which the secondary user may occupy the wireless communication channel by:
   taking a difference in value of the cumulative hazard function at a time of the service request and at a time of completion of a transmission of the secondary user; and
   comparing the difference to a threshold value comprising a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user;
   granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and
   denying access to the secondary user for occupation of the wireless communication channel if the probability is less than the selected probability threshold to dynamically control spectrum access.

2. The method of claim 1, further comprising: rejecting the service request from the secondary user if the wireless communication channel is occupied by the primary user.

3. A computer-implemented method, comprising:
   collecting occupancy data of a primary user of a wireless communication channel;
   applying a nonparametric estimation to the occupancy data;
   determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation;
   receiving a service request to occupy the wireless communication channel from a secondary user;
   accepting the service request from the secondary user if the wireless communication channel is unoccupied by the primary user;
   calculating a maximum duration for which the secondary user may occupy the wireless communication channel by:
   taking a difference in value of the cumulative hazard function at a time of the service request and at a time of completion of a transmission of the secondary user; and
   comparing the difference to a threshold value comprising a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user;
   granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and
   denying access to the secondary user for occupation of the wireless communication channel if the probability is less than the selected probability threshold to dynamically control spectrum access.

4. The computer-implemented method of claim 3, further comprising: rejecting the service request from the secondary user if the wireless communication channel is occupied by the primary user.

5. A system comprising:
   one or more computers configured to perform operations, the operations comprising:
   collecting occupancy data of a primary user of a wireless communication channel; applying a nonparametric estimation to the occupancy data;
   determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation;
   receiving a service request to occupy the wireless communication channel from a secondary user;
   accepting the service request from the secondary user if the wireless communication channel is unoccupied by the primary user;
   calculating a maximum duration for which the secondary user may occupy the wireless communication channel by:
   taking a difference in value of the cumulative hazard function at a time of the service request and at a time of completion of a transmission of the secondary user; and
   comparing the difference to a threshold value comprising a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user;
   granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and
   denying access to the secondary user for occupation of the wireless communication channel if the probability is less than the selected probability threshold to dynamically control spectrum access.

6. The system of claim 5, further comprising: rejecting the service request from the secondary user if the wireless communication channel is occupied by the primary user.
7. A non-transitory computer-readable medium having instructions stored thereon, which, when executed by a processor, cause the processor to perform operations comprising:

- collecting occupancy data of a primary user of a wireless communication channel;
- applying a nonparametric estimation to the occupancy data;
- determining a cumulative hazard function of the occupancy data, based on the nonparametric estimation;
- receiving a service request to occupy the wireless communication channel from a secondary user;
- accepting the service request from the secondary user if the wireless communication channel is unoccupied by the primary user;
- calculating a maximum duration for which the secondary user may occupy the wireless communication channel by:
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taking a difference in value of the cumulative hazard function at a time of the service request and at a time of completion of a transmission of the secondary user; and comparing the difference to a threshold value comprising a probability that a remaining idle time of the primary user is greater than an occupation time of the wireless communication channel of the secondary user;
granting access to the secondary user for occupation of the wireless communication channel if the probability is greater than a selected probability threshold; and denying access to the secondary user for occupation of the wireless communication channel if the probability is less than the selected probability threshold to dynamically control spectrum access.

8. The computer-readable medium of claim 7 in which the operations further comprise: rejecting the service request from the secondary user if the wireless communication channel is occupied by the primary user.

* * * * *