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This paper gives the 1998 self-consistent set of values of the basic constants and
conversion factors of physics and chemistry recommended by the Committee on Data for
Science and TechnologfC ODATA) for international use. Further, it describes in detalil
the adjustment of the values of the subset of constants on which the complete 1998 set of
recommended values is based. The 1998 set replaces its immediate predecessor recom-
mended by CODATA in 1986. The new adjustment, which takes into account all of the
data available through 31 December 1998, is a significant advance over its 1986 coun-
terpart. The standard uncertaintieés., estimated standard deviatip$ the new recom-
mended values are in most cases about 1/5 to 1/12 and in some cases 1/160 times the
standard uncertainties of the corresponding 1986 values. Moreover, in almost all cases
the absolute values of the differences between the 1998 values and the corresponding
1986 values are less than twice the standard uncertainties of the 1986 values. The new set

of recommended values is available on the World Wide Web at physics.nist.gov/
constants. ©1999 American Institute of Physics and American Chemical Society.
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1. Introduction in the 1986 uncertainties was mainly due to three new re-
sults: a value of the fine-structure constanbbtained from
the electron magnetic moment anomaly, a value of the

CODATA, the Committee on Data for Science and Tech-Planck constanth obtained from a moving-coil watt balance
nology, was established in 1966 as an interdisciplinary comexperiment, and a value of the molar gas conskabtained
mittee of the International Council for Sciené€SU), for-  from a measurement of the speed of sound in argon.
merly the International Council of Scientific Unions. It seeks Because of the major role that these three additional data
to improve the quality, reliability, processing, managementWwould play in determining the values and uncertainties of the
and accessibility of data of importance to science and techconstants in any future adjustment, Taylor and Cohen sug-
nology. gested that before a new adjustment was carried out, more

The CODATA Task Group on Fundamental Constantsdata should be in hand that provide a valuerpbf h, and of
was established in 1969. Its purpose is to periodically proR with an uncertainty comparable to that of the correspond-
vide the scientific and technological communities with a self-ing new value and that corroborates it. Although only a value
consistent set of internationally recommended values of thef h that meets this criterion has become available since their
basic constants and conversion factors of physics and chemeport, the CODATA Task Group has decided that, because
istry based on all of the relevant data available at a giverthe 1986 set is some 13 years old and because the data al-
point in time. The first such set was published in 19CZ®-  ready in hand can yield values of the constants with signifi-
DATA, 1973; Cohen and Taylor, 19Y&nd the second in cantly reduced uncertainties, it is time to provide a new set
1986 (Cohen and Taylor, 1986; Cohen and Taylor, 1987 of recommended values.

This paper gives the third such set together with a detailed Because data that influence our knowledge of the values of
description of the 1998 adjustment of the values of the subsehe constants become available nearly continuously, and be-
of constants on which it is based. Like its 1986 predecessotause of the modern and highly beneficial trend of having
the 1998 set of recommended values is available on thgew information immediately and widely available on the
World Wide Web at physics.nist.gov/constants. Web, the Task Group has also decided that 13 years between

The 1973 CODATA adjustment, and to some extent thalgjustments is no longer acceptable. In the future, by taking
of 1986, built on the 1969 adjustment of Taylor, Parker, andhgyantage of the high degree of automation incorporated by
Langenberg1969, which in turn built on the 1965 adjust- the authors in the 1998 adjustment, CODATA will issue a
ment of Cohen and DuMond 965. Adjustments carried out ey set of recommended values at least every 4 years, and
in the 1950s include those of Bearden and Thomd&%7  5re frequently if a new result is reported that has a signifi-
and of Coheret al. (1953. The origin of such endeavors is a0t impact on the values of the constants. This paper has

the pioneering analysis of the values of the constants carriegeen written with this new approach in mind; we have at-
out in the late 1920s by Birgel929. [Birge (1957 later empted both to structure it and to include sufficient detail to

tmhade |ntS|grt1thI objerva;gons con?ernlng_étr:lg ev?jll;atmn hilow future adjustments to be understood with only a dis-
e constants based on 30 years of experigindewed from 06 0o

this perspective, the 1998 adjustment is simply the latest in a It should be recognized that carrying out an adjustment

co_r;tk:r;ullrglgfss ggé;\q-apt\ Zg%irt]m?gn{tec?c:i ﬁgtlgnconsi deration a”provides two important results. The obvious one is a self-
. J ! . consistent set of recommended values of the basic constants
relevant data available by 1 January 1986. Since that closlngnd conversion factors of physics and chemistry; the less

date, a vast amount of new experimental and theoretical, . . vsis of the broad i f .
work has been completed. The relative standard uncertaintié)éjVlous one IS an analysis ot te broad spectrum ot expert-
ental and theoretical information relevant to the constants.

(that is, relative estimated standard deviations—see Sec. 1.9 X ; X
of the results of this new work range from about 203 for In general, such an analysis may uncover errors in theoretical

measurements of the Newtonian constant of gravitation tgalculations or experiments, will reevaluate uncertainties so
3.4x 10~ 13for a measurement of the frequency of the 15_'25that all are expressed as standard uncertainties, may identify

transition in hydrogen, to essentially zero uncertainty for thdnconsistencies among results and weaknesses in certain ar-
analytic calculation of the sixth-order term in the theoretical®@S; Possibly stimulating new experimental and theoretical
expression for the magnetic moment anomaly of the electror!¥0rk, and will summarize a large amount of rather diverse
The impact of the new results reported between the closihformation in one place.
ing date of the 1986 adjustment and mid-1990 on the 1986 It has long been recognized that a significant measure of
recommended values was examined in a status report Bjie correctness and over-all consistency of the basic theories
Taylor and Coher(1990. They found that, in general, the and experimental methods of physics is the comparison of
new results would have led to new values of most of thethe values of the constants as obtained from widely differing
constants with standard uncertainties one-fifth to one-seveng@xperiments. Nevertheless, throughout this adjustment, as a
of the standard uncertainties assigned the 1986 values, am¢rking principle, we assume the validity of the physical
that the absolute values of the differences between the 1988eory that underlies it including special relativity, quantum
values and the new values would have been less than twigaechanics, quantum electrodynami@3ED), the standard
the assigned uncertainties of the earlier values. The reductiaomodel of particle physics, combined charge conjugation, par-

1.1. Background
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ity inversion, and time-reversalCPT) invariance, and—as In evaluating and expressing the uncertainty to be associ-
discussed in Sec. 2.4—the theory of the Josephson and quasted with a result obtained either by measurement or calcu-
tum Hall effects, especially the exactness of the relationshipkation, we follow to a great extent the philosophy, terminol-
between the Josephson and von Klitzing constants and thegy, and notation of theGuide to the Expression of
elementary charge and Planck constart. Uncertainty in Measuremergublished by ISO in the name
of seven international organizations, including IUPAC and
IUPAP (ISO, 1993a [A concise summary is also available
(Taylor and Kuyatt, 1994]

The basic approach described in Beideis straightfor-

We generally use in this paper units of the Internationaward and has been used in the field of precision measure-
System of Units, universally abbreviated Sl from the Frenchment and fundamental constants for many years. Staa-
nameSystene International d’Unite. Detailed descriptions dard uncertainty y) (or simplyu) of a resulty is taken to
of the SI, which is founded on seven base units—the meteiepresent the estimated standard deviatiba square root of
(m), kilogram (kg), seconds), ampergA), kelvin (K), mole  the estimated variangef y. If the resulty is obtained as a
(mol), and candeldcd)—are given in a number of publica- function of estimated values; of other quantities,y
tions (BIPM, 1998; Taylor, 199b =f(Xq, X5, ...), then the standard uncertaintyy) is ob-

We also generally employ symbols for quantities recom-+tained by combining the individual standard uncertainty
mended by the International Organization for Standardizacomponentsi(x;), and covariances(x;, Xj) where appro-
tion (ISO), the International Electrotechnical Commission priate, using the law of propagation of uncertainty as given
(IEC), the International Union of Pure and Applied Chemis-in Eg. (F11) of Appendix F.[The law of propagation of
try (IUPAC), and the International Union of Pure and Ap- uncertainty is also called the “root-sum-of squargstuare
plied PhysicqIUPAP) (ISO, 1993b; IEC, 1992; Mill&t al,, root of the sum of the squanesr rss method.The relative
1993; Cohen and Giacomo, 198Following the recommen- standard uncertaintyf a resulty, u,(y) (or simply u,), is
dations of these bodies, unit symbols are printed in romawmlefined byu,(y)=u(y)/|y|, if y#0, with an analogous defi-
(upright type and quantity symbols in italiloping type.  nition for individual components of uncertainty.

A subscript or superscript on a quantity symbol is in roman Further, the evaluation of a standard uncertainty by the
type if descriptive, such as the name of a person or a particlestatistical analysis of series of observations is termégze
and the subscript or superscript is in italic type if it repre-A evaluation while an evaluation by means other than the
sents a quantity, a variable, or an index that represents &statistical analysis of series of observations is termé&g@e
integer. B evaluation A Type A evaluation of standard uncertainty is

The value of a quantity is expressed as a number times ane based on any valid statistical method for treating data,
unit. Formally, the value of quantith can be written a®\  while a Type B evaluation is usually based on scientific
={A}-[A], where{A} is thenumerical valueof the quantity  judgment using all the relevant information available and an
A when A is expressed in the unfiA] (ISO, 1993h. The  assumed probability distribution for the possible values of
numerical value{A} can therefore be written ag$A}  the quantity in question.
=A/[A], where A/[A] is interpreted to mean the ratio of  As part of our review of the data for the 1998 adjustment,
quantity A to a quantity of the same kind with the value we carefully consider the uncertainty assigned to each result
1[A]. An example of this notation is 1e¥(e/C) J=1.60 in order to ensure that it has been properly evaluated and that
X 107?J, wheree/C is the numerical value of the elemen- it represents a standard uncertainty. We clearly indicate in
tary chargee whene is expressed in the Sl derived unit the the text those cases where we have had to alter an uncer-
coulomb, symbol C. tainty originally assigned by an author, either because of our

Occasionally the reader may find that the stated result of geevaluation or our application of additional corrections. We
calculation involving several quantities differs slightly from glso pay careful attention to correlations among the data,
the result one would obtain using the values of the quantitiegalculating covariances and the corresponding correlation
as given in the text. This is because values of quantities argoefficients whenever deemed necessary based on[Eds.
presented with a number of significant figures appropriate tand (F12) of Appendix F. However, if the absolute value of
their associated standard uncertain(eee the following sec- the correlation coefficient is less than about 0.01, the corre-
tion), whereas the calculations are in general performed withation between those particular items is usually ignored be-
values having more significant figures in order to minimizecgyse of its insignificant consequences.
rounding error. In many cases involving theoretical expressions for quan-
tities it is necessary to evaluate the uncertainty due to terms
that are likely to exist but are not yet calculated. In such
cases we assign an uncertainty, based on experience with

Because the uncertainty assigned to a datum determines ggmilar theoretical expressions where terms are known, such
level of agreement with other values of the same quantity athat the absolute value of the expected contribution of the
well as its weight in a least-squares adjustment, uncertaintyncalculated terms has a probability of 68 % of being smaller
evaluation is of critical importance. than the assigned uncertainty, and we assume that such the-

1.2. Units, Quantity Symbols, Numerical Values,
Numerical Calculations

1.3. Uncertainties
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oretical uncertainties may be treated on an equal footing wittomputational convenience is not a consideration. Second,
statistically estimated standard deviations. The underlyinglividing the data into these categories is somewhat arbitrary,
probability distribution is taken to be normal to the extentand not doing so ensures that all components of uncertainty
that there is a 95 % probability that the absolute value of theand correlations are taken into account. Finally, as discussed
contribution of the uncalculated terms is smaller than twicein Sec. 1.1, it is the intention of the CODATA Task Group
the assigned uncertainty. Further in regard to theoretical exen Fundamental Constants to issue sets of recommended val-
pressions for quantities, in cases where only some terms of @es of the constants more frequently, and one of the purposes
given magnitude have been calculated while other terms thaif this paper is to establish the framework for doing so.
are expected to be of similar magnitude or even larger hav@reating all data in essentially the same way will provide
not, we occasionally follow the practice of not including the continuity between adjustments by avoiding changes in the
known terms and accounting for all omitted terms by meanglassification of quantities from one adjustment to the next.
of an appropriate standard uncertainty. On the other hand, in a few cases in the current adjustment
In presenting numerical data in the text, we folldm  a constant that enters the analysis of input data is taken as a
pary the general form that has become common in the prefixed quantity rather than an adjusted quantity. An example
cision measurement/fundamental constants field. That is, wef the most extreme case is the Fermi coupling constant,
usually write a result as, for example, which is taken to have the fixed value given by the Particle
y=1234.5678012) X 10~ °U [9.7x 10 8], Data Group(Cgsoet al, 1998, becagge the data thgt enter
the current adjustment have a negligible effect on its value.
where U represents a unit symbol and the number in parensn intermediate case is where a quantity is in some contexts
theses is the numerical value of the standard uncertaingy of taken as a variable and in others as fixed. For example, the
referred to the last flgures of the quoted value. Thg numbeg|ectron-muon mass ratime/m,, is taken as an adjusted
in square brackets is the relative standard uncertainty. of guantity in the theoretical expression for the muonium hy-
(Note that we do not use ppm, ppb, and the like to expresgerfine splitting, but it is taken as a fixed quantity in the
relative standard uncertainties, because such symbols are nQfjculation of the theoretical expression for the magnetic
part of the SI. Although not always justified, uncertainties ,oment anomaly of the electramy(th). The reason is that
are usually quoted with two-figure accuracy to limit round- aJ(th) depends so weakly an,/m, that the particular value

ing errors to an acceptable level. In general, numbers with,saq is unimportant. Consistent with these examples, we
more than four figures on either side of the decimal point argynly omit the dependence when it is of no consequence.

written with the figures in groups of three counting from the o \yever, in the intermediate cases, rather than use arbitrary
decimal point toward the left and right, with the exception5j,es for the fixed constants, we effectively use the 1998

that when there is a single separated figure followed by @ccommended values by iterating the least-squares adjust-
two-figure standard uncertainty in parentheses, the single figyant several times and replacing the fixed values by the
ure is grouped with the previous three figures. Thus We,djusted values after each iteration.

write, for example, 1.2345678(12). It should also be under- - Aq i the 1986 adjustment, the initial selection of the data

stood that 12345.6(1.2) means that the standard uncertainy, ho 1998 adjustment is based on two main criteria: the

of the figures 5.6 is 1.2. date on which the result became available and its uncer-
tainty.

Any datum considered for the 1998 adjustment had to be
available by 31 December 1998. As noted in Sec. 1.1, data

In the past, the data entering a least-squares adjustment @fat influence our knowledge of the values of the constants
the constants were divided into two distinct categories: stobecome available nearly continuously, and it is never a
chastic input data and auxiliary constants. In general, stostraightforward task to decide when to carry out a new ad-
chastic input data were those quantities whose values wejgstment. Rather than delay the completion of the current
simultaneously adjusted, while auxiliary constants wereadjustment until a particular experiment or calculation is
those quantities whose uncertainties were judged to be suffsompleted, the above closing date was established with the
ciently small, based on the magnitude of the uncertaintieknowledge that, based on the new schedule for adjustments
and the way the quantities entered the adjustment, that thegee Sec. 1)1 changes in the recommended values of the
could be taken as exact. In other words, if the auxiliary con<constants that might result from the completion of work cur-
stants were treated as stochastic data, their values would nantly underway could be taken into account within 2 years.
be significantly changed by the adjustment. The motivatiorA datum was considered to have met the 31 December 1998
for this classification scheme was in part computational conelosing date, even though not yet reported in an archival
venience(it reduces the number of “unknowns” in the ad- journal, as long as a detailed written description of the work
justment and hence the size of the matrices that must b&as available and allowed a valid standard uncertainty to be
inverted. assigned to the datum.

However, for the following reasons we abandon such cat- As in the 1986 adjustment, each datum considered for the
egorization in the 1998 adjustment and treat essentially all998 adjustment had to have a standard uncertairgyffi-
quantities on an equal footing. First, with modern computerssiently small that its weightv= 1/u? was nontrivial in com-

1.4. Data Categorization and Selection
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parison with the weight of other directly measured values obf results. Simply stated, because of the complexity of mea-
the same quantity. This requirement means that in most casesrements and calculations in the field of fundamental con-
a result was not considered if its standard uncertainty wastants, it is difficult enough to evaluate the uncertainty of a
more than about five times the standard uncertainty of otheresult in this field in a meaningful way, let alone the “uncer-
similar results, corresponding to a weight smaller by a factotainty” of that uncertainty. We have therefore not calculated
of less than 1/25. However, a datum that meets this criterioma value ofv for any input datum and use the standard least-
may still not be included as a final input datum if it affects squares algorithm in our data analyses.

the adjustment only weakly. In further support of our approach, we make the following

This “factor-of-five rule” accounts for the fact that an three observations:
experiment that determines the value of a particular quantity First, although carrying out Type B evaluations of uncer-
with a valid uncertainty one-fifth to one-tenth of the uncer-tainty is rarely easy, it is our experience that such evaluations
tainty achieved in another experiment is necessarily qualitaare usually done reliably for known effects. The difficulty
tively different from the other experiment. In particular, it with an experiment or theoretical calculation most often
must be assumed that the more accurate experiment achievadses from an unrecognized effect, that is, an effect for
its significantly reduced uncertainty because it was designedthich no component of uncertainty has been evaluated be-
and carried out in such a way that systematic effects at aause its existence was not realized. Trying to assign an “un-
level of only marginal concern in the less accurate expericertainty to an uncertainty” based only on known compo-
ment were carefully investigated. nents of uncertainty is not necessarily reliable.

In a number of cases, a particular laboratory has reported Second, as emphasized by one of the CODATA Task-
two or more values of the same quantity obtained from simi-Group-members, if there are doubts about the reliability of
lar measurements carried out several years apart, with then initially assigned uncertainty, then one should use the
most recent value having a smaller uncertainty due to iminformation on which the doubts are based to reevaluate it
provements in apparatus and technique. Because of the mafwhich in most cases means increasing the uncerfasty
factors common to the results, such as personnel, methothat the doubts are removed. In short, all available informa-
equipment, and experimental environment, they cannot bgon should be used in the evaluation of components of un-
viewed as fully independent. Hence, unless there are speciaértainty.
circumstancesduly noted in the text we adopt the general The third and final observation concerns the possibility of
policy that the latest result, which is usually the most accuincluding a margin of safety in the recommended values of
rate, supersedes the earlier results of the same laboratory.the constants as is sometimes suggested. In particular, should

the uncertainty of the values include an extra component so
. that they are “certain” to be correct? We do not include
1.5. Data Evaluation Procedures such an extra component of uncertainty, but rather give the

In the 1986 adjustment, the data were analyzed using tWBest values based on all the available information, which in
extended least-squares algorithms that were designed to iﬁ_pmle cases_meaPs relyllnglotn theTvr?_Ildny of thi resﬁ.lthOf. a
corporate information on the reliability of the initial standard singie exper_n;r]]en or caicula 'O(;]' |_|s Spproacf ’hW Ic h IS
uncertaintyu assigned to each input datum. This information CONSIStent with a view expressed earlier by one of the authors

was quantitatively represented bythe effective degrees of (Taylor, 1972, provides a faithful representation of our cur-
freedom associated withi: it was calculated from the 'entstate of knowledge with the unavoidable element of risk

Welch-Satterthwaite formula and the effective degrees o]‘hat that knowledge may include an error or oversight.

freedom of each component of uncertainty that contributed
to u. In these calculations, the effective degrees of freedom
of each Type B component of uncertainty was somewhat
arbitrarily taken to be 1. This generally led to a compara- The remainder of the paper is organized as follows: Sec-
tively small effective degrees of freedom for each datum. tion 2 deals with special quantities and units such as the
We have taken the opportunity of the 1998 adjustment tspeed of light in vacuune, the unified atomic mass unit u,
review the idea of trying to quantify the “uncertainty of an the conventional values of the Josephson and von Kilitzing
uncertainty” and of using the result of such quantification inconstantsk ;_g, and Rx_g9, and the conventional electric
a modified least-squares algorithm. After due considerationynits that they imply.
we have been forced to conclude that while such an attempt Section 3 and Appendices A—D are the most critical por-
may seem attractive initially, it is virtually impossible to tions of the paper because they are devoted to the review of
implement in a meaningful way. This conclusion wasall the available data that might be relevant to the 1998 ad-
reached as a consequence of our detailed review of literalljustment. This includes theoretical expressions for bound-
hundreds of experimental and theoretical results relevant tetate corrections to magnetic momei®ec. 3.3.2 energy
the fundamental constants, a review which has extended ovégvels of the hydrogen atorfAppendix A), the magnetic
neary a 4 year period and has involved well in excess ofmoment anomalies of the electron and muagranda,, (Ap-
1000 email exchanges with both experimentalists and thegendices B and I and the ground-state hyperfine splitting
rists in an effort to understand and evaluate the uncertaintigs muoniumAw,,, (Appendix D.

1.6. Outline of Paper
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TaBLE 1. Some exact quantities relevant to the 1998 adjustment.

Quantity Symbol Value
speed of light in vacuum c, Co 299792 458 ms*
magnetic constant o 47x10 " NA2=12.566 370614 ..xX10 'NA 2
electric constant (uoc?) 1=8.854187817..x10 ?Fm?

€0
molar mass of?C M(*C) 12x10 %kgmol*
conventional value of Josephson constant K; o4 483597.9 GHz V!
conventional value of von Klitzing constantRy o, 25 812.80%)

The experimental data include relative atomic masses of Section 5 gives, in several tables, the 1998 CODATA rec-
various atoms, transition frequencies in hydrogen, magnetiommended values of the basic constants and conversion fac-
moment ratios involving various atomic particles such as theors of physics and chemistry. Included among the tables is
electron and muon, values dfyvy,,, shielded gyromagnetic the covariance matrix of a selected group of constants, the
ratios involving the proton and the helignucleus of théHe utilization of which, together with the law of propagation of
atom), values of the Josephson and von Klitzing consténits  uncertainty, is reviewed in Appendix F. The tables are fol-
andRy, the producIKﬁRK, the{220 lattice spacing of sili- lowed by a summary of how the 1998 recommended values
cond,,g, the quotienth/m,d,, (M, is the neutron magsthe  are obtained from the values of the subset of constants re-
Faraday and molar gas constants, and the Newtonian cosulting from the least-squares fit of the final input data.
stant of gravitation. Section 6 concludes the main text with a comparison of

In order to keep this paper to an acceptable length, theadhe 1998 set of recommended values with the 1986 set, a
retical calculations and experiments are described only imiscussion of the implications of some of the 1998 recom-
sufficient detail to allow the reader to understand our treatmended values, the outlook for the future based on work
ment of them and the critical issues involved, if any. It is left currently underway, and suggestions for future work.
to the reader to consult the original papers for additional
details and to understand fully the difficulty of experimen-

tally determining the value of a quantity with a relative stan- 2. Special Quantities and Units

dard uncertainty of X108 (one part in 100 millioi, or of

calculating a fractional contribution ofxX110 8 to the theo- Some special quantities and units that are relevant to the
retical expression for a quantity such &asy, . 1998 adjustment are reviewed in the following sections.

There is nothing special about the order in which the maThose special quantities with exactly defined numerical val-
jor categories of data are reviewed. It was selected on thees are given in Table 1.
basis of what seemed reasonable to us, but a different orde
ing could very well have been chosen. Similarly, there is
nothing special about the order in which we review measure-
ments of the same quantity from different laboratories. Fac- The current definition of the unit of length in the SI, the
tors that influenced our ordering choice in any particular caseneter, was adopted by the 17th General Conference on
include the uncertainty quoted by the experimenters, the dai/eights and Measure€CGPM, Confeence Geeale des
the result was published, and the alphabetical order of th@oids et Mesuresin 1983. It reads(BIPM, 1998 “The
laboratories. meter is the length of the path traveled by light in vacuum
To avoid confusion, we identify a result by its year of during a time interval of 1/299 792 458 of a second.” This
publication rather than the year the result became availablelefinition replaced the definition adopted by the 11th CGPM
For example, if a result was given at a meeting in 1988 buin 1960 based on the krypton 86 atom, which in turn re-
the publication date of the paper formally reporting the resuliplaced the original definition of the meter adopted by the 1st
is 1990, the date used in the result’s identification is 199QCGPM in 1889 based on the international Prototype of the
rather than 1988. meter. As a consequence of the 1983 definition, the speed of
Section 4 gives our analysis of the data. Their consistenclight in vacuumc is now an exact quantity:
is examined by first comparing directly measured values of
the same quantity, and then by comparing directly measured C=299792458 ms. @)
values of different quantities through the values of a third A number of the experiments relevant to the 1998 adjust-
guantity such as the fine-structure constartr Planck con- ment of the constants require an accurate practical realization
stanth that may be inferred from the values of the directly of the meter. The three ways to realize the meter recom-
measured quantities. The data are then examined using tineended by the International Committee for Weights and
standard method of least squares, which is described in Agvleasures (CIPM, Comite International des Poids et
pendix E, and based on this study the final input daia  Mesure$ are (BIPM, 1998 (a) by means of the length
cluding their uncertaintigsfor the 1998 adjustment are de- traveled by electromagnetic waves in vacuum in a time
termined. using the relatiod=c t; (b) by means of the wavelength in

%.1. Speed of Light in Vacuum ¢ and Realization of
the Meter
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vacuumA of a plane electromagnetic wave of frequerfcy  2.3. Electronvolt eV, Unified Atomic Mass Unit u,
using the relatiom=c/f; and(c) by means of one of the and Related Quantities

CIPM recommended radiations and its stated wavelength or
stated frequency. The CIPM published its first list of recom-
mended values of specified radiations in 198alled “Mise

The electron volt eV and the unified atomic mass unit u
are not units of the Sl but are accepted for use with the Sl by

en Pratiqueof the Definition of the Meter), and subse- the CIPM (BIPM, 1998. Energies and masses of atomic
quently issued an improved and extendéise en Pratique particles are more conveniently expressed in eV and u than

in 1992 and again in 1997Hudson, 1984; Quinn, 1993: in the corresponding Sl units of energy and mass, the joule
BIPM, 1998. ' ’ ’ " and the kilogram, and in the case of mass, with significantly

For experiments requiring the accurate measurement of gnaller uncertainties. o _
length, except for those related to the determination of the ON€ €lectronvoltis the kinetic energy acquired by an elec-
Rydberg constant, the changes in the recommended valud9n In passing through a potential difference of 1 V in
from oneMise en Pratiqueto the next are well below the vacuum. Itis related to the joule by
uncertainties of the experiments and need not be taken into 1 eV=(e/C) J~1.60x 107197, (5)
account. In the case of the Rydberg constant, the changes
would need to be taken into account in analyzing data thatheree is the elementary charge amdC is the numerical
span the changes in recommended values. However, as dialue of the elementary charge when expressed in the unit
cussed in Sec. 3.2, the older data are no longer competitivé&;oulomb(see Sec. 1)2
and in the newer experiments the frequencies of the relevant The unified atomic mass unit u ig; times the mass
lasers used were determined in terms of the SI definition of(*°C) of a free(noninteracting neutral atom of carbon 12
the second based on the cesium atom. That definition is & rest and in its ground state:

follows (BIPM, 1998: “The second is the duration of m(1%C)

9192631 770 periods of the radiation corresponding to the 1u=m,=—7—~166x 10 ?"kg, (6)
transition between the two hyperfine levels of the ground

state of the cesium 133 atom.” where the quantityn, is the atomic mass constant.

The relative atomic masa,(X) of an elementary patrticle,

. . atom, or more generally an entity X, is defined b
2.2. Magnetic Constant uy and Electric g y y y

Constant €, AX) = m(X) @
r mu ’

The definition of the ampere, the unit of electric current in
the SI, readgBIPM, 1998 “The ampere is that constant wherem(X) is the mass of X. Thu#\(X) is the numerical
current which, if maintained in two straight parallel conduc-value ofm(X) whenm(X) is expressed in u, and evidently
tors of infinite length, of negligible circular cross section, A (12C)=12 exactly.[For particles such as the electron e
and placed 1 meter apart in vacuum, would produce betweesind proton p, the symbahy rather thanm(X) is used to
these conductors a force equal t& 20/ N/m of length.” denote the mass. Further, for molecules the term relative mo-

The expression from electromagnetic theory for the forcdecular mass and symbdd (X) are used.

F per lengthl between two straight parallel conductors a The quantity “amount of substance” of a specified el-
distanced apart in vacuum, of infinite length and negligible ementary entity is one of the seven base quantities of the SI,

cross section, and carrying curremtsand|, is and its unit the mole, with symbol mol, is one of the seven
F ool base units of the SIBIPM, 1998. One mole is the amount
1T~ 27d - (2)  of substanca(X) of a collection of as many specified enti-

. . _— . .ties X as there are atoms in 0.012 kg of carbon 12, where it
This expression and the definition of the ampere in combi-

C ) is understood that the carbon atoms are free, neutral, at rest,
nation imply that the magnetic constgmg, also called the

permeability of vacuum, is an exact quantity given by and in their ground statg. . .

' The molar mas$/(X) is the mass of a collection of enti-
wo=4mXxX10 "NA?2 ties X divided by the amount of substanc€X) of the col-
lection. Clearly, the molar mass of free carbon 12 atoms at
rest,M (*2C), is exactly

— —7 -2
=12.566370614.X10" "NA"~. (3 M(12C)=12x 10 3 kg mol 1= 12M, ®)

Because the electric constaqy, also called the permittivity
of vacuum, is related tp.o by the expressiomy= 1/u,C?, it
too is an exact quantity:

=47X 10 "Hm™?!

where for convenience we introduce the molar mass constant
M, defined by

1 M,=10 3kgmol 1, 9
€0~ TN A-2.2 ;
4wxX10 "NA~“c so that in general
=8.854187817.x10 ¥Fm % (4) M(X)=A(X) M,. (10)
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[Mills et al. (1993 useM® to represent 10°kgmol %, but by Likharev(1986]. When such a Josephson device is irra-

we believe thai , is preferable, because it does not requirediated with electromagnetic radiation of frequerigyusually

a special font,. in the range 10 GHz to 100 GHz, its current vs. voltage
The Avogadro constaritl,~6.02< 107*mol ™! is defined  curve exhibits current steps at precisely quantized Josephson

as the quotient of the molar mass and atomic mass constantmltagesU ;. The voltage of thenth step, wheren is an

integer, is related to the frequenéyby

My
Na="5, (11) nf
u Uyn)= K (18
or equivalently J
M(X) Here K; is the Josephson constant, formerly called the Jo-
A= — . (12) sephson frequency—voltage quotient, because it is equal to
m(X) the step numben times the quotient of the frequency and
For a collection ofL different types of free entities X voltage.[Note that, under certain circumstances, steps that
Xy, ..., X_, the total amount of substance of the collectiveaccurately obey Eq18) with n replaced byn= 3 may also
entity X is be observedGenevs et al, 1993.]
L An impressive body of experimental evidence has accu-
_ mulated since the Josephson effect was predicted nearly 40
n(X)= .21 nxi, (13 years agd@Josephson, 1962hat clearly demonstrates tha

is a constant of nature. For example, with different but small
uncertaintiesK ; has been shown to be independent of ex-
n(Xx;) perimental variables such as irradiation frequency and
X(Xi)zm (14 power, current, step number, type of superconductor, and
_ ) type of junction [see Refs. 12-22 of Taylor and Witt
is the amount-of-substance fractidalso called mole frac- (1989]. In one experimentTsai, Jain, and Lukens, 1988
tion) of entity X;. The mean relative atomic mass of X is \, o< shown thak, was the same for two SNS junctions
given by composed of different superconductdisiased on theim
L =1 step$ to within the 2x 101 relative uncertainty of the
A,(X)=2 X(Xp) A(X), (15 comparison. More recently, it was shown tiatfor a weak
=1 link of the high T, ceramic superconductor YBau0;_ s
and the mean molar mass is was ef-;qual toK; for a weak link of Nb to within the 5
B X 10" ° relative uncertainty of the experimeriTarbeyev
MX)=A(X) My, (16 otal, 1999,
An example relevant to Sec. 3.8 is the mean molar mass The theory of the JE predicts, and the experimentally ob-
M (Ag) of the silver atoms of a given sample containing theserved universality oK is consistent with the prediction,
two naturally occurring isotope¥’Ag and 1%Ag. In this  that
caseM (Ag)=A.(Ag) M, where

2e
Ar(Ag) — X(107Ag) Al 107Ag) + X(109Ag) Ar( 109Ag), (17) K‘]:F ~483598 GHz/V, (19

and x(“Ag)=n("Ag)/n(Ag) is the amount-of-substance \heree is the elementary charge aidis the Planck con-
fraction of the silver isotope of nucleon numkenass num-  stant (Clarke, 1970; Langenberg and Schrieffer, 1971;

and

ben A. Hartle, Scalapino, and Sugar, 1971; Likharev, 19&bme
arguments given for the exactness of EtP) are based on
2.4. Josephson Effect and Josephson Constant the quite general theoretical grounds of flux conservation
K5, and Quantum Hall Effect and von (Bloch, 1968; Bloch, 1970; Fulton, 19¥.3
Klitzing Constant Ry In keeping with the experimental and theoretical evidence,

we assume for the purpose of the 1998 adjustment, as was
This section briefly reviews two truly remarkable quantumassumed for the 1969, 1973, and 1986 adjustmiets Sec.
phenomena of condensed-matter physics known as the J@-1) that any correction to E419) is negligible compared to
sephson effectJE) and quantum Hall effediQHE), as they  the standard uncertainty of measurements invohkng At
relate to the fundamental physical constants. present this uncertainty is larger thax 40 8K, and it is
likely to be larger than X 10 °K for the foreseeable fu-
ture.

It is now well known that the ac and dc Josephson effects
are characteristic of weakly coupled superconductors, for ex- 2.4.2. Quantum Hall Effect
ample, a superconductor—insulator—supercondu¢&®iS
tunnel junction, or a superconductor—normal metal— It is also now well known that the integral and fractional
superconductofSNS weak link[see, for example, the book quantum Hall effects are characteristic of a two-dimensional

2.4.1. Josephson Effect
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electron gas(or 2DEG [see, for example, the book by the 1x 10 ° relative uncertainty of the measuremefifl®ests
Prange and Girvir{1990]. In practice, a 2DEG may be re- of the universality ofRx have also been carried out by other
alized in a high-mobility semiconductor device such as aresearchers; see for example Refs. 28—34 of Taylor and Witt
GaAs—AlGa, _,As heterostructure or a silicon-metal-oxide- (1989 and also Delahaye, Satrapinsky and W(it989;
semiconductor field-effect transistdMOSFET), of usual Piquemal et al. (1991); Delahaye and Bournaudl199J);
Hall-bar geometry, when the applied magnetic flux derBity Hartlandet al. (1991).]

is of order 10 T and the device is cooled to a temperature of The theory of the QHE predicts, and the experimentally
order 1 K. Under these conditions, the 2DEG is fully quan-observed universality dRy is consistent with the prediction,
tized and for a fixed currenrt through the device, there are that

regions in the curve o) vs. B for a heterostructure, or of

Uy vs. gate voltagé) ; for a MOSFET, where the Hall volt- R :E _ M_OC%25 8130 21)
ageUy remains constant & or Uy is varied. These regions K7e2  2a ’

of constantUy are called quantized Hall resistant@HR) ) ] .
plateaus. where as usuat is the fine-structure constant. There is a vast

In the limit of zero dissipation in the direction of current literature on the QHEsee for example the bibliography
flow, the QHR of the th plateatRy(i), which is the quotient COMPiled by Van Degrift, Cage, and Girvia991) of impor-

of the Hall voltage of théth plateauJ (i) and the current, tant papers of the 19804n particular, there have been many
is quantized: publications on the theory behind E(R1) and why it is

believed to be an exact relation, some of which invoke rather
o Up() Rk general principledsee, for example, the books by Prange
Ru()= T (20) and Girvin (1990, Stone(1992, and JanRert al. (1994,
. , ) o the papers for nonspecialists by Yeniii®87 and Watson
wherei is an integer andRy is the von Klitzing constant. (1996, and the popular article by Halperia986].
(The integeri has been interpreted as .the filling factor—the |, analogy with the JE, in keeping with the experimental
number of Landau levels fully occupied and equal to thegng theoretical evidence, we assume for the purpose of the
number of electrons per flux quantum threading the sampléyggg adjustment, as was assumed for the 1986 adjustment,
We confine our discussion to the integral QHE because, tg,a¢ any correction to Eq21) is negligible compared to the
date, no experimental work on the fractional QHE is relevantigndard uncertainty of experiments involviRg. Currently
to the fundamental constantst follows from Eq. (20) that  ihis uncertainty is larger than210 8 Ry, and it is likely to
the von Klitzing constanR is equal to the QHR of theth e |arger than %1079 Ry for the foreseeable future. Since
plateau times the plateau number, and hence is equal to the' andc are exact constants in the SI, this assumption and
resistance of the first plateau. “Eq. (21) imply that a measurement & in the unitQ with

As with the Josephson effect, a significant body of experi- given relative standard uncertainty provides a valuer of
mental evidence has accumulated since the discovery of thgjih the same relative standard uncertainty.

QHE nearly 20 years agon Klitzing, Dorda and Pepper, |t s of interest to note thaRy, «, and the characteristic

1980 that clearly demonstrates thRi as defined by Eq. impedance of vacuunZy= o/ €o= poC~377Q are re-
(20) is a constant of nature. To measure this constant acClzted by

rately, certain experimental criteria must be met. These cri-

teria are given in technical guidelines developed by the Zo=2aR. (22)
CIPM’s Consultative Committee for Electricity and Magne-

tism (CCEM, ComiteConsultatif d’'Hectricite et Magnetism 2.5. Conventional Josephson Constant ~ K;_gg,

formerly Comite Consultatif d’Electriciteor CCE) and pub- Conventional von Klitzing Constant Ry _qq,

lished by Delahay€1989. Although the universality oRy and Conventional Electric Units

has not yet been demonstrated to a level of uncertainty ap- )

proaching that for the Josephson constépt for dc currents It has long been recognized that the Josephson and quan-

in the range 1QuA to 50 p.A and for ohmic contacts to the UM Hall effects can be used to realize accurate and repro-
2DEG with resistances: 1), Jeckelmann, Jeanneret and In- ducible representations of ttgl) volt and(SI) ohm (Taylor

glis (1997 have showrRy to be independent of device type, et al, 1967; von Klitzinget al, 1980. In order to achieve
device material, and plateau number within their experimenintérnational uniformity in measurements of voltage and re-
tal relative uncertainty of about 3610° . In particular, sistance, on 1 January 1990 the CIPM introduced new rep-
these experimenters showed that the anomalous vallRs of resentations of the volt and the ohm for worldwide use based
observed for certain Si MOSFETS are very likely due to theon these effects and conventiottiee., adoptegivalues of the
resistances of the voltage contacts on the devices, and thé@Sephson constak and von Klitzing constan®y (Quinn,

the universal value oRy is found if all the criteria of the 1989. These assigned exact values, denoted respectively by
CCEM technical guidelines are met. In addition, Jeannerefs-eo andRy_go, are

et al. (19995 have shown that for a s_pecially prep_ared set of K_go=483597.9 GHz/V (233
GaAs/AlGaAs heterostructures of widths that varied from 10
pm to 1 mm,Rg was independent of device width to within Rk _90=25812.807). (23b
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They were derived by the CCEM of the CIPM from an Other conventional electric units follow directly frokfy,
analysis of all the relevant data available by 15 June 198&nd Q4,. Examples are the conventional units of electric
(Taylor and Witt, 1989 These data included measurementscurrent and power\gy=Vgo/ Qg0 andWgo=V3/Qq9, which

of Kjand Ry as well as other fundamental constants. Theare related to the Sl units A and W by

goal was to select conventional values of the Josephson and

von Klitzing constantgwithin certain constrainjsthat were QOZMA (269
as close to their Sl values as possible so that the new volt and KRk
ohm representations would closely approximate the volt and K2 R
3-90Rk-90
the ohm. i m— (26b)
For the purpose of the 1998 adjustment, we interpret the K3Rk
CIPM'’s adoption ofK;_go andRy gp as establishing conven-  gqation (26b) is noteworthy, because if one assumes
tional, practical units of voltage and resistantg andQoy  —2¢/h and Re=h/e?, then
defined by ’ ,
Wgo K3 goRk-90
K,=483597.9 GHN/ ¢, (243 wW-_ a n (27)
Rx=25812.80%2q. (24D SinceK; g9 andRk_go have no uncertainty, an experimental

determination of the unit rati?Vg/W with a given uncer-
tainty determines the Planck constémtvith the same rela-
tive uncertainty. This is the basis of the watt-balance mea-
surements of discussed in Sec. 3.7.

(Note thatVyy and Qg are printed in italic type in recogni-
tion of the fact that they are physical quantitjeshe con-
ventional unitsVgg andQqq are related to the Sl units V and

by It is evident that for a voltag¥,
Ky-90 U U K
Vgo=——V (253 _ 2y 2 R0
90 KJ U= V90 90 V90 KJ V. (28)
Rk That is, the numerical value &f whenU is expressed in the
Qe RngoQ* 25D gjunitv, is equal to the numerical value bf whenU is

expressed in the conventional uigy multiplied by the ratio
which follow from Eqs.(23) and (24). K;_g0/K;. Similar expressions apply to other electric quan-
The conventional unit¥q and(2g, are readily realized in  tities; those of interest here are resistaRecurrentl, and
the laboratory: Mg is the voltage across the terminals of an powerP. To summarize,

array of a large number of Josephson devices in series when K
the product of the total number of stepsf the array and the U 90y,

. : C o =y (293
frequencyf of the applied microwave radiation is exactly Voo Kj
483597.9 GHz[see Eq. (18], and 1Qg, is exactly R R
i/25812.807 times the resistance of thie QHR platealsee R=— — & (29b)
Eq. (20)]. Qg9 Rk g0
In practice,Vqo can be realized at éh1l V level with a I Ki g0Rk_90
relative standard uncertainty of less thar 10~ %; and Qg = KR, (299
can be realized at the @ level with a relative standard %0 T
uncertainty that approaches<10 °. Such a small uncer- P K?—QORK—QO
tainty for Vg, is possible because of the development, begin- P= W_go T (290
JIK

ning in the mid-1980s, of series arrays consisting of some
20 000 Josephson tunnel junctions on a single chip capable Throughout the 1998 adjustment we attempt to express all
of generating well in excess of 10 Ysee, for example, electric-unit-dependent quantities in terms of conventional
Hamilton, Burroughs, and Bend997; Popel (1992]. The  electric units. However, in some experiments carried out
above uncertainties fdrqy andQq, have been demonstrated, prior to 1990, an alternative value &; was adopted to

for example, through comparisons carried out by the Interdefine the laboratory unit of voltagé 5z . We denote such
national Bureau of Weights and Measur@&PM, Bureau values byK;_ ,g and apply appropriate factors to convert to
International des Poids et Mesudesf the Josephson effect K;_goo. Further, prior to 1990, no laboratory unit of resis-
voltage standards and the quantum Hall effect resistancgnce was based on the conventional valueRgf but in
standards of the national metrology institutes of variousmost cases of interest the laboratory unit of resistance was
countries with BIPM transportable versions of such stan-<alibrated using the quantum Hall effect. That By is
dards[for JE voltage standards see for example Reymanknown in terms ofQQ, 55 at the time of the experiment. On

et al.(1998; Quinn(1996; Witt (1995; Quinn(1994); Rey-  the other hand, if a laboratory’s practical units of voltage and
mann and Wit(1993; and for QHE resistance standards seeresistance were based on artifact voltage and resistance stan-
Delahayeet al. (1997); Delahayeet al. (1996; Delahaye dards such as standard cells and standard resistors with no
et al. (1995]. connection to the Josephson or quantum Hall effects, then
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we have, for example, in analogy with E¢29a, U sense, of the adjusted constants. Thus the focus of this Re-
=(U/Vag) (Vg V) V, where in general the rativ g /V view of Data section is the identification and discussion of
is not well known. the input data and observational equations of interest for the
1998 adjustment. Although not all observational equations
that we use are explicitly given in the text, all are summa-
rized in Tables 17.A.2 and 19.A.2 of Sec. 4.3.

The acceleration of free fall, or acceleration due to gravity
g, is of course not really a fundamental physical constant: its 3.1. Relative Atomic Masses
fractional variation with height near the Earth’s surface is ) , )
—3x 107 /m, its fractional variation from equator to pole is _ W€ consider here the relative atomic masg) (see

about 0.5%, and it can have significant fractional variations>€¢- 2-3+ of @ number of particles and atoms that are of
over a day at a fixed location, for example, of order o interest for the 1998 adjustment. In this work, the relative

x 1077 at 40° latitude, due mostly to the varying influences&0Mic masses of the electréq(e), neutronA,(n), proton

of the moon and sun. For reference purposes, a conventionar(P): deuterggnAr(d), helion A(h) (the helion h is the
value called “standard acceleration of gravity” given by nucleus_ of the'He ator_r), and alpha particlé(«) are in-
cluded in the set of adjusted constants. The relevant data are

2.6. Acceleration of Free Fall g

Un=9.806 65 m/3 (300 summarized in Tables 2 to 5, and are discussed in the fol-
has been adopted internationaliPM, 1998. lowing sections.
A number of experiments relevant to the 1998 adjustment, 3.1.1. Atomic Mass Evaluation: 1995 Update

for example the measurement IoﬁRK using a watt balance

(see Sec. 3)7 require the determination of a force based on A self-consistent set of values of the relative atomic
the weight of a standard of mass and hence the valgeatf ~Masses of the neutron and neutral atoms has been periodi-
the site of the measurement. Fortunately, significant adcally generated for use by the scientific community for many
vances in the development of highly accurate, portable, angears. The values listed in Table 2 are taken from the 1995
commercially available absolute gravimeters have beedPdate of the 1993 atomic mass evaluation of Audi and
made in recent yearsee, for example, Niebauest al. Wapstra(1993. The update, also due to Audi and Wapstra,
(1995 and Sasagawat al. (1995]. Such instruments allow is available in printed form(Audi and Wapstra, 1995

g to be determined at a given site with a sufficiently smalland a more extensive electronic version is available at
uncertainty that lack of knowledge of is not a significant WWw-csnsm.in2p3.frlamdc/amden.html, the Web site of
contributor to the uncertainty of any experiment of interest inthe Atomic Mass Data CenteéAMDC), Centre de Spectrom-
the adjustment. Indeed, the two most recent internationdftrie Nucleaire et de Spectrortige de Mass¢CSNSM, Or-
comparisons of absolute gravimeters, carried out in 1994ay, France.

(ICAG94) and in 1997ICAG97) at the BIPM and organized The 1995 update and the 1993 full evaluation are the most
by Working Group 6 of the International Gravity Commis- recent Compilations available. The latter repIaCEd the 1983
sion, show thag can be determined with modern absolute full evaluation (Wapstra and Audi, 1985 the results of
gravimeters with a relative standard uncertainty of the ordelhich were used in the 1986 adjustment, and the next full
of 4x107° (Marson et al, 1995; Robertsson, 1989Al- evaluation is scheduled for completion in 2008udi and
though this uncertainty is negligible compared to the apWapstra, 1999 Many of the values given in the 1995 update
proximate 9< 10”8 relative standard uncertainty of the most that are of greatest interest to the 1998 adjustment are
accurate experiment that requires knowledgeyphamely, ~ strongly influenced by the highly accurate mass ratio mea-
the most recent measurementKﬁRK (see Sec. 3.7)2the  surements made by both the MIT and the University of
uncertainty ofg may no longer be negligible if such experi- Washington groups using single ions stored in a Penning trap

ments achieve their anticipated level of uncertainty. (DiFilippo et al, 1995a; DiFilippoet al, 1995b; DiFilippo
etal, 1994; Van Dyck, 1995; Van Dyck, Farnham, and

Schwingberg, 1995; Van Dyck, Farnham, and Schwingberg,
1993a; Van Dyck, Farnham, and Schwingberg, 1993b

The relative atomic mass of the neutrén(n) and its

This portion of the paper reviews the experimental datg o oyment in the 1998 adjustment are discussed in Sec.
relevant to the 1998 adjustment of the values of the constan 3c

and in some cases the associated theory required for their
interpretation. As summarized in Appendix E, in a least-
squares analysis of the fundamental constants the numerical
data, both experimental and theoretical, also cadleserva- To calculate the relative atomic masses of various nuclei
tional dataor input datg are expressed as functions of a setfrom the data of Table 2, and to calculatg(e) from the

of independent variables calledljusted constant¥he func-  measured ratio ®,/m(2C*) (see Sec. 3.1.3.@nd A(p)
tions that relate the input data to the adjusted constants afeom the measured ratim(lzc‘”)/4mp (see Sec. 3.1.3)b
called observational equationsnd the least-squares proce- requires the ionization energi&s given in Table 3. In that
dure provides best estimated values, in the least-squaré¢able, the value quoted for each atom or ion is the energy

3. Review of Data

3.1.2. Binding Energies

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



1728

P.J. MOHR AND B. N. TAYLOR

TasLE 2. Values of the relative atomic masses of various neutral atoms, a$asLe 4. Input value of the mass ration§/m(*2C®") and the value of
given in the 1995 update to the 1993 atomic mass evaluation.

Relative atomic

Relative standard

A(e) it implies; values ofA,(p), A/(d), A(h), andA,(«) that may be
inferred from the relative atomic masses of the corresponding neutral atoms
as given in Table 2; and input value of the mass rat(<5520‘”)/4mrJ and the

Atom massA,(X) uncertaintyu, value of A,(p) it implies.
H 1.007 825 032 14(35) 3.5x107%° Relative standard
°H 2.014 101 777 99(36) 1.8x107% Quantity Value uncertaintyu
*He 3.016 029 309 70(86) 2.8x10° %0 !
“He 4.002 603 2497(10) 2.5x1071° 6me/m(**C®") 0.000 274 365 185 898) 2.1x10°°
2g; 27.976 926 5327(20) 7.0x10° Al(e) 0.000 548 579 91112 2.1x10°°
EZS@ 28.976 494 719(30) 1.0x 10:: ALp) 1.007 276 466 835) 3.5x10°1°
Si 29.973 770 218(45) 1.5x10 Al(d) 2.013 553 212 636) 1.8x10°1°
2:Ar 35.967 546 28(27) 7.6x 10-: Al(h) 3.014 932 234 686) 2.8x10° 12
Ar 37.962 732 16(53 1.4x10° Afa 4.001 506 174{L0) 2.5x10"
“0Ar 39.962 383 12(32(240) 7.6x10 1 e
17 . ' -, m(*2C**)/4m,, 2.977 783715 2012 1.4x10°%°
Ag 106.905 0930(60) 5.6x10° ALD) 1.007 276 466 89.4) 14x10°10
109g 108.904 7555(34) 3.1x10°8

. Hwe 1998 recommended value for the factor that relates wave
required to remove one electron from the ground state an " . .
numbers in m* to the equivalent energy in eV. The last

leave the atom or ion in the ground state of the next higher. . . -
L2 . S column of the table gives the ratio of the binding energy to
charge state. The total ionization energies, or binding ener;

. L LT . the energy equivalent of the atomic mass constant obtained
gies E, (the sum of the individual ionization energie®f ;
34 1 . using the 1998 recommended value for the factor that relates
He, “He, and*?C are also given.

In Table 3, the wave numbers for the binding energies forvvave numbers in M to the equivalent mass in u. The un-

'H and?H are obtained from the 1998 recommended value cgrtamhgs qf these two conversion factors are negllg!ble n
) : This application(see Table 30 for their valugsNo uncertain-
of the relevant constants and the analysis of Appendix A. FO{ies are aiven for the binding eneraies in Table 3. because
“He 1 we use the wave number given by Drake and Martin 9 : 9 9 e
they are inconsequential compared to the uncertainties of the

(1998, and for the®He | and “He I difference, we use the ” ) ) . :
value recommended by Martid998. The other wave num- quantities with which the binding energies are used. Indeed,
y ' binding energies represent sufficiently small corrections that

bers are those given by Kgl[)l987). However,. since Kelly's the number of significant digits shown in the last column of
values for hydrogenic helium and hydrogenic carbon are th«tnhe table is more than needed

same as the values calculated by Erick$b®77 who used
the 1973 CODATA value oR,, (Cohen and Taylor, 1973
for completeness we rescale these values by the ratio of the
1998 to the 1973 recommended valuesRof. For informa- We give in Table 4 the measured value of the mass ratio

tion, we also give the binding energies in eV, obtained usingbme/m(lzcm) and the value of the relative atomic mass of
the electronA,(e) that it implies. These are followed by the
values of the relative atomic massk&$p), A,(d), A(h), and
A.() inferred from the data in Tables 2 and 3. The last two

3.1.3. Relative Atomic Masses of e, n, p, d, h, and  « Particle

TasLE 3. Ground-state ionization energies fét and?H, and for neutral
and ionized®He, “He, and'’C, whereE represents, or E, as appropriate

(see text entries are the measured value of the mass ratio
— m(*2C*")/4m, and the value ofA(p) it implies. Each in-
lonization energy p = T oo .
ferred value is indented for clarity and is given for compari-
Atom/ion (10'm™) (ev) 10°E/m,c? son purposes only; in practice, it is the data from which they
iy 1.096 787 717 13.5084 14.5985 are obtained that are used as the input data in the 1998 ad-
2 1.097 086 146 13.6021 14.6025 justment(as noted above, the relative atomic masses of p, d,
*He 1.983 002 24.5861 26.3942
:He It 4.388 892 54.4153 58.4173 TaBLE 5. The variances, covariances, and correlation coefficients of the
He Total 6.371894 79.0014 84.8115 values of the relative atomic masses of hydrogen, deuterium, and the helium
4He 1.983 107 245874 26.3956 three atonfthe covariances involving,(*He) are negligiblé The numbers
4He 4.389 089 54.4178 58.4199 in boldface above the main diagonal aré®lfimes the numerical values of
4He Total 6.372 195 79.0051 84.8155 the covariances; the numbers in boldface on the main diagonal dfe 10
12c times the numerical values of the variances; and the numbers in italics
12e ! 2322 22‘71 ;igggg ;22322 below the main diagonal are the correlation coefficients.
1l . . .

Com 3.862410 47.8878 51.4096 A(H) A(2H) A(3He)
2cw 5.201 784 64.4939 69.2370
2cv 31.623 950 392.087 420.923 Ar(lH) 0.1234 0.0402 0.0027
2cv 39.520614 489.993 526.029 A/(?H) 0.3141 0.1328 0.0088
12C Total 83.083610 1030.105 1105.864 A,(°He) 0.0089 0.0281 0.7330
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h, anda are adjusted constantsThese data are, in addition 6m 6A(6)
to 6me/m(*2C%") andm(*%C**)/4m,, the values ofA(*H), = — - (39
A/(?H), A/(®He), A(*He) given in Table 2, and their rel- m(*’C°")  12-6A(e)+Ey(**C)/m.c

evant covariances given in Table 5. The following sectiongqere, the symbot= is used, because in general an observa-
discuss in some detail Tables 4 and 5 and our treatment Qfynal equation does not express an equakige Sec. 4)3

Al(n). _ _ Although the quantity
a. Electron.Using a Penning trap mass spectrometer,

Farnham, Van Dyck, and Schwinbe@995 at the Univer- , 2R:hc
sity of Washington measured the ratio of the cyclotron fre- m,C™= a2A,(€)
quency of a fully ionized carbon 12 atonf (*2C®") '
=6eB/2mrm(*°C®") to the cyclotron frequency of an elec- in Eq.(34) is a function of adjusted constarexceptingc),
tron f (e)=eB/2mm, in the same magnetic flux densiB;. we take the ratid(*?C)/m,c? to be an exact fixed number,
The value of the ratio they report, which is based on thébecause in this context its uncertainty is negligible and Eqg.
simple mean of six values obtained in separate runs, is  (34) does not have a significant influence on its value. There
are, however, cases in which the dependenaa,of on the

(35

f(12C8T) _ 6m,  6A(e) adjusted constants must be taken into account.
f®  m2cs) A2 Using the vallue of ﬁwze/m(12Q6+) given in Eq.(31) and
the value ofE,(*2C)/m,c? given in Table 3, we obtain from
=0.000274365185888) [2.1x10 °]. Eq. (33
(31) A(e)=0.00054857991112) [2.1x10 °]. (36)

Although adequate resolution was achieved for the determi- Unfortunately, there is no other direct measurement of
nation of f(**C®") using single ions, most of the electron A (e) with which this result may be compared. However,
cyclotron frequency data were taken using small clouds congsing it and the 1998 recommended valueAefp), which
sisting of 5 to 13 electrons in order to achieve the necessanyas a significantly smaller uncertainty, we can obtain a value
resolution. Because of the instability of the magnetic fluxpf the mass ratian,/m, and compare it to other measured
densityB, it was necessary to acquire data over a time periogalues of this ratio. The result fon,/m, based on Eq(36) is
sufficiently long to determine the fractional drift rate Bf

which was about X10 °h™%, and to average out short- Mo _ 1 836.152 667(B9) [2.1x10°9] 37)
term fluctuations that on occasion were observed to be as Mg ' ' '

79 _
dluency ratio resuling fom one of the S runs was obtained 1S 12 De compared tor,/m—1 836,152 701(3712.0
q y 9 10" 8], which was obtained from similar Penning trap cy-

i 126+ i
bylﬁ(:gne Fl)rag)'? gri(:n lecl(:;hi)i;a;? (\glg]g; %\?ééfi(ezit:;fﬁ d clotron frequency measurements on single electrons and pro-
P ' 9 tons at the University of Washington by Van Dyek al.

took into account a number of systematic effects, includin ; I .
. ) 19864, and which was used as an auxiliary constant in the
the influence of the number of electrons in the cloud an

L . . . 986 adjustment. The two values are in agreement, differing
magnetic-field gradients. The net fractional correction for ) -
: . by less than the standard uncertainty of their difference.
such effects that had to be applied to the simple mean of the "
. 9 - . The two less accurate values,/m.=1 836.152 680(88)
six values was-1.6x 10" °. The statistical relative standard _ .
uncertainty of the mean was found to be 220 ° (Type andmp/me=1 836.152 68(10) also agree with Hg.). The
y yp first was obtained by Gabrielsat al. (1990h as a result of

A), while the relative standard uncertainty due to all system- : .
atic effects was 1.810°° (Type B). experiments at CERNEuropean Laboratory for Particle

The relation ofA/(€) to the ratio 61,/m(:2C%*) follows Physics, Geneva, Switzerlantb determine the antiproton—

: roton mass ratio from cyclotron frequency measurements in
from the expression for the masg X) of a neutral atom X P . y req y
: ; . i a Penning trap of a radically different geometry than that
in terms of its constituents:

used in the University of Washington experiments. The sec-
m(X)c2=m(N)c2+Zme2— Ey(X), (32 ond was obtained by de Beauvat al. (1997 from their
analysis of earlier absolute frequency measurements of the
wherem(N) is the mass of the nucleus of the atafhis its ~ 2S-8S/D transitions in hydrogen and deuterium carried out
atomic number, and, is the total binding energy of itd  for the determination of the Rydberg constésee Sec. 3)2
electrons. This relation together with E@1) and the defi- Because the relative standard uncertainty of the Farnham
nition A(*2C)=12 yields et al. (1995 value of A,(e) is about one-tenth of the uncer-
tainty of the value ofA,(e) that could be derived from the
Ep(*?C) m(*%C®") Van Dycket al. (19863 result form,/m,, and because both
2 || 6m, experiments were carried out in the same laboratory using
similar techniques, we view the 1995 result as superseding
or the following observational equation for the value of thethe 1986 result. Therefore the earlier value is not included as
ratio given in Eq.(31): an input datum in the 1998 adjustment.

-1
12+

. (33

1
Ar(e):g mc
u
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b. Proton, deuteron, helion, and particle. Values of the  whereEy(12C*")/m,c? is the relative atomic mass equivalent
relative atomic masse&,(p), A,(d), A(h), andA,(«) may of the binding energy of &C*" atom and from Table 3 is
be calculated by dividing Eq32) by m,c? and solving for equal to 946.952 10~ °. Using this result and the value of

the relative atomic mass of the nuclengN)/m,=A,(N). Ep(*?C)/m,c? also from Table 3, the 1998 recommended
The observational equation for the relative atomic mass of &alue of A,(e), the uncertainty of which is negligible in this
neutral atom X in terms oA\ (N) andA,(e) is thus context, and the value (111(12C“+)/4mp given in Eg.(39),
we find from Eq.(40)
En(X)

A(X)=A(N)+ZA(e) — (38) A(p)=1.0072764668d4) [1.4x10 ). (41

This inferred value, which is the last entry of Table 4, agrees
Evaluation of this expression with the relative atomic massegith the inferred value of\,(p) also given in that table and
of the atoms'H, ?H, *He, and“He in Table 2, the 1998 \hich was obtained fronA(*H). However, the value of
recommended value of(e), and the ratios,/m,c® in A (p) implied bym(*’C**)/4m, has an uncertainty 0.4 times
Table 3 yields the inferred values in Table 4. In this appli-that of the value implied byA(*H). Although the 1995
cation, the uncertainty oA(e) is negligible. value of A(*H) of Audi and Wapstra is based in part on
Because the values oA('H), A(*H), A(°He), and earlier University of Washington mass ratio measurements,
A/(*He) of Audi and Wapstrg1995 are the results of a we take both the 1995 value @,(*H) and the value of
least-squares calculation, they are correlated. Table 5 givef(*2C**)/4m, as input data in the 1998 adjustment. This is
their non-negligible covariances and, for information, thejustified by the fact that the new result was obtained from a
corresponding correlation coefficier{tsee Appendix F, Eq. significantly modified and improved apparatus.
(F12], all based on the covariances given by Audi and Wap- ¢. Neutron. The relative atomic mass of the neutrag(n)
stra in the electronic version of their 1995 update. is one of the results of the least-squares adjustment carried
Recently, the University of Washington group has signifi-out by Audi and Wapstra to obtain their 1995 recommended
cantly improved its Penning trap mass spectrometer by revalues of relative atomic masses. They give
placing the existing magnet—cryostat system by a specially _ 5
designed system that reduces fluctuations of the applied A(n)=1.00866492322) [2.2<10°"]. (42)
magnetic flux density to about 2<10 B h~! (Van Dyck  The input datum that most affects the adjusted value of
et al, 1999h. Such fluctuations were a major contributor to A(n), in the sense that its uncertainty makes the largest
the uncertainties of the group’s earlier mass ratio measuresontribution to the uncertainty oA(n), is the binding en-
ments[see Van Dyck(1999, Van Dycket al. (1995, and  ergy of the neutron in the deuter@y(d). This binding en-
the above discussion of the measurementf8n(**C®")  ergy is determined by measuring the 2.2 MeV captyray
by Farnhanet al. (1995]. Using the new spectrometer, Van emitted in the reaction-Ap—d++. The value ofS,(d) em-
Dyck et al. (19993 have determined the ratio of the cyclo- ployed by Audi and Wapstra in their adjustment is the result
tron frequency of a protoi.(p) to that of a four-times ion- obtained by Wapstrg1990, who calculated the weighted
ized carbon 12 atomi(*2C*") in the same flux density and mean of four different measured valu@reeneet al., 1986;

P
u«C

obtained(Van Dyck, 1999 Adam, Hnatowicz, and Kugler, 1983; Van Der Leun and
Alderliesten, 1982; Vylovet al, 1982. The analysis of

f(p) _ m(**C*") _ A(CH) Wapstra took into account the known error in all four results
f(12C*) 4m, 4A(p) due to the approximate 1810 ° fractional error in the
measurement of thi220 lattice spacing of silicorisee Sec.
=2.9777837152(42) [1.4x10 1. 3.9.1). Of these four values, that of Greeatal. (1986 car-

(39) ried the dominant weight and thus played a major role in the
determination of the 1995 value éf(n) given in Eq.(42).

In this first significant mass-ratio measurement with the new The relation between the neutron mass and the binding
spectrometer, Van Dyckt al. (19993 carefully investigated energyS,(d) is

a number of systematic effects and assigned a component of - ) 5
relative standard uncertaintfype B) to the frequency ratio MC™=mgC”—myc”+ Sy(d), (43)
in the range & 10 ! to 8x 10 ! for each effect. The two which is equivalent to

largest components arex@.0 ** for a residual temperature

and/or pressure effect and<70~** for the influence of the A(n)=A,(d)—A(p)+ idz) (44)
applied axial drive power. The statistical relative standard uC

uncertainty(Type A) is given as 510 1%, or

'I;Qe observational equation for the measured ratio
n L )
m(*2C* )/4m, is, in analogy with Eq(34), A = A(PH)— A (TH)+ Sn(dz) 45
m(*2C*) 12— 4A(e)+[Ey(*2C) — EL(Y2CH)]/myc? myC
4m, 4A.(p) ' if one neglects the inconsequential difference in binding en-

(40 ergy of the electron in hydrogen and deuterium.
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The Greeneet al. (1986 result for the wavelength of the brated once at the time of the 1995 runs and three times at
critical 2.2 MeV capturey ray was obtained at the GAMS4 the time of the 1998 runs. The final result given in E4f)
crystal diffraction facility at the high-flux reactor of the In- is the weighted mean of the two values obtained in the two
stitut Max von Laue-Paul LangeviiiLL ), Grenoble, France, campaigns, and its relative standard uncertainty includes
using a flat crystal spectrometer in a National Institute ofType B components from systematic effects that total 1.1
Standards and TechnologMIST, formerly the National Bu- X107,
reau of Standards, NBSGaithersburg, Md, and ILL col- Based on the Bragg relation, the measured wavelength of
laboration. In the following 10 years, a number of improve-the emitted gamma rayeasiS given by
ments were incorporated into the GAMS4 facility including
a vibration-isolation platform for the crystal spectrometer, Ameas™ 2d220("—'—)(1_
improved angle interferometers, a permanently installed
angle calibration facility, advanceg-ray detection instru- In Eq. (47), d,,ILL) is the{220} lattice spacing of the 2.5
mentation, and temperature stabilization of the spectrometemm thick silicon crystals of the ILL GAMS4 spectrometer at
Motivated by the fact that these improvements might have22.5°C in vacuum. Further, in Eq(47), the volume-
significantly reduced or eliminated errors that were possiblycompressibility-related term in parentheses, with elastic con-
present in the Greeret al. (1986 determination, in a second stantsc,;=165.7 GPa and;,=63.9 GPaMcSkimin, 1953,
NIST-ILL collaboration, Kessleet al. (19994 remeasured accounts for the fact that the crystals were actually in air at
the wavelength of the 2.2 MeY¥ ray. Their result, obtained p~100kPa and the lattice spacing variables we use in the
in two separate measurement campaigfsbruary—March adjustment apply to Si crystals at the reference temperature
1995 and March 1998has an uncertainty that is nearly one- 22.5 °C in vacuungsee Sec. 3)9Since the effect of pressure
sixth of the 1x 10”8 relative standard uncertainty of the ear- on the lattice spacing is small and the elastic constants are
lier result. However, the new result is smaller than the earlierelatively well known, this factor introduces no uncertainty.
result by the fractional amount 42106, Although the rea-  The input datum determined in this measurement is therefore
son for the discrepancy between the two values is not fully
understood, the NIST-ILL researchers put forward plausible —~=_—0 002904 3024@&0) [1.7X10 ]. (48)
reasons why the earlier result might be in error. In view of dzzdILL)
the many GAMS4 improvements and the agreement between In the NIST-ILL experiment, the protons are in hydrogen
the results obtained in two measurement campaigns 3 yeassoms of a plastic target and the incident neutrons have neg-
apart and from three different crystal configurations, the refigible kinetic energy, hence it may be assumed that the ini-
searchers believe that the new result is significantly moreial state is one of a proton and neutron at rest. The final state
reliable, and it is the only one we considEfhe uncertain- consists of a photon and a recoiling deuteron. The relativistic
ties of the other values used by Wapstt890 in his analy-  kinematics of this reaction gives
sis are so large compared to the uncertainty of the new result
that those values are no longer competitive. Note that the C)‘meaS:
work of Ratger, Paul, and Keysef1997 is not relevant, h (mp+ mp)z_mg7

:’heecif“gs JngCSO'?IS?L :g“;o&’ e"’\‘? rg‘g;‘:‘e”dem calibration of . h with the aid of Eq(35), yields the following obser-

The new measurements were carried out with the ”_Lvational equation for the input datum given in E48):

GAI\/!S4 two-axis flat s;'ilicoin crystal spectrometer in trans- Ameas @A, (&) A(n) +A(p)
mission at 26 °C and in air at a pressye-100 kPa. All . “ R PRI
angle measurements were corrected to a crystal temperatured22d!tL)  ReGaadILL) [A((n)+A(p) ]*— A7(d)

of 22'5. ¢ using the accep'ge_d linear the_rmal coefficient O(/vhere doo(ILL) on the right-hand side is also an adjusted
expansion of silicon. Each silicon crystal in the Spectrometer,,\qiant. Note that, although treating the recoil relativisti-

is a 2.5 mm thick plate cut in such a way that #22() ally gives an observational equation that is simpler than its

: . C
Iatltlce planes are perpendicular to the crystal {surface anﬂonrelativistic analog, the nonrelativistic treatment is a good
oriented so that the normal to the crystal planes is normal t?approximation Further, because the valueSgfd) used by
the_ axis of _rotatlon(for a detailed d|scu§5|on of the20 Audi and Wapstra, in their 1995 update has negligible im-
lattice spacing of Si, see Sec. B.dhe final value of thg pact on the determination of their 1995 valuespgf*H) and
relevant first-order Bragg angle from all of the da}ta, taklngAr(zH) (Audi and Wapstra, 1998it is legitimate to use the
into_account all kno_wn_ components of uncertairthoth latter as input data by means of E§8) together with Egs.
Type A and Type B is (in radiang (48) and (50)

Oeac=0.001452 152 225) [1.7x10°7]. (46) As part of their effort to redeterming,(d), Kessleret al.
(19992 compared a presumably representative sample of the

This result is based on 52 Bragg-angle measurements madlel Si crystals to samples of three other Si crystals in order
in February—March 1995 in two separate orders and 89 mede obtain the lattice spacing of the ILL crystal in meters.
surements made in March 1998 in three separate orders. TA#ese three crystals, whose significance is discussed in Sec.
angle interferometer of the GAMS4 spectrometer was cali3.9, are labeled WASO 17, M@, and SH1.(Note that

m) sin ‘gmeas- (47)

My +m,

(49

(50
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throughout this paper, the designation WA®8Qs abbrevi-  surements made over the length of the sample being com-
ated as Wi in equations. The results of the comparisons, pared to the ILL crystal, but due to the limited size of the

which we also take as input data, are sample, this statistical component of uncertainty does not
account for lattice spacing variations among different crys-
daog(ILL) — dpd W17) _8(22)%x10°° (51  tals from the same boule.
dao(ILL) Because there is a total component of uncertainty of 1.6
N x 10”8 common to the uncertainty of the NIST fractional
daaq(ILL) — dap MO™ 4) —86(27)x 10°° (59 differences given above, the covariance of any two of them
daod(ILL) is 258< 10718 [see Appendix F, EqF7)] and leads to cor-
relation coefficients of approximately 0.5.
Aoz ILL) ~ daod SHY =34(22)x10°°. (53) The 1998 recommended value @f(n), which relies
daod(ILL) heavily on the NIST-ILL measurement of the 2.2 MeV cap-
Related results from the Physikalisch—Technische BundesaH—”eV ray, 1S
stalt (PTB), Braunschweig, Germany, are given in Sec. 3.9, A(n)=1.0086649157&5) [5.4x10° 9. (54)

together with additional discussion of lattice spacing com-

parisons. Here we note that the disagreement between NISTomparison of this 1998 value to the 1995 value of Audi and
and PTB lattice comparison results reported by KesslenWapstra given in Eq(42) shows that the uncertainty has
Schweppe, and Deslatt¢$997) has been reduced to a sta- been reduced by a factor of 4.0 and that the new value differs
tistically acceptable level by subsequent work of the NISTfrom the 1995 value by 3.4 times the uncertainty of the latter.
group(Kessleret al., 19991h. This was accomplished by em- This substantial change is apparently due to an error in the
ploying an improved method of surface preparation of theearliery-ray measurement of Greee¢al. (1986.

silicon samples and eliminating temperature measurement
errors. The above results were obtained after these advances
were incorporated into the NIST lattice comparison protocol.

It is important to recognize that crystal designations such
as ILL, WASO 17, M3 4, etc., refer to any one of several
samples from a particular large single-crystal silicon boule, The Rydberg constant is related to other constants by
and in general precision measurements involving a silicon
lattice spacing and lattice spacing comparisons are carried _ ,Mm
out with different samples. Measurements of lattice spacings R.=a 2h °
as a function of position in a boule typically show fractional
variations at the level of X 10~8 or more over its volume, It can be determined to high accuracy by combining the mea-
where the actual variations depend on the level of impuritiesured wavelengths or frequencies corresponding to transi-
in the boule(Kessleret al, 1999b; Windisch and Becker, tions between levels in hydrogenic atoms having different
1990. In general, to account for this variation, we assign aPrincipal quantum numbers with the theoretical expres-
component of relative standard uncertaintyv@fx 10 8 to  sions for the wavelengths or frequencies.
the lattice spacing of each crystal sample, such that the mea- Although the most accurate values Bf. are obtained
sured lattice spacing difference between any two particulaffom measurements on hydrogen and deuterium, for com-
samples from the same boule includes a component of urpleteness we note that similar measurements have also been
certainty of 210 8. Thus the uncertainty of the value of carried out in other hydrogenlike systems. Using Doppler-
Amead d2oo(ILL) given in Eq.(48) contains a component of free two-photon laser spectroscopy, M&asl. (1994 have
relative standard uncertainty @8 108 in addition to the ~measured the frequency of the 1S-2S transition in muonium
components assigned by Kessi¢ml. (1999. For measure- (n" € atom and find
ments involving MG 4 samples, the additional component _
of uncertainty assigned is (&) x 108, because the M4 v1.AMu)=245552900857) MHz  [2.3x10°°].  (56)
crystal contains an unusually large amount of car@dartin - Thjs measurement does not provide a competitive value of
etal, 1999. This uncertainty is consistent with the frac- g 4t present, because its relative standard uncertainty is of
tional difference results obtained at NIST and PTB usingine order of 18 times the uncertainties of measured transi-
different samples of the MG4 crystal. ~ tion frequencies in hydrogen. On the other hand, the value

.The stan(jard uncertainty pf each of t_he above fractiongjy; the muon-electron mass ratim, /m, implied by this
differences includes appropriate uncertainty components faheasurement is closer to being competitive with other val-
sample variation as just discussed, the>a1® 9 standard ues: see Sec. 3.3.9.e.
uncertainty(Type B) of the NIST instrument used to com-  A|so using Doppler-free two-photon spectroscopy, Fee

pare the lattice spacings of different crystals, and the statisst 5], (1993 have measured the 1S—2S transition frequency
tically calculated standard uncertainfyype A) of order 4 iy positronium (e~ atom and find

% 10" ° of each comparisofKessler, 1999 This last uncer-
tainty is the standard deviation of the mean of several mea- v, (P9=1233607216.43.2) MHz [2.6X 10*9]. (57)

3.2. Hydrogenic Transition Frequencies
and the Rydberg Constant R,

(59
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TaBLE 6. Summary of reported values of the Rydberg condianwith a relative standard uncertainty 18<u,< 10 ° and the 1986 CODATA valuéH is
hydrogen and D is deuterium

Atom and Reported value
Authors Laboratory transition R, /m™t 10%,
CODATA 1986 (Cohen and Taylor, 1987 10973 731.53dL3) 12
Birabenet al. (1986 LKB H,D: 25-8D/10D 10973 731.56920) 55
Zhaoet al. (1986 Yale H,D: 2S-3P 10 973 731.5664) 6.5
Zhaoet al. (1987); Zhaoet al. (1989 Yale H,D: 25-4P 10973 731.57@D) 2.6
Beausoleilet al. (1987); Beausoleil(1986 Stanford H: 1S-2S 10973 731.576%) 6.1
Boshieret al. (1987; Boshieret al. (1989 Oxford H,D: 1S-2S 10973 731.57@1) 2.8
Mclintyre et al. (1989 Stanford H: 1S-2S 10973 731.5686) 7.1
Birabenet al. (1989; Garreauet al. (19903;
Garreauet al. (1990h; Garreauet al. (19909 LKB H,D: 2S-8D/10D/12D 10973 731.57(08B) 1.7

8 KB: Laboratoire Kastler-Brossel, Paritaboratoire de Spectroscopie Hertzienne prior to 1994

Because of its large uncertainty compared to the uncertairAndreaeet al. (1992 and that of Nezt al. (1993; the vari-
ties of measured transition frequencies in hydrogen and besus values foR,, from the same laboratory differ because of
cause of the substantially larger uncertainty of the relevandifferences in the theoretical analysis and the auxiliary quan-
theory (Sapirstein and Yennie, 1990this result does not tities used.
provide a competitive value &R., . The measured transition frequencies that we consider as
The 1986 CODATA recommended valueRf , which is  input data in our own analysis for the least-squares adjust-
given in Table 6, was based to a large extent on the 198fnent are given in Table 8. These have been appropriately
value obtained by Amin, Caldwell, and Licht€d981 at adjusted to remove the hyperfine shift by the groups report-
Yale University, suitably corrected for the 1983 redefinitioning the values. Covariances associated with values obtained
of the meter. The experiment was subsequently repeated with the same laboratory are, in general, not reported in the
a number of improvements, yielding the result also given inliterature. However, for the purpose of the 1998 adjustment,
Table 6(Zhaoet al, 1986. The difference between this re- we obtained from the experimental groups the information
sult and the earlier result is not understood. However, a numaeeded to evaluate the covariances, and we include them in
ber of other measurementsRf reported after the 1 January the least-squares calculation. These covariances are given in
1986 closing date for the 1986 adjustment with relative stanthe form of correlation coefficients in Table 14.A.2.
dard uncertainties;, <10 ° agree with the 1986 value of  These data, as well as related data that we do not use, are
Zhao et al. (1986. Such reported values with 18°<u,  reviewed in the following sections, but our discussion is nec-
<10 ° are also listed in Table §Two experiments with essarily brief because of the large number of data and com-
u>10"° reported after the 1986 closing date are not in-plexity of the experiments; the references should be con-
cluded in the tabléHildum et al,, 1986; Barret al,, 1986.] sulted for details. Following this review, we discuss the
Because experiments reported after 1990, which are baselues of the bound-state root-mean-squanes) charge ra-
on optical frequency metrology, have uncertainties at least adius of the proton and deuteron that we consider for use as
order of magnitude smaller than those in Table 6, which arénput data. Such radii enter the theoretical expressions for
based on optical wavelength metrology, we do not considehydrogenic energy levels, as discussed in Appendix A.
the earlier results any further.
More recent measurements Bf, are given in Table 7.
Note that the first six results for the Rydberg constant are The group at the Max Planck Instituf flQuantenoptik
based on two principal measurements of frequencies: that dMPQ) in Garching, Germany and its predecessor at Stanford

3.2.1. MPQ

TasLE 7. Summary of some reported values of the Rydberg conBtamtith a relative standard uncertainty<10~° (H is hydrogen and D is deuteriym

Atom and Reported value
Authors Laboratory transition R, /m™t 102y,

Andreaeet al. (1992 MPQ H: 1S-2S 10973 731.56841R) 38
Nezet al. (1992 LKB H: 25-8S/8D 10973 731.568 B&L) 29
Nezet al. (1993 LKB H: 25-8S/8D 10973 731.568 3#4) 22
Weitz et al. (1994); Schmidt-Kaleret al. (1995 MPQ H: 1S-2S 10973 731.568#4) 28
Weitz et al. (1995 MPQ H: 1S-2S 10973 731.568 @D) 27
Bourzeixet al. (1996a LKB H: 25-8S/8D 10973 731.568 8B) 17
de Beauvoiret al. (1997 LKB/LPTF H,D: 25-8S/8D 10973 731.568 BD) 9

Udemet al. (1997 MPQ H: 1S-2S 10973 731.568 639) 8.3

3MPQ: Max-Planck-Institut fu Quantenoptik, Garching. LKB: Laboratoire Kastler-Brossel, Péréboratoire de Spectroscopie Hertzienne prior to 1994
LPTF: Laboratoire Primaire du Temps et desderences, Paris.
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TaBLE 8. Summary of measured transition frequenciesnsidered in the present work for the determination of the Rydberg comstdht is hydrogen and
D is deuteriun.

Reported value Rel. stand.
Authors Laboratory Frequency intervas) vIkHz uncert.u,
Udemet al. (1997 MPQ vu(1S1,-2S)) 2466 061 413 187.384) 3.4x10° %8
Weitz et al. (1999 MPQ v(2Sy=4S0) — 3 v(1S-2S) 4797 33810) 2.1x10°°
vi(2Sy~4Ds)) — 7 vi(1S1-2S1)) 6 490 14424) 3.7x10°°
vo(2Sy~4S0) — 5 vo(1S1,-2S) 4801 69320) 4.2x107°
5(2Sy~4Ds)) — 7 vp(1Sy-2S,) 6494 84141) 6.3x10°°
Huberet al. (1998 MPQ vp(1S,,-2S5) — vu(1S,,,-2S,)) 670 994 334.64.5) 2.2x10° 1
de Beauvoiret al. (1997 LKB/LPTF vi(2S,,-8S,5) 770649 350 012(B.6) 1.1x10™ 1!
vu(2S,,,~8Ds) 770 649 504 450(8.3) 1.1x10° 1
v1(2S,,—~8Ds)) 770 649 561 584(8.4) 8.3x10° 12
vp(2S,,,-8S,)) 770 859 041 245(B.9) 8.9x10° 12
vp(2S,,—8D5) 770859 195 701(8.3) 8.2x1071?
vp(2S;,,~8Ds),) 770 859 252 849(5.9) 7.7x10 12
Schwobet al. (1999 LKBI/LPTF vu(2Sy,—12Dy)) 799 191 710 472.7(9.4) 1.2x10° ¢
v(28y,-120) 799 191 727 403(7.0) 8.7x10
vp(2S,,~12D;)) 799 409 168 038(8.6) 1.1x10™ 1
vp(2Sy,—-12D5)) 799 409 184 966(8.9) 8.5x1071?
Bourzeixet al. (1996H LKB vu(2Sy-6S0) — 7 vi(1Sy—3S) 4197 60421) 4.9x10°°
v1(2S1~6Ds)) — 3 v (1Sy-3S0) 4699 09910) 2.2x107°
Berkelandet al. (1999 Yale vi(2Sy—4Py) — 3 vi(1Sy—2S00) 4 664 26915) 3.2x10°°
V(2Sy2-4Py) — 7 V(1125 6035 37310) 1.7x10°°
Hagley and Pipkin1994 Harvard vu(2S,—2P;)) 991120012 1.2x10°6
Lundeen and Pipkiri1986 Harvard vi(2Py—2S») 1057 845.09.0 8.5x 1078
Newtonet al. (1979 U. Sussex vu(2P,—=2S,)) 1 057 862(20) 1.9x10°°

MPQ: Max-Planck-Institut fu Quantenoptik, Garching. LKB: Laboratoire Kastler-Brossel, Paris. LPTF: Laboratoire Primaire du Temps etqdesdéas,
Paris.

University have a long history of high-accuracy measureimatch near the 7th harmonic was measured using a phase-
ments of hydrogenic transition frequencies. The MPQ fredocked chain of five frequency dividers. The %40 ‘3rela-
guencies given in Table 8 are the most recent and accurative standard uncertainty is principally statistiqdlype A)
values reported by the group for the indicated transitions andnd arises mainly from the instability of the He—Ne refer-
transition differences. In keeping with the policy stated at theence; the resonant line shape is sufficiently understood that
end of Sec. 1.4, we view the more recent results as supersetiie line center could be determined with a relative uncer-
ing the earlier results. In particular, the 1997 measurement dainty of 1.5< 10”4 if a sufficiently stable optical frequency
the 1S-2S transitioffirst entry of Table 8discussed in the standard were available.
following paragraph and on which the last valueRf in The approximately 5 GHz differences between the fre-
Table 7 is based, supersedes the 1992 measurement of tlgjgencies of the transitions 2,$-4S,,5/4Ds,, and one-fourth
transition on which the other MPQ values Rf, in Table 7  the frequency of the transition 1,$-2S, in hydrogen and
are based. deuterium were determined by direct optical frequency com-
Prominent among the MPQ results is the 4525, tran-  parisons(Weitz et al, 1995. The 1S-2S and 2S-4S/4D
sition frequency with a relative standard uncertainty of 3.4resonances were observed simultaneously in separate 1S and
X 10713 (Udemet al, 1997. This experiment used longitu- 2S atomic beams using two-photon excitation of each tran-
dinal Doppler-free two-photon spectroscopy of a cold atomicsition. The 243 nm radiation used to drive the 1S—-2S two-
beam; the required light at 243 nm was obtained by doublingphoton transition was obtained by doubling the frequency of
the frequency of an ultrastable 486 nm dye laser. Using as am 486 nm stabilized dye laser as in the 1S—2S experiment
intermediate reference a transportable,&khbilized He—Ne described above, and the 972 nm radiation used to drive the
laser at 3.39 um, Udem etal. (1997 compared the 2S-4S/4D two-photon transitions was obtained from a stabi-
1S(F=1)—2S(F=1) resonance frequency to the fre- lized Ti—sapphire laser. The approximately 5 GHz frequency
guency of a cesium atomic clock using a phase-coherent ladifference was determined by measuring the beat frequency
ser frequency chain. The method takes advantage of the nebetween the doubled frequency of the 972 nm radiation and
coincidence of the 1S-2S resonance and the 28th harmonibe 486 nm radiation using a fast photodiode. In order to
of the He—Ne laser frequency. The 2.1 THz frequency misachieve the quoted uncertainty, a number of effects had to be
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investigated and appropriate corrections applied. The lattequency measurements in hydrogen and deuterium with rela-
included corrections fofi) the rather large ac Stark effect in tive standard uncertainties of less thar 10”1, As in the
the 2S-4S/4D transitiongji) second-order Doppler shift case of the MPQ measurements, we view the more recent
based on measurements of the velocity distributions of theesults of the LKB/LPTF group as superseding the earlier
hydrogen and deuterium atoms in the beams; &iiid results of the LKB group. In particular, the 1997 measure-
second-order Zeeman shifffhe ac Stark effect was taken ments of the 2 §,—8S,,/8D5,,/8Ds), transition frequencies in
into account by incorporating it in the theoretical line shapeH and D (Table 8 discussed below supersede the values
and correcting for the residual dependence on laser power lybtained earlier.
extrapolating the beat frequency to zero poywé&everthe- It should be noted that the LKB/LPTF values given in
less, the uncertainties of the frequency differences are domiFable 8 are revised values provided by Biraben and Nez
nated by the statistical uncertainti€ype A) of the beat (199§ that reflect the remeasurement in terms of the Sl defi-
frequency measurements. Based on a detailed uncertainjtion of the second of the LPTF G@DsQ, secondary fre-
budget provided by these experimentévgeitz, 1998, we  quency standar@Rovera and Acef, 199%s well as a num-
have calculated the six independent pairwise covariances ®er of improvements in the analysis of the original data,
the four difference frequencies and, as indicated above, inincluding corrections for the effects of stray electric fields
clude them in the calculations for the 1998 adjustmiém  and blackbody radiation. Further, these researchers provided
corresponding correlation coefficients range from 0.01 taa detailed uncertainty budget for each of the LKB/LPTF and
0.21). LKB frequencies which allows us to calculate the covari-
The 671 GHz difference between the 1,825, transi-  ances of any two valugshe corresponding correlation coef-
tion frequency in deuterium and in hydrogen, commonly re<icients range from 0.02 to 0.57
ferred to as the 1S-2S isotope shift, was measured by com- The 2S-8S/8D transition frequencies were determined by
paring each frequency to a Gistabilized He—Ne laser at inducing two-photon transitions in a metastable atomic beam
3.39um via a phase-coherent frequency chdituberet al,  of either H or D collinear with counterpropagating laser
1998. The experiment is somewhat similar to the measureheams from a Ti—sapphire laser at 778 tide Beauvoir
ment of the 1S-2S transition in hydrogen described abovest a1, 1997. The theoretical line shape used to fit the ob-
but in this case the cold atomic beam contained both hydroseryed resonances took into account the light shift, saturation
gen and deuterium atoms. Using longitudinal Doppler-freeyf the transition, hyperfine structure of the 8D levels, second-
two-photon excitation, Hubeet al. (1998 sequentially ob-  order Doppler shiftbased on the inferred velocity distribu-
served the 18 =1)—2S(F=1) transition frequency in hy-  tjon of the atom} and photoionization of the excited levels.
drogen and the 1§(=3/2)—2S(F=3/2) transition fre- To getermine the absolute frequency of the transitions, the
quency in deuterium. All but about 2% of the frequenCYTi—sapphire laser was compared to a 778 (885 TH2)
difference between the two resonant frequencies was bridgadser diodgLD) stabilized via a two-photon transition in Rb.
with the ai_d of an optical frequency comb gen_erator driven atrpe comparison was carried out using a Schottky diode to
a modulation frequency of 6.34 GHz, spanning a frequencyyiy the two optical frequencies together with a 13 GHz mi-
range of 3.5 THz, and inserted in the frequency chain at g,ovave signal for H48.4 GHz for D. The beat frequency
stage where each frequency of 2-5015"'? and the 671 petween the third harmonic of the microwave frequency and
GHz frequency difference is reduced to its eighth subhary,e approximate 40 GHz optical frequency difference for H
monic. At this stage it was possible to compare this elght|”t144 GHz for D was counted continuously. The frequency
subharmonic of each frequency to the fourth harmonic of thes ihis LD/RD laser at LKB was compared to the frequency
He—Ne reference laser by counting a frequency of 244 MHZt 5 simjlar laser at LPTF by means a 3 km long optical
in the case of hydrogen and 1702 MHz in the case of deut&her The frequency of the LPTF LD/Rb laser, in turn, was
rium. The frequency of the He—Ne laser does not need to b@ompared to a Cs clock using a phase-locked frequency
known, because it drops out when calculating the differenc%hain and a CQIOsQ, secondary frequency standard. In

frequency; it is only required to be stable. However, its Stay,qse measurements, as well as for the other LKB/LPTF and
bility is the dominant factor in determining the 0.15 kHz | kg measurements listed in Table 8, the statistical uncer-

uncertainty of the final result. The uncertainty contributionst intv (T : : -
e A) played a major role in determining the total
from other effects such as ac Stark shifts, dc Stark shifts, ang’:l y (Type A) play ] 9

. S . ncertainty.
pressure shifts are insignificant by comparison. The determination of the 25-12D transition frequencies

3.2.2. LKB/LPTE was similar to that for the 25-8S/8D frequencies; the main
difference was in the measurement of the frequency of the
The group at the Laboratoire Kastler-Bross¢lKB), 400 THz Ti—sapphire laser used to drive the two-photon
Ecole Normale Supeure et UniversitePierre et Marie Cu- transitions(Schwobet al., 1999. In this case, the frequency
rie, Paris, France has a history of high-accuracy spectroscomf the Ti—sapphire laser was measured by comparing it to the
of simple atomic systems. Recently the LKB researcherérequency of a similar auxiliary Ti—sapphire laser and com-
have collaborated with colleagues at the Laboratoire Priparing the sum of this auxiliary laser's frequency and the
maire du Temps et des FreencegLPTF), Bureau National frequency of a 371 TH#809 nm) diode laser to the doubled
de Mdrologie-Observatoire de Paris, to make absolute frefrequency of the 385 TH£778 nm LD/Rb laser standard.
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This measurement at the LKB only determined the sum obf the primary laser required to alternately excite the two
the frequencies of the two lasers. Their difference, and hencgansitions was measured by heterodyning the primary and
the absolute frequency of the 400 THz Ti—sapphire lasemeference lasers. Each observed resonance was fitted with a
was determined by comparison to lasers at the LPTF via tweheoretical line shape that took into account, as appropriate,
optical fibers connecting the two laboratories. One fiber wadackground light, saturation, decreasing metastable beam in-
used to compare a 400 THz laser diode at the LPTF to th&ensity, measured laser intensity fluctuations, and pressure
400 THz auxiliary Ti—sapphire laser and the other to com-shift. Corrections were made for effects such as atomic recoil
pare a 371 THz laser diode at the LPTF to the similar lasefrom the single-photon absorption, the second-order Doppler
diode at the LKB. The 29 THz frequency difference betweenshift, and distribution of atoms among hyperfine sublevels of
these two LPTF lasers was measured in terms of the frethe 2S states. The effect of stray electric and magnetic fields
quency of the LPTF C&/OsQ, secondary standard, using as was estimated to be negligible. The uncertainty of each tran-
an intermediary the ) line of a CQ laser(10 um band in sition frequency is dominated by its statistical uncertainty
the case of H or the ®) line in the case of D. The 25-12D (Type A). Because the uncertainties of the second-order
measurements complement the 2S-8S/8D measuremenBoppler shift correction for the two transitions are common,
because the observed 2S-12D transition frequencies are vettye two frequencies are correlated with a correlation coeffi-
sensitive to stray electric fieldshe shift of an energy level cient of 0.08(Boshier, 1998
due to the quadratic stark effect varies with principal quan-
tum numbem asn’). Hence the 2S—12D results provide a
critical test of the Stark corrections.

Bourzeix et al. (19960 determined the approximately 4
GHz differences between the frequencies of the transitiona_|

25,/7-65,2/6D5/, and one-fourth the frequency of the transi- ;¢ (Lundeen and Pipkin, 198@arried out at Harvard Uni-

tion 18,-3S, in H by exciting the 2S-6S/6D two-photon versity were done in a similar manner using a fast metastable
resonance with a Ti—sapphire laser at 820 nm and the 1S—?§ Y g

wo-bhot ith radiation f th | omic beam and the well-known Ramsey separated-
0-photon resonance with radiation from the same laser aoscillatory—field technique. This method, which employs two
ter two successive frequency-doubling stages. The approx

ls'eparated interaction regions, allows the observation of the
. . . Yransitions with a linewidth significantly less than the 100
measgred using a Fabry—r‘éér_ef(_arence cgwty. The second MHz natural linewidth due to the 1.6 ns finite lifetime of the
doubling of the 820 nm radiation required to induce the2P state. The 50 keV to 100 keV metastable 2S beam of

1S-3S wo-photon transition was challenging; the 205 nnhydrogen atoms used in these measurements was produced

EX rad:jauon CEnS.'StzdbOf #s dplu I§es taht al freqrt:er;c% of 30. by passing a beam of fast protons through nitrogen gas to
Z and was obtained by modulating the length of the cavity ; .o a4 electron and then a state selection region to reduce

containing the frequency-doubling crystal. The experimen}h 2SE=1 lation.(Both t loved
was carried out in such a way that the frequency shift of the e 25F=1) population.(Both measurements employ

. . g =0—F =1 transitions. The technique requires a fast atomic
UV radiation due to the modulation of the cavity canceled - 9 g d

. : beam so that the decay length of H atoms in the 2P state is a
betweer) successive pulses, and the residual frequency Shéftgnvenient laboratory distandef order 5 cm. Microwave
was estimated to b(_a less than 3 l.(HZ' The .researchers too ?gnals that have either O arphase difference are applied in
number of effects into account in analyzing the data an

L tainties. includi ible drift of the | he two interaction regions and the depletion of the meta-
assigning uncertainties, including possibie drift ot € 1aseig;, o population of the beam as a function of microwave

frequenqy, secon.d—order' Doppler effect, Zeeman shifts, df‘:requency is observed. The narrow decay profile is obtained
Stark shifts, and light shifts. by taking the difference between the distributions for the 0
andw phase difference.
3.2.3. Yale University In these experiments, a critical factor was control of the
relative phase of the oscillatory fields in the two interaction
The measurement in hydrogen of the difference betweeregions. The main effect of error in the relative phase was
the 2§,—4P,,/4P;, transition frequencies and one-fourth eliminated in both experiments by combining data with the
the 1§,-2S, transition frequency carried out at Yale Uni- relative time order of the two interaction regions inter-
versity used two tunable lasers at 486 nm, one the primarghanged. Similarly, residual first-order Doppler shifts were
laser, the other the reference laser locked to an appropriasiminated by reversing the direction of propagation of the
saturated absorption line if*°Te, (Berkeland, Hinds, and oscillatory fields. Many other possible corrections and
Boshier, 1995 The primary laser was used to observe thesources of uncertainty were also considered, including time
2S-4P single-photon resonance in one beam of H atoms andilation due to the fast beam motion, Bloch—Siegert and ac
after its frequency was doubled, the Doppler-free two-photorStark shifts, incomplete cancellation of the phase-
1S-2S resonance in another beam of H atoms. The firstndependent part of the 0 andphase signals due to power
order Doppler shift of the 25—4P resonance was reduced to\ariation, overlap of the oscillatory fields in the two interac-
negligible level by ensuring that the laser beam was nearlyion regions, and the effect of stray electric and magnetic
perpendicular to the atomic beam. The change in frequencijelds. The statistical uncertain{fype A) dominates the un-

3.2.4. Harvard University

The measurements in hydrogen of the, 2P, interval
agley and Pipkin, 1994and classic 2R,—2S,, Lamb
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certainty of the 2§,~2Py, result of Hagley and Pipkin mined by measuring the decay length of atoms in the 2P state
(1994, while Type B components of uncertainty dominate and deducing the velocity from the theoretically calculated

the uncertainty of the 2R—2S, result of Lundeen and Pip- decay rate. This required measurement of the decay length
kin (1986. and calculation of the decay rate with an unprecedented rela-

tive uncertainty of less than>210 ©. These and other issues
3.2.5. University of Sussex have been discussed in the literature, and in our view the
reliability of the measurement and calculation at this level of
The measurement of the classic,;2P2S, Lamb shift at  ynpcertainty has not been establishe@inds, 1988;

the University of SusseNewton, Andrews, and Unsworth, karshenbtm, 1994: Pal'chikov, Sokolov, and Yakovlev,
1979 was done using a single microwave region in the formj997: Karshenbion, 1995.

of a 50} transmission line, which has the advantage of a Earlier results(mainly for the classic Lamb shift, the

higher signal strength, less complex apparatus, and a simplers ,_2p,, interval, and the fine-structure interval
line-shape analysis compared to the separated-oscillatorg-p ,—2p,,, all in hydrogen are omitted either because of
field approach. In this experiment, a 21 keV beam of hydrotheir |arge uncertainties or significant disagreement with the
gen atoms in the metastable 2S state was produced byiore modern measurements. Summaries and discussion of
charge-exchange collisions of protons with molecular hydrogarlier work are given by Pipkin1990, Cohen and Taylor
gen gas in a cell followed by hyperfine state selection tq1973, and Tayloret al. (1969. [Note that the result of

increase the fraction of atoms in the 5¢1) state. The gafinyaet al. (1980 listed in Pipkin(1990 is corrected by
beam entered the microwave region in which the micro-Hagley and Pipki1994).]

waves propagated perpendicular to the beam direction in or-

der to eliminate first-order Doppler shifts. Residual first-

order Doppler effects were canceled by reversing the 3.2.7. Nuclear Radii

direction of propagation of the microwave fields. The applied ) ) o )
microwave power was carefully controlled in order to keep it _1he theoretical expressions for the finite nuclear size con-
constant as the frequency was swept through the resonanf@utions to hydrogenic energy levels in Appendix A are
in order to avoid a shift of the apparent line center. Since th@iven in terms of the bound-state nuclear rms charge radius
goal of the experiment was to measure the center of th&n With N—p, or N—d for H or D. The values oR, andRy
resonance with an uncertainty of less thag, of the line- that we consider as mpqt data are determined from elastic
width, a reliable expression for the theoretical line shape wa§l€ctron—nucleon scattering experiments. o
necessary and required precise knowledge of the electric A cOmprehensive analysis of the relevant existing low-
field in the transmission line. Possible corrections and®nd high-energy e—p data and low-energy neutron—atom
sources of uncertainty considered in this experiment includéat@ based on dispersion relations, together with various the-
the Bloch—Siegert shift, motional electric fields due to theoretical constraints, has yielded the result for the proton scat-

earth’s magnetic field, time dilation, power and frequencytering radius r,=0.847(8) fm (Mergell, Meilner, and
measurement, stray electromagnetic fields, and4 reso- Dreschsel, 1996 This value differs somewhat from the ear-

nances. The uncertainty of this result is in fact dominated byier valuer,=0.862(12) fm(Simonet al, 1980. Although

Type B components of uncertainty. this earlier result is based solely on low-energy data, such
data are the most critical in determining the value pf[We
3.2.6. Other Data do not consider still earlier values, for example,

=0.805(11) fm(Hand, Miller, and Wilson, 1963 because

A number of other potentially relevant results have beerthe more recent results had available a larger set of data and
reported, but are not included in the 1998 adjustment for amproved methods of analysjsMergell et al. (1996 have
variety of reasons. stressed the importance of simultaneously fitting both the

The result 10578525 kHz for the classic hydrogen proton and the neutron data and note that if the value of
Lamb shift obtained by van Wijngaarden, Holuj, and Drake0.862 fm is used, one cannot simultaneously fit both sets of
(1998, based on the anisotropy of emitted photons in ardata in their dispersion-theoretical analysis. Clearly, to ob-
applied electric field, is not included, because its agreementin a more accurate value of, improved low-energy data
with the Harvard University and University of Sussex valuesare necessary. In the absence of additional information, for
is viewed by van Wijngaardeet al. (1998 as a verification the purpose of the 1998 adjustment we takeg
of the anisotropy method rather than an independent deter=0.8545(120) fm, which is simply the unweighted mean of
mination. This verification was deemed necessary because @fe values of Mergelet al. (1996 and Simonet al. (1980
the disagreement between the theoretical value of the Lamiaith the larger of the two uncertainties.
shift in He" and the experimental result obtained using this For hydrogen, in the context of the expressions in Appen-
method. dix A, R, is the same as,, and hence

The result 1057 851(4.9) kHz for the Lamb shift in hy-
drogen reported by Pal'chikov, Sokolov, and Yakovlev Rp=0.854%120) fm. (58)
(1989 is also omitted. For this experiment, it was necessaryNote that for the proton, as well as for the deuteron dis-
to know the velocity of the metastable beam; it was detercussed below, the interpretation of the quoted value obtained
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from the scattering data depends on whether muonic and/or =g uni. (64)

hadronic vacuum polarization has been included as a coree- - 64 _ et /2m. is th | ton. defined i
tion to the dataFriar, Martorell, and Sprung, 1999How- n Eq.(64), uy=eh/2m, is the nuclear magneton, defined in

ever, at the level of uncertainty of current interest, suchanalogy with the Bohr magngton, anals. the spmz quantum
vacuum polarization effects may be neglected. number of the nucleus defined Hy=i(i+1)4% and I,

The world data on elastic electron—deuteron scattering,:_'h’ Y (—1), 'ff’ vyherelz Is the spin projection.
consisting of some 340 data points below 10 GeMomen- However., in some publications moments pf nucleons are ex-
tum transfer, has been used by Sick and Trautn{a@a8 in pressed.ln terms (')f.t'he Bohr magneton with a corresponding
a thorough analysis that includes Coulomb distortion to deghange n the definition of thg—fac_tor. .
termine the deuteron rms charge radius; the result, includina fMagnetlc mome”‘Sa magn_et|c_ moment ratlos_, a_md
their dispersion correction of 0.0024 fm, isr 4= 2.128(10) -factors of various pa_rtlcles which |_mpact the_ determmaﬂ_on
fm. These authors emphasize the importance of treating aﬂf ot_her constants of interest are discussed in the_ following
of the available data simultaneously in order to maximallyseCt'onS' and the relevant data are summarized in Table 9.

constrain the momentum-transfer dependence of the forn(1The shielded gyromagnetic ratios of some of the same par-

factor and thereby obtain a reliable value for the rms radiust.'cIes are discussed in Sec. BAIso given in Table 9 are

Because of the completeness of their treatment, this is th alues of quantities of interest that may be inferred from the
only result we consider for the 1998 adjustment. We not ata, as discussed in connection with each experiment. As in
that it is consistent with the result of a model calculation byTable 4, each such inferred value is indented for clarity and

Friar, Martorell, and Sprung1997 based on nucleon— is given only for comparison purposes. In practice, the
nucléon scattering data source data are used as input data for the 1998 adjustment.

As discussed in Sec. A.8 of Appendix Ry is related to

rq by 3.3.1. Electron Magnetic Moment Anomaly  a,
) 3/ mg\?2 ) The electron magnetic moment anomalyis defined as
Re=\/rgt—-|—| Ag, (59
4\ my =|99|_2=|Me|—1 (65)
which yields, based on the 1998 recommended values of ¢ 2 MB ’
me/Mg andAc, whereg.=2u./ug is the g-factor of the electron ang, is
Ry=2.13010) fm. (60)  its magnetic moment. The electron and positron anomalies
have been measured in a classic series of experiments at the
3.3. Magnetic Moments and g-Factors University of Washington in which individual electrons or

positrons are stored in a Penning trap immersed in a liquid
The magnetic moment of any of the three charged leptonkelium bath at 4.2 K in an applied magnetic flux density of

(e, w, 7) is written as order 5 T(Van Dyck, Schwinberg, and Dehmelt, 1986b; Van
e Dyck, 1990; Van Dyck, Schwinberg, and Dehmelt, 1991
p=g 55, (61)  The anomaly is obtained from the relatiag= f,/f . by mea-
m

suring, in the same magnetic flux densBy the anomaly
whereg is theg-factor of the particlem is its mass, andis  difference frequency,=fs—f. and cyclotron frequency,
its spin. In Eq.(61), e is the elementary charge and is posi- =€B/2mm,, where fs=geugB/h is the electron spin-flip
tive. For the negatively charged leptofes, n~, andt"), g (often called precessigrfrequency. In practice, the mea-
is negative, and for the corresponding antiparti(ﬁﬁs M+. sured frequencieﬁ; andfé are shifted from their free-space
andt*) g is positive. CPT invariance implies that the massesvaluesf, andf by the electrostatic field required to confine
and absolute values of t@factors are the same for each the electron in the trap, and corrections for these shifts must
particle—antiparticle pair. be made from a measurement of the frequency of the elec-

These leptons have eigenvalues of spin projectipn tron’s axial motionf,.
==*#/2, and in the case of the electron and positron it is The values reported for the electron and positron anoma-

conventional to write, based on E@1), lies by Van Dyck, Schwinberg, and Dehm¢lio87h are
9e a, =1.15965218843)x10 3 [3.7x10° 9] (669
Hemg e 02 . —1150652187013)x10° [3.7x10°%].  (66b)
e+_ . . .
where ug=efi/2m, is the Bohr magneton. The 4.3 10" *? standard uncertainty given by these authors
For nucleons or nuclei with spih the magnetic moment  for the electron is a combination of the 0%620 2 statisti-
can be written as cal standard uncertaintyType A) of the weighted mean of
e four individual measurements, a standard uncertaifpe
r=95— [, (63 B) of 1.3x 10 2 to allow for a possible residual microwave
P power shift, and a standard uncertaintyype B) of 4
or X 10 *? associated with possible cavity resonance ef-
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TaBLE 9. Summary of data related to magnetic moments of various particles, and inferred values of various

quantities.
Relative standard
Quantity Value uncertaintyu, Identification Sec. and Eq.
a, 1.159 652 1883(42% 10 ° 3.7x10°° UWash-87 3.3.168)
a Hay) 137.035 999 5&2) 3.8x107° 3.3.1(72)
pe-(H)/ 1p(H) — 658.210 7058(66) 1.0x10°8 MIT-72 3.3.3(95)
pe 1ty — 658.210 6876(66) 10108 3.3.3(99
a(D) e (D) —4.664 345 392(50% 10~ * 1.1x10°8 MIT-84 3.3.4(100
ol e —4.664 345 537(505 104 1.1x10°8 3.3.4(104
e (H) — 658.215 9430(72) 1.1x10°8 MIT-77 3.3.6(115
w1 — 658.227 5970(72) 14108 3.3.6(116)
il i —0.761 786 1313(33) 4.3x10°° NPL-93 3.3.7(117
and g —0.684 996 94(16) 2.4x10°7 ILL-79 3.3.8(122
Bt g 3.183 344217 5.3x10 7 SIN-82 3.3.9.94133
m, /mg 206.768 3411) 5.3x10°7 3.3.9.a(135
v(f,) 627 994.7714) kHz 2.2x1077 LAMPF-82  3.3.9.h(145
Mot g 3.183 346111) 3.6x10°7 3.3.9.b(147
m,, /me 206.768 21074) 3.6x107 3.3.9.b(149
Avpy 4 463 302.8816) kHz 3.6x10°8 LAMPF-82  3.3.9.b(144)
a?t 137.036 00(R0) 1.5x10°7 3.3.9.d(158
v(f,) 668 223 16657) Hz 8.6x10°8 LAMPF-99 3.3.9.¢(153
Bt g 3.183 345 1839) 1.2x10°7 3.3.9.¢(155
m,, /mg 206.768 28825) 1.2x1077 3.3.9.¢(156)
Avpy 4463 302 7663) Hz 1.2x10°8 LAMPF-99 3.3.9.0(152
at 137.035 993(83) 6.0x10 8 3.3.9.d(159
R 0.003 707 21@7) 7.2x10°® CERN-79 3.3.10.4164)
a, 1.1659231(84x 10 3 7.2x10°8 3.3.10.a(165
at 137.035 1898) 7.2x10°® 3.3.10.¢(169)
R* 0.003 707 22(18) 1.3x107° BNL-99 3.3.10.b(166)
a, 1.16 925(15)x 1073 1.3x10°° 3.3.10.b(167)
a ! 137.034918) 1.3x107° 3.3.10.¢(170

fects. For the positron, the statistical standard uncertainty afnodes would be less significant. That the interactions with
the weighted mean of five individual measurements is 0.93uch cavity modes were reduced was revealed by the fact
X 10" '2 and the other uncertainties are the same as for ththat in this trap the lifetime against spontaneous decay of
electron. The two values agree to well within their combinedcyclotron orbits was close to the free-space value, as com-
statistical uncertainty. pared to the trap used to obtain the results in &), in
Cavity resonance effects have long been recognized aswhich the lifetime of the cyclotron orbits was ten times
possible source of systematic error in the measuremeayt of longer than the free-space value.
(Dehmelt, 198}, a review has been given by Gabrielse, Tan, Van Dycket al. (1991) used this trap to measueg, but,
and Brown(1990a. For more recent work see Mittlemann, due to the trap’s sensitivity to variations of the ambient mag-
Dehmelt, and Kim (1995, Dehmelt (19943, Dehmelt netic field, the results from the 14 runs were spread out in a
(1994h, Gabrielse and Tan(1994), Tan and Gabrielse distribution that does not appear to be due to purely random
(1993, Dehmelt, Van Dyck, and Palmét992, and Tan and variations. Because of the nature of the distribution, these
Gabrielse(1991). The uncertainty of %10 2 assigned by authors give the simple mean of the 14 values as their result
Van Dyck, Schwinberg, and Dehmglt987h to take into  for a, and the experimental standard deviation of the 14
account possible cavity resonance effects is based on inforalues(relative to the simple mearas its uncertainty:
mation derived from their additional experimental investiga- _ 3 9
tions (Van Dyck et al, 1987a together with an application 3. =1.159652 185640) X 10 [3.4x10°7]. (67)
of the theory of Brownet al. (19853 and Brownetal. No additional component of uncertainty for cavity shifts was
(1985h; see also Dehmett al. (1992. included because the lifetime evidence mentioned above in-
To further study uncertainties due to cavity effects, Vandicates that the interactions with cavity modes were negli-
Dyck et al. (1991 constructed a trap with a low€J in order  gible at the quoted level of uncertainty. Equatitv) is
to produce an environment in which interactions with cavityconsistent with Eq(66). However, in view of the nature of
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the distribution of the results of the 14 runs, these authors do 2@ [ @ 2 o @ 3

not consider this result as replacing the earlier work, but Ay QED)=C¢™| —|+Ce”| —| +Ce”| —

rather as a confirmation of their>410~'? uncertainty as-

signed to account for possible cavity effe¢Behmelt and @ @ 4 (10) @ s

Van Dyck, 1996. +Cel| ) G o) T (70

In light of the above discussion, we use the data that lead - (2n)
to the results given in Eq66) to determine a single experi- Where the coefficients<C™, as well asa{weak) and
mental value of, for use in the 1998 adjustment. Since we ae(hqd), are given in Appen(yx B. As 'nd'cated in that Ap-
assume that CPT invariance holds for the electron—positroR€Ndix, the standard uncertainty af(th) is
system, that value is obtained by taking the weighted mean u[ag(th)]=1.1x10 12=0.98x 10 %a, (701

of the data for both the electron and positron. The result is . _ . -
and is due almost entirely to the uncertainty of the coefficient

c®,
Equating the theoretical expression wig(exp) given in

where the standard uncertainty consists of the foIIowingEq' (68) yields
components based on the values given by Van Dyck, a Ya)=137.03599958&2) [3.8x10°°], (72

; . —12 it
Schwinberg and DehmeltL987: 0.52<10 * statistical .which is the value included in Table 9. The uncertainty of

standard uncertainty of the weighted mean of the nine indi- . i .
vidual measurementéType A): 1.3x 1012 for a possible ag(th) is about one-fourth of the uncertainty af(exp), and

microwave power shiftType By: and 4x 10~ 12 for possible thus the uncertainty of this inferred value @fis determined

. . : ) mainly by the uncertainty oBg(exp). This result has the
cavity resonance effect3ype B). The Birge ratio associated : :
with this weighted mean for—8 degrees of freedorfsee smallest uncertainty of any value afcurrently available.
Appendix B is Rg= Vx?/v=0.73, indicating that the data
are consistent. We also note that the unweighted mean of the
nine measurements and the experimental standard deviation
of this mean, which are 1.159652 18790 2 and 0.52
X 10 12 respectively, agree well with the corresponding
weighted values.

a,=1.1596521883%2)x 1073 [3.7x10 °], (69

3.3.2. Bound-State Corrections for Magnetic Moments

The experiments relevant to the magnetic moments of the
particles of interest in this paper are done on hydrogenic

It is important to note that the result in E¢68) is in atoms that contain these particles, namely, hydrogen, deute-

agreement with earlier results of the University of Washing-”um’ a_nd muonium, each in the grourits) state. In order_
. to obtain the free-space magnetic moments of these patrticles,
ton group, but supersedes those results because of improv

et i mehodology and understanding.For exampe, S TESSSSAY [0 6Bl et sonectons o secour for
value a, =1.159 652 193(4% 10 3 was reported in 1984 y '

Van Dyck, Schwnber,and Denmel, 98anich was n ¢ S80I e of i o of e bowrdetor 0
fact the value used in the 1986 adjustment but with the stan- g ' i y

. : 12 . considering the contribution to the Hamiltonian from the in-
dard uncertainty increased from the<40 " assigned by teraction of the atom with an applied magnetic flux denBit
the authors to 18 10 *? to account for possible cavity ef- bp 9 y

fects. [The 1984 value was subsequently correctecago written in terms of the magnetic moments of the constituent

—1 1'59 652 189(4% 10 by Van chk et);l (1991 as a particles in the framework of the Pauli approximation. For
' N y y ' . example, for hydrogen we have

result of taking into account the effect of the microwave

power] The values reported in 1981 werea. H=B(H) pe - tpy— pe-(H)-B— puy(H)-B
—1.159652200(40¢ 103 and a,.=1.159652 222(50)

X103 (Schwinberg, Van Dyck, and Dehmelt, 1981; :Z_wA,, s'l—gf(H)@s-B—g(H)ﬂl'B
Schwinberg, Van Dyck, and Dehmelt, 1984; Van Dyck Ao ¢ h A

et al,, 19849. (73

A value of the fine-structure constaatcan be obtained
from the University of Washington weighted mean experi-
mental value ofa,, given in Eq.(68), by determining the
value a(a,) for which a (exp)=ac(th), whereag(th) is the
theoretical expression fax, as a function otv. The theory of X
a, is briefly summarized in Appendix B; a more detailed f°!loWing paragraphs.

review will be the subject of a future publication. Following . & El€ctron in hydrogenThe main theoretical contribu-
Appendix B, we have tions to theg-factor of the electromge-(H) in the 1S state of

hydrogen may be categorized as follows: Difaglativistic)
value gp; radiative correctionsAg,,q; recoil corrections
AQec- Thus we write

whereB(H) characterizes the strength of the hyperfine inter-
action,Avy is the ground-state hyperfine frequensys the
spin of the electron, andis the spin of the nucleus, i.e., the
proton. The individual cases of interest are discussed in the

a(thy=a4 QED) + a4 weak + a4 had, (69
with ge*(H):gD+Agrad+Agrec+'" ) (74
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where terms accounting for finite nuclear size, nuclear polarand we make the analogous approximation for the higher-
ization, weak interactions, etc., are assumed to be negligiblerder coefficients. With these approximations, the result for
at the current level of uncertainty of the relevant experimenta g,,q IS
(relative standard uncertainty~1x108). 1
i H o
Breit (1928 obtained the exact value AGrag= —2[(0534 —(Za)z) ;)
2 3
o
o2,
v

12
go=" 3[1+2V1-(Za)?]

=—2[1- 3(Za)*~ $(Za)*+- -] (79

o
+ cg“)( - (81)

from the Dirac equation for an electron in the field of a fixed The preceding termagp andAg,,q4 are based on the ap-
point charge of magnitude. [Although we are concerned proximation that the nucleus of the hydrogenic atom has an
only with cases in whicfz=1, in Eq.(75) and the following infinite mass. The contribution to the bound-statéactor
discussion we display th& dependence explicitly to distin- associated with the finite mass of the nucleus, represented
guish between binding corrections and corrections for a fre@ere byAg,.., has been calculated by Grot¢h9700 with
particle, i.e., for the casg=0.] the result

The radiative corrections may be written as

2

Ie
AQrec= — (Za)2—+--+, (82)
AQrag=—2 Céz)(Za) + Ct(;l)(Za) +--- ree N

o o
™ ™
(76)  wheremy is the mass of the nucleus. This term and higher-

. (2n) . _order terms have been obtained by Grott871); Hegstrom

v_vhere the coefﬁmentﬁ:_e (Za)_ are slowly varying func (1971 Faustov (1970 Close and Osborr(1971): and

tions of Za corresponding tm virtual photons. These coef-

ficients are defined in direct analogy with the correspondin Grotch and Hegstrortl97]) [seg also HegstronﬁL%Q and

gbrotch (1970a]. We have not included these higher-order

coefficients for the free electron given in Sec. 3.3.1 so thatterms in Eq.(82), because they are negligible compared to

lim C"(Za)=C@". (770 the uncertainty of the relevant experimefitsss than 1 % of
Za—0 the experimental uncertainty in this casand because addi-
The coefficientC{?)(Za) has been calculated to second tional terms that could well be larger, Sf)Ch as the binding
order inZa by Grotch(1970a, who finds correctlon_s _to the fourth-order coefﬂme@é , have not yet
been explicitly calculated.
CP(Za)=CP+ &(Za)?+-- The quantity of interest is the ratio of the bound-electron

g-factor in hydrogen to the free-electrarfactor:
=3+ $5(Za)’+-
ge-(H) . Op T AGragt AQrect - 83
=0.50000443 ...+, (78 P 9o : (83

This result has been confirme_d by Faustd970 and Close  gypstitution of Eqs(75), (81), and (82) in the numerator,
and Osborn(1971) [see also Lielf1955; Hegstrom(1969;  yyjth my=m,, and substitution of the theoretical expression

Grotch and Hegstronl971); Hegstrom(1971); and Grotch  for g = —2(1+a,) that follows from Sec. 3.3.1 in the de-
(1971]. Recently, this coefficient has been calculated NUnominator, yields

merically to all orders irza with high accuracy by Persson

et al. (1997. By assuming thaC!{?(0)= } exactly and fit- ge-(H) . E(Z 2 i(z Ja
ting their calculated values at high&rto a polynomial in Je 3+ 124
Za, they find forz=1
1 Sy 1 > Me
C@(a)=0.500 004 46(0). 79 +7(Za) (;)+§(Za) m,
[A similar calculation has been carried out by Blundell, =1-17.7053< 10 . (84)

Cheng, and Sapirsteifl997h, but their results for lowZ

have significantly larger uncertaintiésThe difference be- The numerical result is based on the 1998 recommended
tween Eq.(79) and Eq.(78) is negligible in the present con- values ofa andme/m,, but the result is clearly not sensitive
text, and thus only the lowest-order binding correction toto the exact values used. This is also true for the binding
C®(Za) needs to be considered. The binding corrections t&orrection to theg-factor of the proton in hydrogen and for
the higher-order Coefﬁciem@(f)(za)' etc., have not been the corrections t@-factors in deuterium and muonium, dis-
calculated but are expected to be small, so these coefficiengs!ssed below. The calculated or expected magnitude of any
are approximated by the free electron values. Thus, for thgontribution not included in Eq84) is less than X 10°°,

fourth-order coefficient, we have which is not significant compared to the uncertainty of the
@) @ relevant experiments. This statement also applies to the cor-
Ce'(Za)~Cg’=-0.3284784440..., (80)  responding expression for the protgrfactor in hydrogen
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and to those for the electron and deutegsfactors in deu- g4(D) 1_, 1_ ,mg3+4ay
terium. Therefore no uncertainty is quoted for the binding Jq =1- §Za + gZa Fd 1+a,
corrections to thesg-factors.

b. Proton in hydrogenFor the protoni= %, and hence =1-17.7436<10°°. (90)

according to Eq(64) its magnetic moment may be written as €. Electron in muoniumMuonium, with chemical symbol
Mu, is the bound state of a positive muaii and an electron

“ :%M (85) e . The binding correction for thg-factor of the electron in
P2 PN muoniumg.-(Mu) may be obtained by simply replacing the
proton massm, in Eq. (84) by the mass of the muom, .

where g, is the g-factor of the free proton referred to the

nuclear magnetonuy=ef#i/2m,. In analogy with the elec- The result is
tron, the proton magnetic moment anomalyis defined as Je-(Mu) 1( 2
=1- - (Za
92 M e 3
p=—p5 =-——1=~1793. (86)
2 N 1 Ja) 1 ,Me
) +—(Za)| = |+ s(Za)"—+---

However, unlike the electron anomalg,, the proton 4 w2 m,
anomalya,, cannot be calculated accurately. Therefore the —1-17.591x 10~° 91)

bound-state corrections, particularly those involvayg are
necessarily treated phenomenologically. The expression forvhere the term-(Z«)#/12 has been dropped from E@4)
the ratio of the bound protog-factorg,(H) to g, analogous because it is smaller than neglected higher-order mass-

to Eq. (84) for the electron is dependent terms. Although the mass ratig/m,, is nine
times the mass ratime/m,, higher-order terms in the mass
le_ EZa2+ 1 QZ%%+... ratio, which are slightly greater thanx110 °, may be ne-
9p 3 6 m, 1+a, glected compared to the uncertainty of the relevant experi-
—1-17.7328<10°©. 87) ment. The same statement applies to the expression for the

g-factor of the muon in muonium discussed in the next para-
The leading correctior- Za?/3 can be viewed as a diamag- graph. Therefore no uncertainty is quoted for either
netic shielding correction that follows from the work of g, (Mu)/g. org,-(Mu)/g,-.
Lamb (1941). The mass-dependent term, as well as negli- f. Muon in muonium.The g-factor of the muorg,, is de-
gible higher-order mass-dependent terms not included heréned according to Eq61) by
have been obtained by Grotdli971); Hegstrom (1972);
Faustov(1970; Close and Osborit1971); and Grotch and w :% i: %EMB- (92)
Hegstrom(1971); [see also Hegstrorf1969]. ¥ 22m, 2m,

c. Electron in deuteriumTo calculate the binding correc- The binding correction for thg-factor of the muon in muo-

tion for theg-factor of the electron in de.uteriug]ef(D), oné  niymg,.(Mu) follows from Eq.(87) by replacingm, by m,,
may simply replace the proton mass, in Eq. (84) by the g settingg, to zero. We thereby obtain
mass of the deuteromy. This yields

+(Mu 1 1 m
e (D) 1 1 QueMw) 10 o1, oM,
= =1--(Za)*>- —=(Za)* u+ 3 2 m,
Ye 3 12
=1-17.622<10 6. (93
+ E(Za)z a + E(Za)2%+~-- g. Comparison of theory and experimefite theory of
4 w2 m bound-state corrections tg-factors has been tested by a
=1-17.7125¢ 10" © (88) number of experiments. Based on their measurement of the

ratio go (]’Rb)/g,. and the earlier measurement of

. o ge (H)/g. (8Rb) by Hughes and Robinsoii969, Tiede-
fined by uq=ggun based on Eq(64) and the fact that the man and Robinsoii1977 report the valueg, (H)/ge = 1

spin quantum numbeir of the deuteron is 1. Although Eq. —17.709(13) 10°°. This agrees with the numerical result
. . l . . .
(87) was derived for the case= 3, Grotch(1997) and Eides i, gq (84), thereby checking the Breit correction(Za)%/3
and Grotch(19973, have confirmed that this expression is ang the term Za)2(a/w)/4 to relative uncertainties of about
also valid for the deuteron, where the deuteron magnetic mqy 97 94 and 40 %, respectively. An independent check of the

d. Deuteron in deuteriumThe deuterong-factor is de-

ment anomalya, is defined by Breit correction forZ=2 with a relative uncertainty of about
L 0.4% is provided by the measurementgf(*He')/g. by
ad=m —1~-0.143. (899  Johnson and Robinsai980
d

Mass-dependent corrections to the bound-stafactor
Hence the binding correction for thiefactor of the deuteron have been tested by the work of Walther, Phillips, and Klep-
in deuteriumgy(D) is obtained by making the replacements pner (1972. Using a pulsed double-mode hydrogen maser,
my,—my anda,—ag in Eqg. (87). The result is they obtained the ratig. (H)/ge (D)=1+7.22(3)x 10 °.
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The quotient of Eq(84) and Eq.(88) gives the leading cor- Je-(H)
rection term in the theoretical expression for this ratio: re(H)=—"%—us (96)
ge(H) 1 2( Me me)
1+ (7 4. and
0. (@ T2 T m,
=1+7.247<10 %+--- 94 gp(H)
=1+7. : (94) pp(H) = =5—nn. (97)

The result of Waltheet al. (1972 checks this leading cor-

rection term to a relative uncertainty of about 0.4 %. TheThese relations together with Eq$2) and(85) yield
next-order term[see the discussion following Eq82)], .

which contributes approximately-0.03x10™°, improves HMe _ gp(H)(ge(H)) e (H) (98)
the agreement between experiment and theory, but is Hp  9p Je- mp(H)

checked only at a level equal to its value. Substituting into this equation the numerical values from
Earlier measurements @f,-(H)/ge-(D), but with larger .
. (H)/g. (D) 9 s.(84), (87), and(95), we obtain

uncertainties, have been reported. Larson, Valberg, anfd
Ramsey(1969 obtained 1 9.4(1.4)x10 ° for this ratio,

- -(H
and Hughes and Robinsofi969; Robinson and Hughes M—e=(1—27.®< 10°9) Me((H))
(1971), obtained 1 7.2(1.2)x 10 °. Hp Kp
The leading correction term in E¢Q4) has been checked = —658.210687666) [1.0x10 8]. (99)

for a different mass to a relative uncertainty of about 15 % by

Larson and Ramse§l974 who carried out experiments with The stated standard uncertainty is due entirely to the uncer-

hydrogen and tritium. They obtained (H)/g. (T)=1 tainty of the experimental value qgf-(H)/up(H) because

+10.7(1.5x 10~9, which is consistent with theory. the bound-state corrections are taken as exact, as discussed in
the text following Eq.(84).

3.3.3. Electron to Proton Magnetic Moment Ratio  u./u,

The ratio,ue/,up may be obtained from measurements of 3.3.4. Deuteron to Electron Magnetic Moment Ratio  uy/pe

the ratio of the magnetic moment of the electron to the mag-

netic moment of the proton in the 1S state of hydrogenobltr;ise??rgr;?rmséggj:exet:gJ?{Lheé"i gﬂ Q’L(LB;’;L © nzg))/ ik;]e
e (H)/ up(H). This bound-state ratio is determined from He

the energy eigenvalues of the Hamiltonian of E&), which the 1S state of deuterium. Using essentially the same method

are given by the Breit—Rabi equati¢oBreit and Rabi, 1931; as that employed. by ka]eet al. (19.73 0 d_etermlr_1e_
. . X . me-(H)/ np(H) as discussed in the previous section, Phillips,
Millman, Rabi, and Zacharias, 1988Jsing a hydrogen ma- P
o . . ; Kleppner, and Walther(1984, also at MIT, measured
ser operating in an applied magnetic flux density of 0.35 T to

observe simultaneously both electron and proton spin—flid‘d(D)/“e’(D) and found

transitions between Zeeman energy levels, Winldeal. wy(D)
(1972 at the Massachusetts Institute of TechnoldiT) D) —4.664 34539¢50)x 10 % [1.1x1078].
found © (100

Me-(H)

=—658.210 705866) [1.0x10 8], (95 Although this result has not been published, we include it as
wp(H) an input datum, because the method is described in detail by

where a minor typographical error in the original publication Winkler et al. (1972 in connection with their measurement

has been correcte@leppner, 1997. This value is the result 0f pe-(H)/up(H).

of their preferred quadratic extrapolation method and is con- To obtain the free-particle ratip.y/ue, in analogy with

sistent with the value obtained by their linear extrapolationthe preceding section, we have

method. The standard uncertainty is that assigned by Winkler

et al. (1972 and is meant to take into account possible sys- pe (D)= ge’_(D)MB, (101

tematic effects, mainly due to the extrapolation procedure 2

used to analyze the data; the statistical relative uncertainty

(Type A) was less than %10~ °. This result, which is in md(D)=9gd(D)un, (102

agreement with earlier measurements that have uncertaintiedﬁd

at least a factor of 30 larger, is the only one we need to

considerkESee Tayloret al. (1969 for a discussion of previ- ta e (D) (gd(D)) 1 uy(D)

ous wor = .
To obtain the free-particle ratip./u, from the bound- fe Je 9 e (D)

particle ratio given in Eq(95), we apply binding corrections With numerical values from Eqs(88), (90), and (100,

as follows. From Eq(73) we have we find

(103
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Md g, Md(D) surements.” Because the description of this experiment pro-
E=(1+31-1>< 10 )m vided by Wimett is minimal, we are unable to give further
consideration to the result in E¢L09).
=—4.6643455370)x 10 4 [1.1x10 8]. A more recent result fopy/u,, based on the theoretical

(104) estimatecrd(HD)—ap(HD)=15.0><10‘9 of Neronov and
Barzakh (1977, has been reported by Gorshkaat al.

3.3.5. Deuteron to Proton Magnetic Moment Ratio  uqy/u, (1989:
The ratiouy/n, may be determined by nuclear magnetic @=O.307 012208(04) [1.3x10°°]. (110
resonancéNMR) measurements on the molecule HD. The Kp
relevant expression is The uncertainty, which is apparently only statisti¢aype
A), is that given by Gorshkoet al. (1989. Their measure-
Hd(HD) — [1~ o4(HD)]uq (105  ments were designed to eliminate a particular systematic er-
pp(HD)  [1—op(HD)]up' ror of an earlier similar measurement by Neronov, Barzakh,

where 14(HD) and w,(HD) are the deuteron and proton and MukhamadieV(1975. The estimate of Neronov a_nd
magnetic moments in HD, respectively, ang(HD) and Barzak.h(1977). for ad(HD)_—ap(HD) supplants the earlier
o(HD) are the corresponding nuclear magnetic shieldingheoretical estimate also given by Neroretval. (1973.

corrections similar to the atomic bound-state corrections dis- Because Gorshkoet al. (1989 do not provide sufficient

cussed in Sec. 3.3.2. The ratig(HD)/uy(HD) in turn is information to allow an independent assessment of uncer-
given by tainties due to other possible systematic effects, and also
because there is no confirmation of the theoretical value for

Hd(HD) _, f4(HD) (106 o(HD) — o (HD), we do not consider this result any fur-
Mp(HD) fo(HD)’ ther.

wheref(HD) andf,(HD) are the NMR frequencies of the

deuteron and proton in HD in the same magnetic flux density 3.3.6. Electron to Shielded Proton Magnetic Moment Ratio

B. The factor 2 arises because the spin quantum numbier el py

the deuteron is 1, while for the proton it i That is, in

general we have for the NMR frequenéyof a nucleus of

magnetic momeng in an applied flux densitd

In many experiments requiring a magnetic field, the ap-
plied magnetic flux density is calibrated in terms of the
NMR frequency of protons in 0. Since the observed NMR

|| lg| % frequency depends on the properties of the water sample,

- WB: h B= o0 B, (109 suchasits purity, shape, and temperature, we write, based on

Eq. (107) with i = 3

f

reflecting the fact that in NMR measurements the selectio
rule on spin projection in the field direction i8i,==*1, fpzz,ue“B/h, (111

P
wherel ,=i,%. In Eq.(107), the term|g|uy/h follows from

Eq. (64), and the last term defines the gyromagnetic ratio oIW Ef'fcfr:) rdﬁ:‘;nte:;;elgff?:tl\éi ?;gnsftl?u;n(?anr]neenr:tgr (t:r;isﬁ;c;:; n
the nucleusy. Equations(105 and(106) lead to Hp pie. '

the sample is taken to be a sphere of pug®©Hat 25°C

M 1-o0,(HD) f4(HD) surrounded by vacuum, and the corresponding effective pro-
M_p: 1—a4(HD) f,(HD) ton magnetic moment is denoted I, . Further,B is the
i (HD) flux density in vacuum before the sample is introduced, and
HD infini
_ _ d the sources oB are assumed to be infinitely far away from
=2[1+o(HD) =~ o(HD)] f,(HD) e the sample. . _ ’
(109 The relation between the shielded magnetic momeht

and the free proton momept, can be written as
where the second line follows from the fact that the nuclear

magnetic shielding corrections are small. pp=[1=0plup, (112
Using the NMR method, Wimett1953 obtained which defines the shielding correctiarf . Results from ex-

e periments in whictB is measured using such water samples

—=0.30701219¢15) [4.9x10 8] (109 can be related to fundamental quantities through knowledge

Kp of the shielded proton moment in Bohr magnetw[;t,uB.
based on the assumption that in HD the shielding correctiohis quantity can be obtained from the measurement of
is the same for the deuteron as it is for the proton, as suge-/u, discussed belowWe assume for the cases of inter-
gested by Ramsey(1952, which implies o4(HD) est in this review that any nonlinear dependence of the NMR
—op(HD)=0 in Eq.(108). The uncertainty is that quoted by frequency orB is negligible, and consequently that shielding
the author, who simply states that it is “five times the stan-corrections such as, are independent oB; see Ramsey
dard deviation of results obtained in four independent meaf1970.]
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a. Temperature dependence of shielded proton magnetic e [Ge(H)\ " e (H)
moment.Petley and Donaldso(1984) have determined ex- —/=( 9o ) 7
perimentally that the temperature-dependent shielded mag- Ho € e
netic moment of the proto;m’,’;(t) in a spherical sample of =—658.227597072) [1.1x10 ). (116
pure HO over the range 5 °€t<45°C can be written as

3.3.7. Shielded Helion to Shielded Proton Magnetic Moment

*(t Ratio uj,/m;
Hp (1) et p
—=1-10.330) X 10 °°C ~(t—25°0C), (113
Mp Because of the inherent difficulties of using water as an

NMR medium to calibrate magnetic flux densities to the
where the uncertainty is that assigned by these researcheesel of accuracy required in present-day experiments in the
and is dominated by the component that allows for possibléield of fundamental constants, researchers at the National
systematic effects. As pointed out by Petley and DonaldsoPhysical LaboratoryNPL), Teddington, UK, have been de-
(1984, earlier results have larger uncertainties and are conyeloping optically pumpedHe NMR (Flowers, Petley, and
sistent with their result. Although we use E13) to correct  Richards, 1990; Flowers, Petley, and Richards, 1993; Flow-
several experimental results to 25 °C, the uncertainties of thers, Franks, and Petley, 1995a; Flowers, Franks, and Petley,
corrections are sufficiently small that the correlations intro-1995b; Flowerset al., 1997; Flowerset al, 1999. Employ-
duced among these results by using the same equation fiag their new techniques, Flowees al. (1993 measured the
calculate the corrections are negligible. ratio of the magnetic moment of the helion h, the nucleus of

b. Value ofue/ . Phillips, Cooke, and Kleppnél977  the *He atom, to the magnetic moment of the proton OH
at MIT, in an experiment similar to that of Winklest al. and obtained the result
(1972 discussed in connection withe/u, (see Sec. 3.3)3 ,
measured the ratio of the electron magnetic moment in hy- Hh ~0.761786131®@3) [4.3x10°9]. (117)
drogen to the proton magnetic moment in water. By compar- ,ul; ' ' '

ing the electron spin-flip frequency obtained using a hydro-

gen maser operating at 0.35 T to the proton NMR frequency '€ @SSigned uncertainty is that of Flowetsal. (1993 and
of a spherical sample of pure,8 at a temperaturd Is mainly due to a number of nonstatisti¢@ype B) standard

—34.7°C in the same magnetic flux density, Philligisal. uncertainty componentg. The next most accuratg e,>§periment
(1977 found has an }Jr)certalnty thaj[ is about 24 times Iar(@rlyu II'ina,
and Shifrin, 1985 and is not consideredThe prime on the
symbol for the moment indicates that the helion is not free,
%z—GSS.ZlG 009069) [1.0x 10 8]. but_ is b(_)un_d ina helium_ atom. Further, although_ _the mag-
Mp(34.7°Q netic shielding of the helion due to the susceptibility of the
(114 3He gas at the pressures typically used in such experiments is
inconsequential, thereby making exact sample shape and
The uncertainty is that assigned by these researchers amgmperature unimportant, we nevertheless assume that the
includes the statistical uncertainJype A) and a number of sample is spherical, at 25 °C, and surrounded by vacuum.
small uncertainty components arising from various system- Neronov and Barzaki{1978 have reported the value
atic effects. This value disagrees with the reported value Oﬂé/up(Hz)= —0.761786 635(4) [5.2x10 %] for the re-
the previous most accurate measurement, obtained by Lamipged ratio of the helion magnetic momentiie to the mag-
(1968 at Princeton University nearly 20 years earlier, whichnetic moment of the proton in H However, these authors do
has a relative standard uncertainty of B0 °. As dis- not give a detailed breakdown of the uncertainty components
cussed in detail by Phillipet al. (1977, there are a number due to systematic effects that might contribute to their ex-
of plausible explanations for this disagreement that favor theeriment, and, as noted by Flowessal. (1993, there may

later value. Thus we consider only the MIT result. be an additional component of uncertainty due to the effect

To obtaingue/pmy, we first write subsequently discovered by Gorshkeval. (1989. [Note
that the next most accurate measurement of this quantity has
pwe-(H)  up(34.7°Q  pe(H) an uncertainty that is nearly 20 times larg&villiams and
= 7 * s Hughes, 196p]

Ho Ho Hp(34.7°0 A value of either the ratiqe//u,, or the ratiow//u, could

. Me-(H) be obtained from the above result of Neronov and Barzakh

=(1-1.00329)x 10 )m (1978 with the aid of a value for either the shielding correc-

tion difference o,(Hy) —oy, or the shielding correction
=-658.215943072) [1.1x10°%], (119 op(H,) itself. Neronov and Barzakh give the measured value
op(Ha) — oy(H,0, 21 °C)=0.596(13)< 10" °, which im-
based on Egs.(113 and (114). Using ge(H)/ge plies ap(Hz)—a;=O.555(13), based on the temperature de-
= e (H)/ e, which follows from Egs(96) and(62), and  pendence in Eq113). Taking the values and uncertainties as
Eq. (84), we then have given, we find uy/u,=—0.761786213(11) 14X 1097,
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which is in significant disagreement with the result in Eq.vacuum ratio is then transformed to a result corresponding to
(117). In a similar manner, as noted by Fgi996, if the  a spherical HO sample in vacuum at the same temperature
quoted valuer,(H,) =26.363(4 X 10 © obtained by Raynes using the relation

and Pantel{1983 from a combination of theory and experi-

mental data is used together with the resultdgf u,(H,) of uplcyl, 22°0 1+ 5k(22°C)

Neronov and Barzakli1978 anq the, result foru,/w, ,Og uh(22°C) 1+ 1k(22°0)

Flowers et al. (1993, one obtainso,=25.702(8)< 10

based on Eq(112). At face value, this result is in agreement =1+1.509310)x10° 6, (119

with and has a smaller uncertainty than the corresponding . . )
resulto,=25.689(15)< 10~ ° based on the experiments dis- where (22 °C)= —9.0559(61)< 10" [0.067 %4 is the vol-
cussed above in Secs. 3.3.3 and 3.3.6. This agreement codf’® magnetic susceptibility of water at 22°C. This value of
be interpreted as providing confirmation of the result of Ner-«<(t) iS the mass susceptibility result of Au€t933 cor-
onov and Barzakh for the ratip;/u,, and could indicate 'ected 1o 22°C using the # mass susceptibility versus
that their value for the difference,(H,) — op(H,0, 21°0 temperature data of P_h_ll_o and_ Fairbdi®80 and Conyerted
is the source of the discrepancy with Flowetsal. (1993. to a volume susceptibility using the,8 mass density vs.
On the other hand, the reliability the value of the screenindémperature data of Patterson and Mo(i994. We have
correctionay(H,) of Raynes and Pante(lL983 is open to also correcteq the re_sult of Auer for th.e accepted dllfference
question because of various assumptions on which it is basétftween the international ampere, which he used in his ex-
and a lack of experimental verification. Further, as discusseB€Miment as a unit to express the values of currents, and the
in the preceding paragraph, there are questions concernir? ampere(Hamer, 1965 We do not consider the work of
the magnitude of the uncertainty that should be assigned tbiccard and Devau@l920 because of the disagreement be-
the result of Neronov and Barzaki978, and there is in- Ween the values of the 4 mass susceptibility obtained
sufficient information available to resolve these questionsffom their inductive measurements and their Cotton-balance
Therefore we do not include their result as an input datum.measurements of the flux density in their experimgAt-
cording to Davis(1997, the reason given by Cotton and
Dupouy (1932 for possibly excluding the inductive flux-
density result of Piccard and Devaud was later shown to be
invalid by Dupouy and Jouau$1935.] We have taken the
0.067 % relative uncertainty quoted by Aué®33 as a rela-
The ratio of the magnetic moment of the neutrap to t?ve standard ur!certainty, although it was rather conserva-
that of the shielded protopi’) may be determined from the tively aSS|gned, in order to account for the fact that th(_a two
work of Greeneet al. (1979, Greeneet al. (1977 carried results of Piccard and_DevatﬂﬁiQZQ disagree not only with
out at the Institut Laue-LangevifiLL ). Using the Ramsey each other, but also with that of Auéif Auer had followed

separated-oscillatory-field magnetic resonance techniolu%Lt’)m'mt pra(c):nce, his assigned uncertainty would have been
with protons in flowing water and slow neutrons in the same?Pout 0.03 4. )
Fortunately, because the correction for the shape of the

applied magnetic flux density, Greeaeal. (1979 obtained : ;
PP g y (1979 sample used by Greerat al. (1979 is small relative to the

uncertainty of their result, the lack of modern data kois
not of critical importance. Of course, there is no shape or
(118  temperature correction fqi, because of the low density of
the neutrons(Although we use the volume magnetic suscep-
tibility of H,O to derive corrections to several experimental
results in the 1998 adjustment, the uncertainty of the suscep-
tibility of H,O is sufficiently small that the correlations in-
troduced among these results by using very nearly the same
value of the susceptibility are negligible.

Equation(119 follows from the relation for the magnetic

3.3.8. Neutron to Shielded Proton Magnetic Moment Ratio
ol py

Mn
——F = —0.684 995 8816 2.4x107 7],
PR RIRS 816 [ ]

where “cyl” indicates that the water sample was cylindrical.
The uncertainty in Eq.118) is that assigned by Greeeéal.
(1979 and is due mainly to a statistical relative standard
uncertainty(Type A) of 1.7x 10 " and an uncertainty in the
velocity distribution of both the neutrons and protons which
contributes a relative standard uncertai(type B) of 1.4

—7
X107 flux density B; inside an ellipsoid with a volume magnetic

_ To determinu,/u, from the ratio given in Eq(118), we  o,censinility ., placed in an originally uniform flux density
first note that that result is based on measurements made )

air, while the symbol,u{) denotes measurement in vacuum ° In a medium with volume magnetic susceptibility:

(see Sec. 3.3)6 However, from Eq(120 below, it can be 1+k

seen that, to first order in the magnetic susceptibility of air, Bi=17 kot (ki Kg) Bo, (120
the ratio of the neutron and proton resonant frequencies is

the same whether measured in vacuum or @ihis state- wheree is the demagnetizing factor of the ellipsoid, anads
ment also applies to those ratio measurements discussed rielated to the permeability by u=(1+ k) ug; in vacuum
previous sections that were carried out in)aifhe ratio in ~ «=0. Further,e has the valug; for a sphere ang for an
Eq. (118 can therefore be taken as the ratio in vacuum. Thisnfinitely long cylinder with axis perpendicular to the lines of
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flux [see Sec. 4.18 of Strattoi1941); Lowes (1974; and The corrections to the NMR frequency of the field-
Bennett, Page, and SwartzendrutiE378]. The fact that the measuring probe found by Klempt al. (1982, including a
water sample used by Greeeeal. (1979 was a cylinder of  correction of —0.20(25)x10 ¢ due to the stroboscopic
finite length might have the effect of reducing the correctionbackground, can be expressed as
in Eq. (119 by an amount of the same order as its uncer- off

- ; i pg(eyl)
tainty. However such a decrease, like the uncertainty itself, p =1-0.9529)x 10", (126)
would be insignificant in comparison to the uncertainty of mpcyl)

the experiment of Greenet al. (1979. _ where the uncertainty is mainly nonstatisti¢aype B). Also
The temperature dependence of the effective magneti, separate measurements, using a high-resolution NMR
moment in water is taken into account by means of Eqgpectrometer operated at 25°C and with long cylindrical

(113: samples, Klemptet al. (1982 determined the NMR fre-
,u;(22°C) . qguency of protons in HBr and in J@, both in liquid bro-
———=1+3.108§90) X 10" °. (12)  mine, relative to the NMR frequency of protons in pure wa-

P ter. The results may be written as

Equations(118), (119, and(121) together yield
) ( ) ( ) g y ,up(CyL I |BI‘)B,,2
—————°=1-6.555)x10 6 (127

“—? =-0.6849969416) [2.4x10 7]. (122 mp(Cyl)
Hp
: mp(cyl, H0)ge,
Because the result of Greeaeal. (1979 has an uncertainty 2 1-24Q5)x10°. (128
that is 1% of the uncertainty of the next most accurate mea- mp(eyl)

surement involvingu,, it is the only one we need to con- [Note that the corresponding ratio for water is 1, because
sider. pp(CYLHO) 0= pp(cyl) ]

The ratio of magnetic momenjs,, -/ u, may be obtained
using the experimental results given in Eq$23—(128).
The following is the relevant equation for the case in which

a. SIN: u,/u,. A value of the ratiow,/u, may be ob- ) ) e
tained from the measurements of Klengital. (1982 car- muons are captgred in a pure bromine targanilar equa-
tions may be written for the other two cages

ried out at the Swiss Institute for Nuclear Research, Villigen,

3.3.9. Muon to Proton Magnetic Moment Ratio  u,/p, and Muon
to Electron Mass Ratio m/m,

Switzerland(SIN, now the Paul Scherrer Institute or PSI .(sph. MuB off

These workers measured, using a stroboscopic technique, the Hor ( #u-(sPh, DBrZ) Hp (cyl))

NMR frequency of positive muons stopped in spherical tar- Fep ,ugﬁ(CyD wpleyl)

gets relative to the NMR frequency of protons in cylindrical 1

water samples doped with NiS@ the same magnetic flux Hp(Cyl, HBI gy, mp(cyl, HB gy,
density B=0.75T. The spherical targets contained either mp(cyl) mp(sph, HB|)Brz

pure liquid bromine (By), liquid bromine with a small ad-
mixture of H,O, or pure HO. All measurements were made
at a temperature of 25°C. In pure liquid bromine, the muo-
nium and bromine atoms form the molecule MuBr, while in
bromine with HO and in pure HO the molecule formed is The first term on the right-hand side of this equation is ap-
MuOH. Thus, in terms of effective momerjsee Eq(111)], proximately equal to the ratio of the magnetic moments of
their results may be written as the free muon and proton. The other terms take into account
the differences in the effective magnetic fields seen by the
particles. In particular, the second term corrects for the char-

(129

e HolSPN, HBYg,
Mp Mm(Sph, I\/|UB|)Br2 .

.+ (sph, MuBr)Br2
=3.183321220) [6.3x10 ']

w&M(eyl) acteristics of the field-measuring probe; the third term ac-
P (123 counts for the difference between the bromine and water en-
vironments for the proton in a cylindrical sample; the fourth
e+ (sph, MuOHBr2 term takes into account the effect of the shape of the bromine
o =3.183334119) [6.0x10 '] samples; and the fifth term, called the isotope shift correc-
tp (cYl) tion, corrects for the difference between the local environ-
(124 ment seen by the muon in the MuBr molecule and the proton
f4,+(Sph, MUOH, o in the HBr molecule. The first three terms are determined
- Z~_3.183 351966) [2.1x10 ], experimentally, and are given by Eqgel23), (126), and
My (cyl) (127). The fourth and fifth terms are calculated.
(125 The value of the fourth term is given, as in EG.19),

Where,ugﬁ(cyl) is the effective magnetic moment of the pro- by  1— $k(Br))=1+2.19(5)x10 6, where «(Bry)
tons in the field-measuring probe, and the uncertainties are —13.12(32)x10 % at 25°C. This value fork(Bry) is
statistical(Type A) only. based on the volume susceptibility result obtained by Bro-
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ersma(1949 at 20 °C, scaled to 25 °C using accepted values M _7

of the density of By (Kirk-Othmer, 1978. The result of /L_p:3'183 344217) [5.3x1077, (133

Broersma appears to be the most reliable available. Based on

the results for watefsee Sec. 3.3]8the temperature depen- where the final quoted uncertainty consists of the 4.4

dence of the mass susceptibility of Bis assumed to be x10 ' relative standard uncertainty of the mean, and the

negligible compared to the temperature dependence of itsvo common components of uncertainty. As stated by

density. The assigned uncertainty is our own estimate and ilemptet al. (1982, the result given in Eq.133) supersedes

based on the variability of measurements of this tjpee, the initial result reported by Camaast al. (1978.

for example, Savithri(1943; and Rao and Govindarajan  Earlier NMR measurements @f, /u, have uncertainties

(1942]. that are sufficiently large that they need not be considered.
The value of the fifth term in Eq(129 is theoretically ~ This includes the most accurate previous resplf:/u,

estimated by Klemptetal. (1982 to be 1-0.78(12) =3.1833467(82)[2.6x10 ®], which was obtained by

x 10" ®, based on work by Breskman and Kanofgi@70; Croweet al. (1972 and is consistent with Eq133).

Williams (1971); and Castro, Keller, and Schen¢k979. The muon to electron mass ratig, /m, and the muon to
Evaluation of Eq.(129 yields proton magnetic moment ratjo, / u,, are related by
MuBr in Br,: -
2 m, [ pel [ #u) (9
et o I B = (134
Me Mp/ \ Mp Je

P’ _ 3183 343520) [6.4<10°7]. (130
Ho whereg, is the g-factor of the muon. Because the relative
In the case of MuOH in By, the shape correction is the standard uncertainties fe/u,, g,,, andge are 1x10 8 or

same as in the MuBr case. For the isotope shift correctiorlgss,m, /m, may be obtained fromu,/u, (and vice versp
Klempt et al. (1982 give 1—0.28(12)< 10 ©, estimated in  with an insignificant increase in uncertainty. Further, any
the same way as in the MuBr cag@lthough the uncertain- dependence o, andg, on m,/m, is extremely weak and
ties of these isotope shift corrections were evaluated using Biay be ignoredsee Appendices B and)CUsing the 1998
more conservative approa¢hbsolute sum of the uncertainty recommended values of these quantities, we find that the
componentsthan normally employed for other results dis- Klemptet al. (1982 value of u,, / u, given in Eq.(133) im-
cussed in this review, we take them to be standard uncertaimplies
ties, as do Klemptet al. (1982, because an independent

evaluation of the uncertainties cannot be ddne. m, —7
— =206.7683411) [5.3x10 ']. 13
Klemptet al. (1982 take 1—2.0(2.0)x 10 © as the corre- Me a1 ] (139
sponding correction for MuOH in #0 from Croweet al. b. LAMPF 1982:u,,/u,. A value of u,/u, may be ob-

(1972. Also in the latter case, the shape correction istained from measurements of the frequencies of transitions
1— 1k(25°C)=1+1.509(1)x10 6, where «(25°C) between Zeeman energy levels in muonium. Until very re-
=—9.0531(61 10 ¢ and is obtained as described in Sec.cently, the most accurate experiment in a long series of this
3.3.8. The results are type [see Hughes and zu Putlitd990 for a review was

carried out nearly 20 years ago at the Clinton P. Anderson

MUOH in Br;: Meson Physics Facility at Los AlamdsAMPF), USA, by
M . an international collaboration using a microwave resonance
M—=3-183 344819) [6.1X107°] (13D  method. The experiment, the results of which were reported
P in 1982 (Mariamet al,, 1982; Mariam, 198}l used the high-
MuOH in H,0O: intensity, low-momentum “surface” muon beam at LAMPF.

Muons were stopped in a microwave cavity filled with kryp-
M=3.183 347892) [29x10°7]. (132 ton'gas at a pressure of 0.5. or 1 atmosphere and in a mag-
Mp netic flux density of approximately 1.4 T. A total of 184

The uncertainties quoted for the ratios in EGE30—(132) pairs of resonance curves were analyzed for the frequencies

do not include the 2:810°7 uncertainty common to all of transitions between the energy levels labeled by the high-

three measurements arising from the relationship betweefrlleld quantum numbersnis,m;). The frequencies are;,

n&" anduy(cyl), as given in Eq(126). Also not included in ~ cOrresponding to the transitiorg (3) < (3,— 7); and vgy,

the uncertainties of the first two ratios is their commoncorresponding to the transition-(3,— 3)«<(— 3,+ 3). Of

0.54x 10" " uncertainty due to the Bishape correction. these 184 resonance curves, 28 were from a similar experi-
The three ratios are in good agreement. However, followiment reported in 1977Caspersoret al,, 1977 in which the

ing Klemptet al. (1982, the final result is obtained by taking pressure of the krypton in the microwave cavity was 1.7 or

a weighted mean of only the first two, because the third ha8.2 atmospheres. The 184 pairs of frequencies, after correc-

a significantly larger uncertainty arising from the theoreticaltion to a free proton NMR reference frequenty of very

estimate of the isotope shift correction. The weighted meamearly 57.972993 MHz, corresponding to a magnetic flux

is density of about 1.3616 T, and after correction for a small

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



CODATA RECOMMENDED VALUES 1749

quadratic krypton gas density shift, were extrapolated lin- r[Avyy, v(f,)]=0.23. (146)
early to zero gas density. The results obtained may be written
as Taking the 1998 recommended value @f /u,, we find

e from Eqgs.(142—(146)
v1,=1917 654.05@2) kHz [4.8x10 °] (136

Hur

m =3.183346111) [3.6x10 7]. (147
p

v3,=2 545648.8212) kHz [4.6x10°8] (137)
r(v12,v39=0.18, (138 (Note that all significant correlations are taken into account

wherer(vy,,v34) is the correlation coefficient of;, and  in this and subsequent calculations.

v34. The quoted uncertainties and correlation coefficient fol- The LAMPF-82 result given in Eq147) agrees with that

low from the 19 components of uncertainty given by Mariamobtained at SIN given in Eq(133); the two differ by

(1982. The statisticalType A) uncertainty is 0.046 kHz for 0.94ugi; , Whereugy; is the standard uncertainty of their dif-

v, and 0.057 kHz forwy,. ference.

We have considered possible corrections to these frequen- A value of m, /m, may be obtained from the LAMPF-82
cies due to the temperature dependence of the proton mawgalue of u,-/u, and Eq.(134) as was done for the SIN
netic moment in water and due to modification of the valuesvalue. The result is
used by Mariamet al. (1982 for the diamagnetic suscepti-

bility of water and the proton magnetic shielding correction m, 206.76821674) [3.6x1077]. (148
a',;. We conclude that any change in the valuewgf: / u, Me
deduced from the frequencies given in E(s36) and(137) c. LAMPF 1999:u,/u,. Data from a new experiment

should be well within its uncertainty. The value of the muo-initiated in the mid-1980s at LAMPF and designed to mea-
nium ground-state hyperfine splittingy,,,, which also fol-  sure transition frequencies between Zeeman energy levels in
lows from these frequencies, is essentially independent afhuonium with higher accuracy than the earlier experiment of

such corrections. Mariam et al. (1982 have recently been reported by an in-
The Hamiltonian for muonium is similar to that for hydro- ternational collaboration that includes some of the research-
gen given in Eq(73): ers in the earlier collaboratiofLiu et al,, 1999. The mea-
surements were carried out using basically the same method
H=pB(MU) pe-- pt,+ — pe-(MU) - B— 1, -(Mu) - B as in the previous experiment but with a number of signifi-
21 e cant improvements, leading to a reduction in the uncertainty
=7 AvmuS 1= 0e(Mu)—=s B of both u,-/u, and Avy, by a factor of 3.[For an early
overview of the experiment, see Hugh@997.] These ad-
Me up vances were in three major are@$:magnetic field: a higher
~gu+(Mu) m. 7' ‘B. (139 magnetic flux density with greater homogeneity and stability

. measured with a more accurate meth@ei, Hughes and

The energy eigenvalues of this Hamiltonian are again give@rigl, 1997: Priglet al, 1998. (i) Muon beam: higher in-

by the Breit—Rabi equatiofBreit and Rabi, 1931; Millman  tensijty, greater purity, and a narrower beam profilé)
etal, 1933. This yields Resonance line: higher signal-to-background ratio and nar-
(140 rower linewidth, especially when the resonance line-

Avpy=vagtvip
! narrowing technique termed “old muonium” rather than the

v(fp)=va—vip (14)  conventional technique was uséBoshieret al, 1995.
5 5 . In the new experiment, the resonance curves were ob-
My Avygy— v (fp) +2sc Fou(fp) (gw(MU) tained either by sweeping the magnetic flux density about a
,u_p_ 4Sef§_2 fou(fp) g, ’ central value of approximately 1.7 T with fixed microwave

(142  frequency, or by sweeping the frequency with the flux den-

sity fixed at this central value. The centers of the resonance

curves were obtained by fitting them with a theoretical line

shape that takes into account a number of factors such as the

measured magnetic flux density distribution over the micro-

Mo Je-(Mu) wave cavity, the ideal microwave power distributions, and
Se:ﬂ_p Oe (143 the muon stopping distribution.

In total, 1270 resonance lines were analyzed: 154 conven-
wherege (Mu)/ge- is the bound-state correction for the elec- tional and 726 “old muonium” resonances obtained by the
tron in muonium given in Eq(91). Based on Eqs(136-  swept-field method; and 43 conventional and 347 “old muo-
(138), Egs.(140 and (141 yield nium” resonances obtained by the swept-frequency method

Avy,=4 463302.8816) kHz [3.6x10°8] (144 (Kawall, 1998. Each of 'the trgnsition frequencies,;, and
vaa, resulting from the fitted line shape was then converted
v(f,)=627994.7714) kHz [2.2X 10 7] (145 to the frequency that would have been obtained if the flux

wheref, is the free proton NMR frequency given above. The
quantity g,+(Mu)/g,+ is the bound-state correction for the
muon in muonium given in Eq93); and
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density seen by the muonium atoms had been that corravhere, because it provides a significantly more accurate
sponding to a free proton NMR frequendy of exactly value, the theoretical expression for the muon magnetic mo-
72.320000 MHz, corrected for a small quadratic pressurenent anomaly,, , as discussed in Sec. 3.3.10 and Appendix
shift due to the fact that the data were taken with the pressur€, is used in the functiod. Further, 7 depends orw and

of the krypton gas in the microwave cavity at either 0.8 orm,/m, only weakly compared to the dependencedet on

1.5 atmospheres, and extrapolated linearly to zero gas prethiese quantities.

sure. The final results from all of the data are giver(las It follows from Eq. (157) that, given experimental values
et al, 1999; Liu and Kawall, 1998 of Avy, and m,/m,, one can calculate a value of by

B g equatingAvy,(exp) with Avy,(th); or similarly, given val-
v1;=189753980(85 Hz [1.9<107"] (149 ues of Ayy,(exp) and @, one can calculate a value of

vas=2 565762 96643) Hz [1.7X1078] (150 m, /me. pr the ava}ilable informatipn opul,u_p, mu/me, _
and Awy, is treated in the 1998 adjustment is discussed in
r(vis,va)=—0.07, (151)  Sec. 4. Here we point out that using the 1998 recommended

value of R, (the uncertainty of which is negligible in this

where the quoted standard uncertainties are dominated kﬁ'pplicatior) and the combined LAMPE-82 and SIN values of
statistical components of uncertair(fiype A) but also con- m, /m,, and equating the LAMPF-82 value dfvy,,(exp)
tain a number of Type B components arising from different = =’ .

ith A th), we find
run-independent and run-dependent effects. W V), we fi
In the same manner discussed in the previous paragraph in @ 1=137.03600020) [1.5x10°]. (158
connection with the 1982 LAMPF experiment, the 1999

The uncertainty of this result is due almost entirely to the
LAMPF results lead to y y

uncertainty of the combined LAMPF-82 and SIN values of
Avy,=4 46330276653) Hz [1.2x10 8] (152 m,/me. (A value of « with a somewhat smaller uncertainty
could be inferred from Eq(157) by introducing an explicit

v(f;)=66822316657) Hz [8.6X10°] factor of a* through the replacement &, by the equivalent
(153 expression  ca2A(€)[A(N)dyooWo4) (h/m,dyso(W04)) ]
_ from Eq. (283 and using the available experimental data to
A ,v(f,)]=0.19, 15 . . "

(TAvm, v(Tp)] (154 determine the values of the various quantities other than
e . that enter the resulting expression. However, we choose not
Ty 3.1833451839) [1.2x10 7], to do so in order to obtain a value afthat is independent of

P

(155  XxTay data. Repeating this calculation with the LAMPF 1982
data replaced by the LAMPF 1999 data yields

and
a 1=137.03599383) [6.0x10°%], (159
m
H”=206.768 28825) [1.2x10 1]. where the uncertainty is again dominated by the uncertainty
© (156 of the combined LAMPF-99 and SIN values of, /m,. Fi-

nally, by combining the SIN, LAMPF 1982, and LAMPF
A comparison of Eqs(144) and(147) with Egs.(152 and 1999 data we obtain what may be called a muonium value of
(155 shows that the 1999 and 1982 LAMPF determinationshe fine-structure constant:
are in agreement. Because the two experiments are separated ~ _ B 5
in time by some 15 years, the new experiment was carried ~ @ (Avmu)=137.035995¢79) [5.7x10°"]. (160

out with a completely different apparatus, and the uncertain- On the other hand, using the valueafa,) from Eq.(72),
ties of the earlier values qf,,+/u, andAwy, are only three  which has a relative standard uncertainty of only 3.8
times larger than those of the newer values, we include th& 10™°, and equating the combined 1982 and 1999 LAMPF
results of both experiments as input data in the 1998 adjustzalues ofAvy,,(exp) with Avy,(th), we find
ment.

d. LAMPF: Ayy,,. The experimental value of the muo- ﬂ=206.768 265664) [3.1X10°8] (161)
nium ground-state hyperfine splittindw,,, obtained at Me ’
LAMPF by Mariamet al. (1982 is given in Eq.(144) and

. . ST . where the uncertainty arises primarily from the 210 8
the value obtained at LAMPF by Liet al. (1999 is given in y b y

. . ~ . relative standard uncertainty of the theory&#,,, and the
Eq. (159. The theoretical expression for the splitting iS 1 1, 15-8 yejative standard uncertainty of the 1982—1999

blriefly gis]:cussefd in Appi?dix'D; aTrr:lore detailgd review ti)scombined experimental value of the hyperfine splitting. Be-
planned for a future publication. That expression may b&.,qe the uncertainty of this value mof, /m is significantly

written as smaller than that of any of the three values discussed above,
16 Me me| 3 the muonium hyperfine splitting plays a dominant role in the
Avyy(th)= ECRxazm—<1+ m_> Fla,me/m,) determination of this mass ratio in the 1998 adjustment.
" " e. Other valuesThere are other values qi,/u, and
=AveF(a,me/m,), (157 m,/m, and they generally agree with those discussed
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above. However, they are not competitive because of theidensity B and wheref.=eB/2mm, is the corresponding
relatively large uncertainties. One such value is the NMR-muon cyclotron frequency. However, instead of eliminating
based result fog,, - / u, of Croweet al. (1972, with arela- B by measurind . as is done for the electrdsee Sec. 3.3)1
tive standard uncertainty of 2610 ® already given in con- B is determined from proton NMR measurements. As a con-
nection with the SIN experiment. Another im,/m,  sequence, the value pf, /u, is required to deduce the value
=206.76867(64)3.1X10 ®] based on measurements of of a, from the data. The relevant equation is

x-ray transitions in muonié¢*Mg and 8Si (Beltrami et al,

1986. [Note that we have corrected the original result re- R
ported by Beltramiet al. (1986 for the approximate 1.8 Q=——, (163
X 108 fractional decrease in the value of th&€Tm vy-ray |/ ol =R

wavelength A, that they used as a reference due to a _ _ —

fractional error of about 1810 ° in the value of the silicon WhereR=1a/f,, andf, is the free proton NMR frequency
lattice spacing employed in the determination df; corresponding to the average flux density seen by the muons
see Sec. 3.9.1.Still another ism,/m.=206.76907(102) In their orbits in the storage ring.

[4.9x10 ] derived from measurements of the 1S—2S tran- The value ofR reported by Baileyet al. (1979 from the
sition in muonium, hydrogen, and deuterium using Dopplerthird CERNg—2 experiment is

free two-photon laser spectroscopy, although a value of o

m, /m, with a relative standard uncertainty of less than 8 R=0.003707 21@7) [7.2x10 9], (1649
%107 derived from new measurements of the muonium

1S-2S transition is expected to be published in 2000vhere the uncertainty consists of a .00 ¢ statistical
(Schwarzet al, 1995; Jungmann, 1999And finally we (Type A) relative standard uncertainty component, arising
have u,-/u,=—3.18328(15)[47X 10 %] obtained from from the determination of,, and a 1.5 10" ® relative stan-
measurements of the frequencies of transitions betweefidrd uncertainty compone(itype B), arising from a number

(Gardneret al, 1982. The NMR probes used in mapping, monitoring, and stabiliz-

ing the flux density of the storage ring were calibrated in
terms of a long, cylindrical KD reference probe containing
3.3.10. Muon Magnetic Moment Anomaly ~ a,, NiSO, (Borer and Lange, 1977 The observed NMR fre-
quency of this reference probe was converted to the corre-
sponding free proton NMR frequency by applying correc-
tions to account for the paramagnetic "Ni ions, the
9.2  |u, cylindrical shape of the probe, and the proton’s magnetic
QT T eﬁ/zmu_l’ (162 shielding in HO. The first correction was determined ex-

. perimentally; the second was based on the assumption that
where, as usualg,=2u,/(eh/2m,) is the g-factor of the o cylinder was infinitely long and was calculated with the
muon andy,, is its magnetic moment. The muon anomaly 5ccented value of the volume magnetic susceptibility of
has been determined experimentally with a relative standargzo, «: and the third was based on the accepted value of the
uncerta|nty7ué=7.2>< 10°°, and more recently a value with o041 magnetic shielding correctiarf,. [It should be noted
U;=13x10"" has been obtained from the first run of an . the difference between the value ofused by Bailey
entlr?lby new experiment. By contrast, a value with=0.55 ¢t 51 (1979 and the value ok that follows from the discus-
x10"" may be obtained from the theoretical expressiongjsn of Sec. 3.3.8 would lead to a change in the correspond-
for a,. These three values are discussed in the following,q correction that is negligible compared to the uncertainty

sections. off_p. A similar statement applies to the valuea-)gc used by

a. CERN.The most accurate experimental value af .
o . Bailey et al. (1979 and the 1998 recommended value.
comes from the thirdy—2 experiment at CERNEuropean Equation(164) is the weighted mean of all nine indepen-

Laboratory for Particle Physics, Geneva, Switzerjamdich . . o .
dent measurements, five using positive muons and four using

was the culmination of nearly 20 years of effdBailey . : . )
et al, 1979. [For reviews of the early work, see Farley and negative muons. The Birge ratisee Appendix frassociated

Picassq1990; Combley, Farley, and Picas§b981): Farley ~ With this weighted meany(=8) is Rg= X2/VZ9'96’ indi-

and Picass61979; and Combley(1979.] The CERN result  €ating that the data form a consistent set. Theand p

is based on nine separate runs or measurements with bofiata alone give R"=0.003707173(36) and R~
positive and negative muons over the period 1974-1976 us= 0.003 707 256(37), where each quoted uncertainty is the
ing the CERN 3.098Ge\, 1.47 T muon storage ring Statistical(Type A) uncertainty only. The 8410 ° differ-
(Drummet al, 1979. The basic principle of the experiment ence betweeR™ andR™ is equal to 1.G14, Whereugyy is

is similar to that used for determining the electron anomalythe standard uncertainty of the differendgpe A only) and

a, and involves measuring the anomaly difference frequencys not deemed statistically significant. Since {hé and u.~
fa=Fs—fe¢, Wherefs=|gu|(eﬁ/2mM)B/h is the muon spin- values are consistent and we assume that CPT invariance
flip (often called precessigrirequency in the magnetic flux holds for the muon-—antimuon system as we do for the

In a manner similar to that for the electrpsee Eq(65)],
the muon magnetic moment anomaly is defined as
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electron—positron system(see Sec. 3.3)1 taking the ent systematic effects, the associated relative standard uncer-

weighted mean of all nine values is the appropriate way tdainties of which range from 0:210 ° to 2.0x 10 °.

treat the data. This first result from BNL agrees well with that from
Because of the relatively large uncertainty of the CERNCERN given in Eq.(164) and has an uncertainty less than

result forR the value ofu,/u, used to obtaira, from R twice as large. Although a significantly more accurate BNL

and Eq.(163) is not critical. Taking the 1998 recommended value is expected from the data acquired in 1998 and 1999
value foru, /u,, we find runs using muon injection rather than pion injection into the

storage ring, the experiment is sufficiently well in hand and
a,=1.165923184)x10°° [7.2}10°°]. (169  the uncertainty of the initial value & is sufficiently small
This result is consistent with the significantly less accurate fo allow it to be considered as an input datum in the 1998
result from the second CERNy—2 experiment, a, adjustment together with the CERN vaIueR)fglven in Eq.
—1.166 16(31X 10" 3 [27x 10"°] [Bailey et al. (1972)]. (164). _
b. BrookhavenA new muong—2 experiment based on ~ Based on Eq(163), the BNL value ofR™ implies
the same general_m(_athod gmployeq in the most recelnt CERN a,=1.16592515) X 1073 [1.3x10°°]. (167
experiment was initiated in the mid-1980s by an interna-
tional group of researchers at the Brookhaven Nationa] c. Theory Appendix C gives a brief summary of the
theory ofa, ; a more detailed review is planned for a future

Laboratory(BNL), Upton, New York, USA using the BNL blicati I d ith A dix C. h
Alternating Gradient SynchrotroAGS). The ultimate aim publica |0n N accordance wi ppendix &, we have

of the BNLg— 2 collaboration is to reduce the uncertainty of a,(thy=a,(QED)+a,(weak +a,(had,
the measured value dof, achieved at CERN by about a
factor of 20, correspondlng to a relative standard uncertamt;W'th
u,=3.5x10 . [For a detailed overview of the BNg—2
effort, see Hughe§1998; Hughes(1994.] a,(QED)= C(z)
The main characteristics of the new experiment that
should make this significantly reduced uncertainty possible @
include (i) a smaller statistical uncertainty because of the +Cﬁ8)(;
larger number of stored muons due to the higher proton
beam intensity of the BNL AGS and the eventual direct in-where the coefficientscff“), as well asa,(weak) and
jection of muons into the BNL muon storage rittge domi-  a,(had), are given in Appendix C. The standard uncertainty
nant uncertainty component by far in the CERN determinaof a,(th) due to the uncertainties of the coefficients and the
tion was the statistical uncertainfy(ii) a superferric 14 m weak and hadronic contributions i§ a,,(th)]=6.4x 1010
diameter, 1.45 T “C” magnet of very high homogeneity and =5.5x 10’ a, and is almost entirely due to the uncertainty
stability, together with a system of fixed and movable NMRof a,(had).
probes with the potential of measuring the magnetic flux Because of the relatively large uncertainty of the theoret-
density distribution seen by the circulating muon beam inical expression fog, , the value ofa used to evaluate it is
terms of the corresponding free proton NMR frequency withnot particularly critical. The 1998 recommended valuexof
u,=1x10"" (Fei et al, 1997; Fei, 1995 and (iii) an ad- yields
vanced detector system with Pb-scintillating fiber electron _ _
calorimeters and the capability of measuring time intervals a,=1.165916 0264) < 10 ° [5.5¢1077], 168
with an uncertainty of 20 ps over a time period of 2086. (168
The principal equipment of the new experiment waswhich agrees with the CERN and BNL experimental results
checked out and initial data acquired in a 1997 engineeringiven in Eqs.(165 and (167); the differences between the
run using pion injection into the storage ring. All critical two experimental values and the theoretical value are £:8
components performed successfully, including the positiveand 0.6ug, respectively, wherey;; is the standard uncer-
pion beam line of the AGS, the superconducting inflector fortainty of the difference. The uncertainties of the CERN and
bringing the pion(and eventually mugnbeam into the stor- BNL values ofa,, are 13 and 24 times that of the theoretical
age ring, the storage ring itself, the NMR magnetic fieldvalue, so the 1998 recommended valueagfis determined
measuring system, and the detectors. In early 1999, the BNprimarily by the theoretical expression.

2 3
6 &

+ J—

5

J’_...,

+ C(‘”
m

4

o
Lot &
cLol —

g 2 collaboration reported a value 6£/f, for p* with The agreement between theory and experiment may also
—13%10° as obtained from these initial dat&Carey be seen by considering the value @fobtained by equating
et al, 1999: the theoretical expression far, with the CERN and BNL

experimental values. The results are

D+ — —5
R"=0.00370722048) [1.3x10°5], (166 @ 1=137.0351898) [7.2x10°°] (169

where the 4& 10 ° standard uncertainty arises from a 47 nd
X 10" ° statistical uncertainty componerifype A) and a
11x 10 ° uncertainty componeriType B) from eight differ- a 1=137.034918) [1.3x10°°], (170
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which agree with more accurate values suchaas(ay) ® ,
given in Eq.(72). Y= m:rLAB(IO)
S

Aag| !
T) o4

wherel | ,g(l0) is the value ofw/uokd whenl is replaced
by (I/A ag)A, that is, whenl is taken to be the numerical
value of the current measured in the uijtg times the unit
A. For a high-field experiment

3.4. Shielded Gyromagnetic Ratios '
It follows from Eq.(107) that the gyromagnetic ratip of

a particle of spin quantum numbeand magnetic moment wll [Aag
is given by V=g =T ——/, (179
e
2nf o |u| wherel | ,g(hi) is the value ofw | I /F¢whenl is replaced as

Y B TB in’ A7 bove. The square root of the product of E¢k74) and

. _ . . 175 i
wheref is the precessiofi.e., spin-flip frequency andv is (179 is

the angular precession frequency of the particle in the mag- y' =[] ag(10)I] pg (hi)]Y?, (176
netic flux density B. The SI wunit of y s

s 1T 1=Ckg '=Askg . In this section we review mea-
surements of the gyromagnetic ratio of the shielded proton

which shows that if low- and high-field measurementsytf
are based on the same unit of currénjg , irrespective of
how that unit is realized, then the two measurements together
2 yield y" inits Sl units* T,
’Yp:T (172) If VLAB:VQO and QLAB:QQOY where Vgo and ng are
based on the Josephson and quantum Hall effects and the
and of the shielded helion exact, conventional valuds; o5 and Rk oo for the Joseph-
son and von Kilitzing constantsee Sec. 2)5then from Egs.

2|l
= 173 (174 and (175 we have

- KRk
where, as in previous sections that dealt with magnetic y'=Ig(l0) (1773
moment ratios involving these particles, the protons are those
in a spherical sample of pure,@ at 25°C surrounded by
vacuum; and the helions are those in a spherical sample of
low-pressure, puréHe gas at25°c :-surrounded. by Vacuum'where the subscript “90” o™ indicates tha®\ 5z is taken
Also, as was assumed in these previous sectBristhe flux ! ;

to be the conventional unfigy=Vgy/Qqg.

density in vacuum before the sample is introduced and the Low- and high-field measurements of contribute to the

sources oB are infinitely far from the sample. L
. . determination of a set of recommended values of the con-
In practice, two methods are used to determine the

. . - . ' Stants because of the relationshipydfto constants of fun-

shielded gyromagnetic ratip’ of a particle. In the low-field . : !
. . damental interest, particularly the fine-structure constant

methodB is of the order of 1 mT and is usually generated by . )

. - . . . nd Planck constartt, which are central to the 1998 adjust-
a single-layer precision solenoid carrying an electric currenflnent For example, starting from EQL72 and taking ad-
I. The flux densityB is calculated from the dimensions of vanta. e of the farz:t Ehat the%a' /' has been accgratel
the solenoid and the curre®= uokd, whereksis the mea- 9 U0 /1o y

sured solenoid constant and has the dimension of reciprocﬂeas'ureo[.See Sec. 3.3)§we can relateu,, t0 p,-, where
length. In the high-field methoB is of the order of 0.5 T, is e latter is well known in terms of the Bohr magneap
generated by an electromagnet or a permanent magnet, and:'seﬁ/2me (see Sec. 3.3)1
measured in terms of the fordg, it produces on a straight L2 My e Mp Qe © 178
;oggt;:ltlﬂg wire of length carrying an electric currenit: PTh me pim MB e 2 M
In either case the currehtis measured in terms of a prac- Sincee’=2ah/uc andme=2R.h/a’c, Eq. (178 may be
tical laboratory unit of curren g =V ag/Q s, Where Writtén as
Vi ag @andQ, pg are practical laboratory units of voltage and wl ge | © ad\12
resistance. As indicated in Sec. 2.5, the Whikg may be yp=—t _6(8_F>
based on the Josephson effect, or possibly on the mean emf Ko
of a group of standard cells, and the ufdit,g may be based The results of the gyromagnetic ratio experiments that we
on the quantum Hall effect or possibly on the mean resisreview in the following sections are summarized in Table 10.
tance of a group of standard resistors. Also included in the table is the value of inferred from
Since in the low-field metho@’ is inversely proportional each low-field result and the value bfinferred from each
to the current, and in the high-field methog' is directly  high-field result, as discussed in connection with each ex-
proportional tol, it follows from the discussion of Sec. 2.5 periment. Each inferred value is indented for clarity and is
that for a low-field experiment given for comparison purposes only; in actuality the values

KJ—QORK—QO

J—QORK—90

K
y" =Ty hi) KR. ' (177b

= 179
Me Re 179
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TaBLE 10. Summary of data related to shielded gyromagnetic ratios, and inferred valaesnatfh.

Relative standard

Quantity Value uncertaintyu, Identification Sec. and Eq.
I} _glo) 2.675154 05(30x 10°s™* T~¢ 1.1x1077 NIST-89 3.4.1.4183
at 137.035 988(%51) 3.7x10° 8 3.4.1.a(193
I} _glo) 2.6751530(18x10Ps t T¢ 6.6<10 7 NIM-95 3.4.1.b(197)
a?t 137.036 00630) 2.2x1077 3.4.1.b(200
I} hi) 2.6751525(43x10°s* T¢ 1.6x10°° NIM-95 3.4.1.b(199
h 6.626 071(11x 10 %#Js 1.6x10°8 3.4.1.b(202
Ty go(hi) 2.6751518(27x10Ps t T¢ 1.0x10°8 NPL-79 3.4.1.205
h 6.626 0729(67X10 % J s 1.0x10°8 3.4.1.¢(206)
I _g(l0) 2.03789537(37x10°s 1 T 1 1.8x1077 KR/VN-98 3.4.2.a(210
a?t 137.035 985@2) 6.0x10°8 3.4.2.a(212
I _go(l0) 2.03789729(72x10°s* T 1 3.5x10 7 VNIIM-89 3.4.2.b(214
a?t 137.035 94216) 1.2x10°7 3.4.2.b(215

of I are taken as input data for the 1998 adjustméfie ~ Williams, 1974; Williams and Olsen, 19¥2The proton
consistency of the data of Table 10 is discussed in S¢c. 4. NMR measurements were carried out at 25°C using a 3.5
cm diameter spherical sample of purgQd The NMR fre-
quency in the 1.2 mT magnetic flux density of the solenoid
was about 52 kHz and was measured by the method of

A number of national metrology institutes have long his-nuclear induction.
tories of measuring the gyromagnetic ratio of the shielded The result obtained by Williamet al. (1989 may be writ-
proton. The motivation for such measurements was, in paren as
the need to develop a method of measuring magnetic fields N Ky  Quist
using NMR and to monitor the stability of the laboratory’s Yo =lp-nistll0) = — =5~
practical unit of current based on groups of standard cells -
and standard resistors. with

a. NIST: Low field.The National Institute of Standards Iy_yst(l0)=2.6751337629)x10°s *T~* [1.1x10 ],
and Technology reported its first low-field measurement of (180b
¥p» Which had a relative standard uncertainty of about 4where the standard uncertainty is that assigned by the
><10 6 in 1958(Bender and Driscoll, 1958Its most recent experimenters. Here the asterisk indicates that the experi-
low- fleld result was reported in 1989 by Williamstal.  ment was carried out in air rather than vacuudy, st
(1989 and has a relative standard uncertainty of 1.1=483593.420 GHz/V was the adopted value of the Joseph-
xX1077. son constanK ; used by NIST to define its laboratory unit of

In this experiment, the single-layer precision solenoid hadoltage Vy,st, and Qust was the NIST laboratory unit of
a length of 2.1 m, a diameter of 0.3 m, and was wound withresistance based on standard resistors at the time of the
2100 turns of gold-plated copper wire 0.8 mm in diameter;experiment, the mean date of which was 3 April 1988. From
the winding pitch was about 1 mm per turn. The currentmeasurements of the von Klitzing constant in term€gfsr
through the solenoid was about 1 A, but additional curreninade in the period August 1983 to May 1988ageet al,
was added to segments of the wire in such a way that th€9893, together with two additional measurements, one
magnetic flux density was insensitive to the diameter of thanade in December 1988 and the other in August 1989
solenoid to the same extent that it would be for a 1.5 km longCage, 1989a we find that on this mean dat&y
solenoid, and the flux density was uniform with a fractional = 25 812.848 21(292ys [1.1X 107 8].
variation of less then 10~ 7 over a spherical volume 8 cm A number of systematic effects were investigated and ac-
in diameter at the solenoid’s center. In all, five currentcounted for in the experiment of Willianet al. (1989, in-
sources were used to energize the solenoid. A movable prolatuding the magnetic susceptibility of the Earth, of the fused
consisting of a set of five coils was guided along the axis okilica solenoid form, and of the tuned pickup coil used to
the solenoid by a fused silica straightedge in order to deterdetect the 52 kHz NMR signal. The principal sources of
mine variations in the diameter and pitch of the windings.uncertainty in the experiment were the NMR measurements,
This was done by injecting an ac current having a speciaihe susceptibility of the pickup coil, the measurements of the
wave form in sequentially selected groups of ten turns. Thevinding pitch, and the power coefficient of the resistor used
probe itself was in vacuum and its position was measured by measure the solenoid current.
laser interferometryWilliams et al, 1985; Williams, Olsen, A number of corrections must be applied to the result
and Phillips, 1984; Williams and Olsen 1979; Olsen andgiven in Eq.(180) to convert it to a value based on the unit

3.4.1. Proton p

(1803
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Agp and to account for other effects not initially considered This result may be compared to that obtained from the
by Williams et al. (1989. The fractional values of these cor- previous NIST low-fieldy, experiment using similar tech-
rections, and their standard uncertainties where applicablaiques, but with a solenoid of length 1 (Williams and
are as follows: 9.26410 °® to convert fromK;_ yst to  Olsen, 1979 The measurements were carried out with two
K go; —1.596(11)<10 ¢ to convert from Qyst/Q to  different current distributions, one that produced a nearly
Rk /Rk_go based on the above value &y ; —4.0(1.3) uniform magnetic flux density over the sample volume and
x107° to account for the under-estimation of the currentone that not only provided an adequately uniform flux den-
dependencéoading of the 6453.2) transfer resistors used sity, but also significantly reduced the sensitivity of the flux
in the 1980s measurements R§ in terms of Qy st (EIm-  density to the average diameter of the solenoid. The result
quist and Dziuba, 1997; Elmquist, 1997; Cage, 1997 reported by Williams and Olsefl979 is, in analogy with
3.6(1.0)x 10 8 due to the effect of the field of the solenoid Eq. (180),

on the magnetometer that was used to null the magnetic field., _ 11 _;
of the Earth(Williams, 1997; and finally, a relatively large SLP*N'ST(IO)_Z'WS 1322057)x10°s * T [2.1x10 7],

correction of—1.160(18)x 10~ 7 due to the fact that the ex- o _ _ (1849
periment was done in air, but was assumed to be done iRut in this casé2ysr was the NIST unit of resistance on 22
vacuum. March 1978, the mean date of the experiment.

A correction for this latter effect, which in this case is A number of corrections must be applied to this result,
slightly larger than the quoted standard uncertainty, is alsénost of which are similar to those applied to the result re-
applied to the results of the other shielded gyromagnetic rati®orted in 1989. The fractional values of these corrections,
experiments considered here. Although this correction is ofind their uncertainties where applicable, are as follows:
only marginal significance for some of the experiments, wed.264<107% to convert from K; st to K go;
apply it to all in order not to introduce artificial relative shifts —1.089(26)< 10" ° to convert fromQys7/Q to R¢ /Ry —g0;
in results for the 1998 adjustment. Based on B20), one  1.39(39)X 108 to correct for the effect of the solenoid’s
can show that for low-field experiments, to first order in thefield on the magnetometeiwilliams, 1997; —1.160(18)

volume magnetic susceptibilities of,8 and air, X 10~ 7 for the effect of the air; ane-4.7(1.2)x 10" 8 for the
) q effect of the Earth’s magnetic susceptibility as obtained by
Yp=(1—€ska) vy (10), (18D scaling the corresponding correction efl.1x 107 given

by Williams et al. (1989 by the ratio of the magnetic dipole
moments of the solenoids used in the two experimémis
liams, 1997.

The correction forQQy,st is based on the following three
results:(i) the value

where e,= 1 is the demagnetizing factor for a spherg, is
the volume magnetic susceptibility of the air, apgﬂ(lo) is
the quoted value oi/,; as obtained from NMR measurements
carried out in air, but with the corresponding flux dendty
calculated as if the solenoid generatiBgwere in vacuum.
For high-field experiments, the corresponding equation is Rx=25812.8083(62) ) [2.4x10°8] (185

Yp=[1+(1— €9 xalyp(hi). (182  obtained from NISTR-calculable capacitor measurements

) ) carried out in 1994-199@efferyet al.,, 1998; Jeffenet al,
The difference between EqEL81) and (182) is due to the 1997 and discussed in detail in Sec. 3.6(il) the value
difference in the methods of obtainiriy

To calculate the fractional correctioak,, we use the Rq=25812.848 3830) Quist [1.1x10" %]
equation fork, as a function of temperature, pressure, rela- (186
tive humidity, and amount-of-substance fraction of Q8-  corresponding to 12 April 1988 based on the measurements
rived by Davis(1998, based on a thorough review of the of Ry in terms ofQyst from 1983 to 1989 discussed above,
available experimental and theoretical data. The relativgyyt including the loading correctiofthis date gives the
standard uncertainty given by Davis for the resulting value okmallest uncertainty foRy); and (iii ) the value
K, 1S 1% assuming that all four of these variables are exactly .
known, but generally increases to above 1.5 % if the uncer- Qust=[1-0.81927)x10°7] © (187
tainties of these variables in a particular experiment are takeobtained from NIST calculable capacitor measurements with
into account. It should be noted that the 1% uncertainty isa mean date of 2 December 1973utkosky, 197% [Note
sufficiently small that the correlations among the various valthat because of the 21 year time difference between the NIST
ues of I in Table 10 introduced by using essentially the 1973 and 1994-1995 calculable capacitor measurements,
same value ofk, to calculate the air correction are negli- and changes in equipment, personnel, and technique over

gible. this period, the values in Eq&185) and(187) are treated as
Application of all the above corrections to the value givenindependent dathEquations(185) and (186) imply that on
in Eq. (180 yields 12 April 1988
I} ol0)=2.6751540630) x 10°s™* T~* [1.1x10 '], Qnst=[1—-1.55127)x10 %] Q, (188
(183 which together with Eq(187) implies that the drift rate of
wherel_q, is related toy, by Eq.(177a. Quist is
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dQuist P diameter with a winding pitch of 1 mm per turn; coil No. 3
G - >1a26x10 "a (189  was similar—it was 320 mm in diameter and its two wind-
ings contained 40 turns each. For either cBilwas about
where a is the unit symbol for year. This drift rate agreesp.23 mT for a current of 1 A. The dimensions of the coils,
with the value @yst/dt=—5.32(29)x 10 ® a* based on including the diameter of the wire itself, were determined
the 1983 to 198®Rx measurements. We do not use the resultysing laser interferometry. The comparatively small mag-
1 -6 netic dipole moment of each coil and the small magnetic
Ouist=[1-1.59422)x10° 7] Q (190 suscept?bility of the ground at the remote site of the experi-
based on the NIST calculable capacitor measurements withraent eliminated the need for a correction due to the coil’s
mean date of 17 May 1988Shields, Dziuba, and Layer, image moment. However, a correction for the effect of the
1989, because the more recent NIST work Jeffetyal,  magnetic field of a coil on the system used to compensate the
1998; Jefferyet al., 1997 indicates that the earlier measure- Earth’s magnetic field was necessdtyu, 1997). The ex-
ments are likely to be in error. We have used the value operiment was carried out in air with a spherical purgOH
dQust/dt from the NIST 1973 and 1994-1995 calculable NMR sample at a mean temperature of 21 °C, and the NMR
capacitor ohm realizations rather than the value from thdrequencies were measured by the free-precession method.
NIST R measurements, because the time span of the ohmhe dominant components of uncertainty, mainly Type B,

realizations includes the mean date of tygaexperiment. arose from determining the following quantities: the suscep-
Application of all of the above corrections to the value tibilities of the NMR polarization and detection coils; the
given in Eq.(184) leads to power coefficient of the standard resistor used to measure the

, o _ coil current; the NMR frequencies; the location of the current
I'o.9d10)=2.6751537657) X 10° s T [2.1x1077], lead to a coil; and the diameters of the windings, their pitch,
(19 and the diameter of the wire itself.

which agrees with the value given in E(L83); the two In the high-field experiment the magnetic flux dendity
differ by about one-half of the standard uncertainty of theproduced by a permanent magnet, was about 0.47 T. The
1979 value. Although the uncertainty of the 1979 NIST re-resonance absorption frequency of the cylindrical,
sult is less than twice that of the 1989 NIST result, in keep-CuSQ-doped HO proton NMR sample was held constant at
ing with the policy discussed in Sec. 1.4., only the 198920 MHz by using a signal derived from a crystal oscillator

value ofI},_q(10) is included in the 1998 adjustment. and by incorporating the sample in a magnet stabilization
The value ofa that may be inferred from Eq183) fol-  system. The conductor used to meadBre/as a rectangular
lows from the relation coil of four turns of oxygen-free copper wire 0.8 mm in
, diameter cemented to the edges of a rectangular fused silica
Il ofloy= 220%k ol Mo 5 (195 plate 600 mm high, 100 mm wide, and 10 mm thick. The coi

4poRe Me was hung from a balance beam with its lower edge in the

which is obtained by combining Eq&l77a and (179 and center of the gap of _the magnet. Sin_ce the width of the coll
assuming the validity of the relationsk =2e/h was not perfec_tly uniform, the effective lengttof the cur- _
= J8al uych and Ry =h/e2= uyc/2a. Using the 1998 rec- rgnt segmeqt is c_alculated from.measurgments of the caoll
ommended values for the other relevant quantities, the unidth along its height together with the difference between
certainties of which are significantly smaller than the uncer{h® magnetic flux density at the points of measurement and

tainty of the NIST experimental result, we find the flux density at the 'Iower edge of the coil. Thg largest
components of uncertainty were due to the following: ran-
a”1=137.035988061) [3.7<10°%], (193  dom variations among the six groups of measurements car-

where the uncertainty is about one-third the uncertainty of'ed_ _OUt’ thought to arise ma_mly from the change in zero

the NIST value of, i’J_go(lo) because of the cube-root depen- po§|t|on_ of the balance and its automatic ba_danf:e system;

dence of alpha orﬁ,g,go(lo). callbrgtlon of the mass standa_rd; and determlnatlon of both
b. NIM: Low field and high fieldResearchers at the Na- the width of the coil and the diameter of the wire.

tional Institute of Metrology(NIM), Beijing, PRC, have The most recent NIM measurements yielded. et al,

measuredy, in both low and high fields starting in the 1993

1970s. The basic apparatus for each experiment has re- Ky Qum

mained essentially unchanged since the first NIM low- and y; :F;_NIM(lo)K— q

high-field results were reported by Chiao, Liu, and Shen J-90

(1980, but a number of significant improvements in tech—With

nique and ancillary equipment have been incorporated over

the yeardLiu et al, 1988; Liuet al, 1995. In the low-field ¥ ym(10)=2.675153417) x 1P s~ T

experiment the magnetic flux densiB was produced by

either Helmholtz coil No. 2 or Helmholtz coil No. 3. Coil [6.5%1077], (194b

No. 2 had a diameter of 296 mm and consisted of two wind-

ings of 38 turns each of gold-plated copper wire 0.8 mm inand

(1943

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



CODATA RECOMMENDED VALUES 1757

K; g0 from the comparison of a 10(k resistance standard cali-
* _ % H .
Yp =Ip-am(hi) /— 35—, (1953 prated in terms of the quantum Hall effect and th€ Te-
J NIM . .
sistance standards used to maint&igy .)
with Based on Eq(192), we find that the value ofr that may

. be inferred from the NIM low-field result in Eq197) is
Iy m(hi)=2.675153643) X 10°s ™+ T+
a~ 1=137.03600630) [2.2<10 7]. (200
[1.6x 10 °]. (195b

o ) _Similarly, based on the relation
Here the asterisk indicates that the experiments were carried

out in air rather than vacuum, the average temperature of the . C a?ge- ,U«,') 1

NMR samples was 21 °QLiu, 1997), and for the high-field [ogohi) =S ————2 1, (201
experiment that the NMR sample was a cylinder containing I-90 k=00 e fle-

H,O with dissolved CuS@Q Further, Qy,, was the NIM  which follows from Eqs(177b and (179), we find that the
laboratory unit of resistance at the time of the experimentyalue of h that may be inferred from the NIM high-field
and was based on standard resistors. The fractional corregesult in Eq.(199) is

tions that must be applied to these results are as follows:

0.002(121)< 10 % and—0.002(121) 10" ° to convert from h=6.62607111)x10 34J s[1.6x10 °]. (202

QOnm 10 Rg_gg for the low- and high-field results, respec-
In both cases we have used the 1998 recommended values

tively, based on NIM measurements of b&Rk andQy, in - s e
terms of the ohm as realized by the NIM calculable capacitof_or the other relevant quantities; their uncertainties are neg-

(Liu etal, 1996; Liu, 1997; —4.14(12)x10 ® to correct lIgible compared to the NIM values of}, olo) and
from 21°C to 25°C, based on Eq113; —1.180(21) [p-so(hi). . -
%107 to convert from air to vacuum for the low-field re- Because the earlier NIM low- and high-field results are

sult; and—0.38(20)x 1076 to account for the fact that the Well known only in terms of the NIM laboratory unitéyy
high-field experiment was carried out in air with a finite- and Qv based on standard cells and standard resistors, the

length cylindrical NMR sample of O containing CuS@ 1995' res:ults may best be com'pared to the earlier rgsults by
in place of 0.43(13x 10~®, which was the correction in- considering the value offr’, obtained from Eq(176). Using
cluded in the result reported by Lat al. (1999 (Liu, 1997).  that equation, and the results given in EG€7) and(198),
Our hégh-field correction is the sum of two terms: 0.40(g) We find
X 10" ° to take into account the fact that the water contained , R _
CuSQ; and —0.78(19)x 10 ¢ to convert the result for a 7p=2.675 152723 x10°s™* T°% [8.6x10°1].
cylindrical probe with demagnetizing facta, containing (2039
pure water surrounded by air to a result corresponding to Fhis result agrees with the valu%=2.675 1541(23)
spherical probe in vacuum. This term is based on the equax 10®s™* T! [8.7x10 7] based on low- and high-field
tion measurements reported in O%QG?U elt al, 19886and the
, . [ value y;,=2.6751482(49x 10° s+ T~ * [1.8x 10 °] based

Yp=[1+ (& €dx(21°0)+ (1~ ec) ka] 7p(hi), (196) on mggsurements répo?ied in 1980r[1ia0 et aI.,]198(),
which is a generalization of E§182), and wherex(21°C)  Where we have again applied corrections for temperature, air,
is the volume magnetic susceptibility of water at 21 °C. Ourand probe shape/Cug@s appropriate. In keeping with our
correction for the CuSgQis based on the data of Dickinson Policy (see Sec. 1} only the 1995 results are included in

(195)) and an estimated value ef=0.444). the 1998 adjustment.
App”cation of these Corrections y|e|ds c. NPL: H|gh er|dThe most accurate h|gh'f|e|¢{) ex-
periment was carried out at NPL by Kibble and H(&®79.
I} o10)=2.675153018)x 1P s * T~* In this experiment, the current-carrying conductor used to
measure the 0.47 T magnetic flux dendyof the electro-
[6.6x107 7] (197 magnet was a rectangular coil of three turns of 2.5 mm wide
and by 0.7 mm thick rectangular silver strip conductor cemented
to a rectangular pyrex form 800 mm in height, 187 mm wide,
F,')fgo(hi) =2.675152543) x10°s 1 T°1 and 3 mm thick and which hung from one arm of a balance.
The current in the coil was 0.5 Ato 5 A, the number of ampere
[1.6x10 ], (198 turns used was 1.5 to 15, and the maximum force on the coil,

upon reversal of the current through it, was equal to the

weight of a 250 g standard of mass. The proton NMR sample
r(lo, hi)=—0.014 (199 containing pure KO was in the shape of a cylinder with

rounded ends and with a length-to-diameter ratio of about

due to the uncertainty of the common 0.002(1210 ¢  five. The NMR signal was observed using a tuned circuit

Onm 1o Rk_go correction. (The uncertainty arises mainly formed by an inductive coil wound on the sample and driven

with a correlation coefficient of
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at about 20 MHz. The largest sources of uncertainty in thelt should be noted that various input data in the 1998 ad-

experiment were the determination of the width of the coiljustment such as that in ER05 depend on the same NIST

and its position in the gap of the magnet. QHE and/or calculable capacitor measurements; neverthe-
The result reported by Kibble and Huf979 (Kibble, less, their covariances are negligible.

1981 may be written as

Ky
vy =T p-npL(hi) JK—ZIPL Ory’ (2043 3.4.2. Helion h
with There are two independent low-field determinations of the
gyromagnetic ratio of the shielded heliayj, to be consid-
I} wpi(hi)=2.675170127)x 1P s+ T~* ered: one carried out at the Korea Research Institute of Stan-
6 dards and Sciend&RISS), Taedok Science Town, Republic
[1.0x1077]. (204D of Korea, in a collaborative effort with researchers from the

Here the asterisk indicates that the experiment was carrigif€ndeleyev All-Russian Research Institute for Metrology
out in air rather than vacuum and the average temperature &Y N!IM), St. Petersburg, Russian Federat({&ifrin et al,
the NMR sample was 20.2°GKibble, 1997. Further, 1999; Shifrinet al, 1998a; Shifrinet al, 1998b; Kimet al,

K,_pL= 483594 GHz/V was the adopted value K5§ used 1995; and one carried out at VNIIM it_sel(fTarbeevet al,
by NPL to define its laboratory unit of voltage, afi2\p, 1989. [Note that although we have definef] to correspond

was the NPL laboratory unit of resistance based on standatg 25 °C. the temperature dependence of the shielded helion
resistors at the time of the experiment, the mean date Jfyromagnetic ratio is expected to be significantly less than

which may be taken as 15 March 1974. The fractional corlhat of the shielded proton gyromagnetic ratio as given in Eq.

rections that must be applied to this result are as follows(113- Thus small differences in temperature from 25°C are

—~8.065<10© to convert fromK_yp, to K go; 0.90(15) ~ 1gnored] , ,

X107 to convert fromQ/Qup, to Rk _oo/R; —4.97(14) a KRISSNNIIM: Low fieldThe sample _used in the pre-

X 1078 to correct from 20.2 °C to 25 °C based on Ef13): cision solenoid of the KRISSNNI_IM gxperlment was a Iqw-
and —1.139(94)x 10~ ° to account for the fact that the ex- Pressure gas_eodble and**Cs cylindrical sample 40 mm in
periment was carried out in air with a cylindricab® NMR length and d@me}er. The qua;mty measur.ed was the shielded
sample of finite length, in place of 1.50(10)< 10", which ~ 9yromagnetic ratio of théHe(2°S,) atom using atomic mag-

. 4 .
assumes that the experiment was carried out in vacuum witR€tic resonanceéAMR). (In the "He AMR technique, théHe _
a cylinder of infinite length and was included as a correctiorlOMS are polarized by means of metastable exchange with

in the result reported by Kibble and Huft979 (Kibble, ~ alkaline metal atoms polarized by optical pumpinn a
1997, separate experiment the safftiée sample was compared in

The ohm correction is based on the relati®p =[1 air at an average temperature of 25 °C with a spherical low-
—0.017(150)< 10" %] Qusr for 15 March 1974 obtained Pressure gaseodsle sample, thereby allowing/, to be ob-

from the periodic resistance intercomparisons involving thd@ined(Shifrin et al, 1997. _ o
BIPM and the national metrology institutéBaylor and Witt, The single-layer precision solenoid had a winding length
1986 and on the same procedure to conv@sr/Q to of 1020 mm, a diameter of 229 mm, and a winding pitch of

Rq/R¢_go discussed above in connection with the NIST 1 mm; it was wound with silver-plated copper wire 0.8 mm

1979 low-field v/, experiment(see Sec. 3.4.1.aAn addi- in diameter. The NIST technique of injecting current into the
tional relative st%mdard uncertainty of &10°® has been solenoid from five different current sources was used to gen-

included in the resistance transfers between NPL and BIPNf'até a uniform magnetic flux density with significantly re-
and between NIST and BIPM to allow for a variety of pos- duced dependence on the mean diameter of the solenoid. The

sible systematic effects, and these together account for modimensional measurement system was also very similar to
of the assigned uncertainty of the correction. The air andn@t used in the NIST experiment, but it incorporated a num-
sample shape correction is based on @§6 where in this ber of refinements, including modification of the method of

casex(21°C) is replaced by(20.2°C) and our estimated injecting ac current into selected groups of ten turns. Be-
value of e, is 0.481). cause the magnetic susceptibility of the ground under the

solenoid was comparatively small, as was the magnetic di-

The result after application of the above corrections is [ X
pole moment of the solenoid, a correction for the effect of

I“F’,,go(hi)=2.675 151827)x10Pst T the Earth was not required. Similarly, because of the com-
paratively small size of the solenoid’s magnetic dipole mo-
[1.0x107°], (209  ment and the distance between the solenoid and the sensor

used in the system to compensate the Earth’s magnetic field,

LELR LR L a correction for the effect of the solenoid on the sensor was

h=6.626 072967) X 10 3*Js also not required. The working voltage and resistance stan-
dards employed in the experiment were calibrated in terms of
[1.0x10 ©]. (206  the Josephson and quantum Hall effects udihggy and
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Rk_g0. The uncertainty of the experiment was dominated bycurrent of 1 A. The same solenoid was used in the magnetic
Type B components associated with the measurement of tHeoment ratio experiment of Belyét al. (1986 and in the
dimensions of the solenoid. earlier VNIIM low-field proton gyromagnetic ratio experi-
The result of the*He gyromagnetic ratio experiment, ment of Studentsov, Khorev, and Shifit981). Many im-
which was carried out at an average temperature of 25 °C, igrovements were incorporated in the helion gyromagnetic

(Shifrin et al, 1998a; Shifrin, 1997 ratio experiment based on the experience gained in the ear-
lier proton gyromagnetic ratio experiment. For example, spe-
y* (“He) =% *He, lo) KRk , (2073 cial attention was paid to the stability and calibration of the

Ki-90Rk-90 emfs of the standard cells used as the working voltage refer-

with ence inasmuch as the site at which the experiment was car-

ried out was 40 km away from the main VNIIM laboratories.

I3(*He,lo)=1.760788 1631) x 10"'s 1 T+ Also, because the largest uncertainty component in the ear-

[1.8x10°7]; (207h lier proton gyromagnetic ratio experiment was due to the

measurement of the diameter of the windings, the apparatus
and the result of théHe—*He comparison experiment is used to carry out those measurements was improved and the
(Shifrin et al, 1997; Shifrin, 199y data were more complete—the diameter of each turn was
7 (*He) determifne: at 1|2 podints. Eecaur?e the magnetic dipole mo-
EA -8 ment of the solenoid used in the VNIIM experiment was
h 864.02276129 [2.9¢1077), (208 comparatively small, as was the magnetic susceptibility of
the ground underneath the solenoid, any correction for the
gffect of the ground was expected to be insignifig@ttifrin,
1997. The effect of the magnetic field of the solenoid on the

where for both experiments the asterisk indicates that th
measurements were carried out in air. Together these equ

tions yield e
system used to compensate the Earth’s magnetic field was
Ve =I* (I0) KRk (2093 taken into eccount a_nd an apprqpriate component of uncer-
h Th=90" K goRk 90’ tainty was included in the experiment’s uncertainty budget
ith (Shifrin, 1997.
wi The result reported by Tarbeest al. (1989 (Shifrin,
I 4(10)=2.0378956(37)x 10¥s 1 T2 1997 may be written as
—7 KJ QVNIIM
[1.8x10"7]. (209 ¥h =In-vnim (10) Ko 0 (21339
. . . J—VNIIM
The only correction that needs to be applied to this resul\tNith
to convert it to the required form is—1.156(20)
X 10" "I go(lo) to account for the fact that the experiments Iy (10)=2.037890 1471) x 10° s T~*
were done in air. This leads to [3.5%10° 7] (213b
I}_oy(10)=2.0378953737) x 1P s 1 T2 where the asterisk indicates that the experiment was per-

. formed in air. Additionally,K;_ynm =483596.176 GHz/V
7
[1.8x10"7]. (210 was the adopted value d&f; used by VNIIM to define its
The value ofa that may be inferred from Eq210) follows  laboratory unit of voltage, an@,y is the VNIIM labora-
from the expression tory unit of resistance based on standard resistors at the time
, of the experiment, the mean date of which was 20 November
Ks-90Rk-900e- Ll (217 1987 (Shifrin, 1997. The principal components of uncer-
4R Me tainty contributing to the quoted uncertainty arise from the
which is analogous to Eq192). We find measurements of.the dlamete_r ar_1d position of each turn, the
diameter of the wire, the distribution of the current over the
-1-137.03598582) [6.0x10°%]. (212 cross section ef the wire, the overall shape of the winding,
“ ®2 1 I (212 and the instability of the emfs of the standard cells.
) ' . . . The fractional corrections to be applied to this result are
b. VNIIM: Low field. The VNIIM low-field helion experi- 3565<10 ¢ to convert from Ky yym 10 Kj eo:

ment was carried out in air at 23°C with spherical low- 5 .
pressuréHe samples. The NMR frequency was measured b39'072(50)>< 10" 1o convertQyyyy /) 10 Ry /Rk—go; and

free precession with thiHe atoms first polarized by optical . _ 1.149(20)<10 ” for the effect of the air. The correction
P P y op for Qynm 1S based on a recent VNIIM analysis of a large

pumping as was done in the VNIIM experiment that deter'body of data from VNIIM as well as other laboratorigzhi-

mined the shielded helion to shielded proton magnetic mo; . o .
. : g frin, 1997). Application of these corrections to E¢R13

ment ratio(Belyi et al, 1986. The magnetic field was pro- ields

duced by a four-section, single-layer precision solenoid 204 , iy

mm in diameter and 500 mm long with a total of 256 turns I o(10)=2.037 897 2072) X 10*s ' T,

that generated a magnetic flux density of 0.57 mT with a [3.5X10 7] (214)

I _g(lo)=—
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from which one may infer sok, 1986; a low-field experiment at the PTBWeyand,
—1_ _7 1985; and a low-field experiment at the NRVigoureux
“« 137.03594216)  [1.2x10 ] (215 and Dupuy, 198D For reviews of these values as well as
based on Eq(211). others, see Taylor and Cohdt990; Cohen and Taylor
It is of interest to compare the VNIIM 1989 helion low- (1987); Cohen and Taylof1973; and Tayloret al. (1969.
field result with the VNIIM 1981 proton low-field result. The

value obtained by Studentset al. (1981 may be written as
3.5. Josephson Constant K

Yo =Ip—ynim (10) =—— (M (2163 In this section we consider measurements of the Josephson
VNIIM constantK; in its Sl unit Hz/V. In the following three sec-
with tions we consider measurements of the von Klitzing constant
R in its Sl unitQ, the quantityK 3R in its Sl unit J* s,
I3y (10)=2.675125716) x 10°s ™+ T+ and the Faraday constaRtin the unitAgy s mol %, where
[6.0x10°7], (216 Agp is the conventional unit of current based on the Joseph-

son and quantum Hall effects and the conventional values
where the asterisk indicates that the NMR sample wax; o, andRy_q, (see Sec. 2)5 Since all of these measure-
spherical, contained pure,8, and was at 24°C, and that ments involveK ; and/orRy , the results are grouped in Table
the experiment was carried out in air. The quantiiggu 11, together with the values af andh that may be inferred
and Qv are, respectively, the working unit of voltage from the data, assuming the validity of the relatioks
based on standard cells used in the experiment and the2e/h andRy=h/e?.
VNIIM laboratory unit of resistance based on standard resis- The quantityK; is determined by measuring a voltage
tors on the mean date of the experiment, which was 1 Sepn terms of both a Josephson voltdgg(n) =nf/K; (see Sec.
tember 198QTarbeev, 1981 The value ofe that we infer  2.4.1) and the Sl unit \=m?kg s *A~1. The comparison can

from the result in Eq(216) is be direct, which leads to
a 1=137.03620828) [2.0x10° '] (217 U/Uy(n
K= anv—l, (218
based on_Eq.(192, the result K,=483594.983(12) u/v

X10° GHzNVyym (Tarbeev, 1981 the result Quuiv  whereU/V is the numerical value dff whenU is expressed
=[1-0.118(71)x 10" °] Qg from the recent VNIIM analy- in the unit V (see Sec. 1)2 Alternatively, the voltageJ) can

sis mentioned abovShifrin, 1997, and corrections for tem- pe compared to a laboratory unit of voltagesg known in
perature and air. We see that the difference between the 1988rms of a particular value of the Josephson constant
and 1981 results is 81y, Whereugy is the standard un- Kk, ... In this case, the appropriate expression, in analogy
certainty of the difference, and thus that they strongly disith Eq. (293, is

agree. The origin of this disagreement is unknown, but the

many improvements incorporated into the 1989 experiment K=K, ag U/Vias
give it preference over the 1981 experiment. Further, the VA
value of a that one may infer