Numerical simulations of the interaction of a polydisperse water mist and a flame, with the specific goal of determining fire suppression characteristics, are very computation intensive. Even in geometrically simple configurations, such as co-flowing flames, the computational cost of a full Navier-Stokes solution of the reacting flow alone, without droplets, is very high. A boundary-layer approach is developed here which provides the needed efficiency; a typical non-premixed flame including chemical kinetics with hundreds of reactions and multicomponent transport is solved in a few minutes on a personal computer. This is compared to many hours or even days that are required to simulate the equivalent problems with full Navier-Stokes equations. This paper discusses the range of circumstances for which the boundary-layer approximations are valid. Preliminary results characterizing the one-way coupled interaction of a water mist with a laminar non-premixed flame are also presented.

INTRODUCTION

Water-mist offers an efficient, environmentally benign alternative to halon fire suppression agents. Investigations of the fire-suppression characteristics of water-mist, whether experimental or numerical, naturally span the wide range of relevant scales, from fires in full-scale compartments and lockers [1–4] to the microscale interaction between mist droplets and model flames [5–8]. Because of their reduced dimensionality, the latter allow the consideration of detailed chemistry and provide valuable insight that cannot be obtained in large-scale studies. For instance, the opposed-flow configuration lends itself to computational modeling of non-premixed flames in a one-dimensional setting via mathematical similarity. Consequently very large reaction mechanisms can be incorporated in the modeling with modest computational cost. Understanding flame structure from a chemical-kinetics viewpoint usually requires varying reaction mechanisms and parameters, seeking agreement between models and experimental observation. Beyond the direct relevance to the suppression and extinction of flames with fine water mist mentioned above, there are many other applications that need increased attention to
chemical details. For example, these may include the destruction of toxic-waste streams or the flame synthesis of oxide nano-particles.

Another non-premixed flame laboratory configuration that finds widespread utility is that of a jet of fuel issuing in a co-flowing oxidizer stream, as illustrated in Fig. 1. Unlike the opposed-flow situation, the jet flame retains essential two-dimensional characteristics. There is active research on modeling these flames by solving Navier-Stokes equations. However, even presuming the most optimistic outcomes of such research, incorporating elementary combustion chemistry is a computationally intensive task, even without mist.

To model a particle-laden reacting flow, a multicontinua approach as described by Sirignano [9] can be used. Such an approach can be implemented using a Lagrangian/Eulerian technique in which the particle dynamics are handled in a Lagrangian framework and appropriate source terms are incorporated into the Eulerian gas-phase conservation equations. There is mass and energy exchange between the particles and the gas-phase flow, which contribute to source (or sink) terms in the gas-phase conservation equations. Inasmuch as the source terms depend on the particle dynamics and vice versa, iterations are needed. However, this approach is practical only if the computation time needed to model the reacting gas flow is small. Even in geometrically simple configurations, such as co-flowing flames, the computational cost of a full Navier-Stokes solution of the reacting flow alone is prohibitively high.

The objective of the work reported here is to develop and validate computationally efficient models of non-premixed laminar jet flames using boundary-layer approximations. This approach will provide the needed efficiency for the modeling of flame/mist interactions. By no means is the boundary-layer approach a general alternative to full multidimensional modeling. However, there are practical circumstances where laboratory flames can be modeled accurately, but using a very small fraction of the computational resources that would be required by a full two-dimensional simulation. Even recognizing some compromise in accuracy, there is enormous utility in developing models that can be exercised frequently and at low cost.

The first quantitative solution to the steady laminar jet flame was published in 1928 by Burke and Schumann [10]. Since then researchers have developed computational models that relax virtually all the assumptions related to the flow dynamics and chemical kinetics. The first models
to incorporate detailed chemistry and transport were developed by Miller and Kee [11, 12]. They used a boundary-layer formulation and a finite-difference marching algorithm, with chemistry handled by an operator-splitting method. Heys et al. [13] modeled Bunsen-like flames in boundary-layer form. They used a von Mises approach to transform the radial coordinate to the streamfunction as an independent variable. They incorporated kinetic-theory representations of the transport properties, but used relatively global chemistry. This model matched measured species and temperature profiles very accurately. Takagi and Xu [14] also used a boundary-layer formulation to model the effects of preferential diffusion in methane-air jet flames. Their solution algorithm was based on Spalding’s GENMIX approach [15] and incorporated a 29-step reaction mechanism. The Takagi and Xu model also represented measured profiles accurately.

Smooke et al. [16] were the first to model jet flames by solving the steady-state Navier-Stokes equations as an elliptic problem. Local adaptive mesh refinement provided resolution in the flame zones, with larger meshes elsewhere. Day and Bell [17] modeled the transient low-Mach-number Navier-Stokes equations. This model also implements adaptive mesh refinement to deliver very high resolution in the flame zone. Sullivan et al. [18] and Bell et al. [19] used this model to simulate experiments measuring NOx formation. Katta et al. [20] developed Navier-Stokes models to study transient jet-flame instabilities and traveling vortices at the edges of the flame. The chemically reacting Navier-Stokes models provide solutions that capture accurately full multidimensional complexity. However, they do so at a computational cost running from many hours to many days. Consequently it is impractical to use these models for extensive parameter studies or embed them iteratively into other models.

In this paper we develop and demonstrate a boundary-layer formulation of the co-flow system and a highly efficient solution algorithm. We use specific metrics to evaluate the validity of the boundary-layer formulation as a function of flow conditions. We also present some preliminary results that characterize the one-way coupled interaction of a water mist with that flame.

**BOUNDARY-LAYER EQUATIONS**

The boundary-layer equations are derived from the Navier-Stokes equations using dimensional scaling arguments to show that the axial diffusion and radial pressure variations can be neglected under certain circumstances. The details of this scaling analysis for reacting channel flow may be found in Kee, et al. [21]. The conservation equations are reduced from essentially elliptic to parabolic, with the time-like independent variable being the distance along the channel. Consequently the system can be solved by an efficient one-pass marching algorithm. No source terms related to the mist are included in the equations below since this paper focuses on the flame solution in the absence of the mist. Only one-way coupled results are briefly discussed at the end of the paper to illustrate the possible extension to multiphase reacting flow. The boundary-layer equations are
The independent variables are the spatial coordinates $z$ and $r$. The dependent variables are the axial and radial velocities $u$ and $v$, pressure $p$, temperature $T$, and the species mass fractions $Y_k$. The density $\rho$ is determined from the other variables via the equation of state. Thermodynamic and transport variables include the viscosity $\mu$, heat capacity $c_p$, thermal conductivity $\lambda$, ordinary diffusion coefficients $D_{jk}$, and thermal diffusion coefficients $D_{kT}$. The species enthalpies are $h_k$ and molecular masses are $M_k$. The molar chemical production rates by homogeneous chemical reaction are represented by $\dot{Y}_k$. The radial diffusive mass fluxes are $j_{r,k}$ and the radial diffusion velocities are represented as $V_{r,k}$, with $X_k$ being the mole fractions. Gravitational acceleration is represented as $g$. In the work reported here the CHEMKIN [22, 23] software is used to evaluate properties as well as reaction rates.

The boundary-layer equations have a differential-algebraic equation (DAE) character [24, 25], which must be considered in designing robust computational solution algorithms. Importantly, the radial velocity $v$ behaves as an algebraic constraint in the sense that it does not have a time-like ($i.e.$, $z$) derivative. The pressure gradient $\frac{dp}{dz}$ behaves as a dependent variable that does not have a time-like derivative.

It can be shown that for any radial profiles of $u(r)$, $T(r)$, and $Y_k(r)$ at some $z$, there is only one possible profile of $v(r)$ that satisfies the continuity equation. Because the radial velocity must vanish at the centerline and the outer channel wall, a further constraint is imposed on the first-order continuity equation. Specifically the pressure gradient $\frac{dp}{dz}$ takes the role of an eigenvalue that is determined to enable satisfaction of the two boundary conditions on $v$. Despite the fact
that the pressure gradient appears to be a time-like derivative of the dependent variable \( p \), it cannot be used as such. Doing so renders the DAE system to be index 2, which is problematic for most DAE solution software such as DASSL [24] or LIMEX [26].

**Initial Conditions**

At the entrance \((z=0)\) \( u(r) \), \( T(r) \), and \( Y_k(r) \) profiles may be specified somewhat arbitrarily. However, consider the particular situation for a central jet of fuel issuing into a co-flowing oxidizer stream. The velocity profiles in the central tube and the annular co-flow region may be determined from exact solutions to the fully developed pipe-flow problems. Alternatively, flat velocity profiles may be established using honeycombs of porous manifolds (e.g., Fig. 1). The temperature profile may be taken as uniform in the two streams. The species composition in the central tube represents the fuel with the annular region carrying the oxidizer.

There is a finite region in which the fuel and oxidizer mix, usually related to the tube-wall thickness. The inlet profiles must be such that a flame will be established and propagate. Using the specified profiles, the constrained enthalpy-pressure chemical equilibrium may be evaluated within the mixing region to provide self-consistent temperature and species profiles. Although any \( u(r) \), \( T(r) \), and \( Y_k(r) \) profiles may be specified, the \( v(r) \) profiles are not arbitrary. In fact they must be constrained to satisfy the continuity equation. Failing to satisfy this constraint will cause error-controlled DAE software to fail as a result of inconsistent initial conditions.

**Boundary Conditions**

The boundary conditions for the momentum, energy, and species equations are:

\[
\begin{align*}
\text{at } r = 0: & \quad \frac{\partial u}{\partial r} = 0, \quad \frac{\partial T}{\partial r} = 0, \quad \frac{\partial Y_k}{\partial r} = 0. \\
\text{at } r = R: & \quad u = 0, \quad T = T_w(z), \quad \rho Y_k V_k = 0.
\end{align*}
\]

The remaining boundary condition is for the radial velocity \( v \), which vanishes at both the centerline and the channel wall.

**Physical Limitations**

Although the initial-condition specification described above is sufficient mathematically, the physical stabilization mechanism for non-premixed jet flames depends on axial diffusion in the burner region. Since the boundary-layer equations specifically exclude axial diffusion, the physical basis for flame stabilization cannot be represented and the solutions must be regarded as approximate in the near-nozzle region. Nevertheless, once downstream of the stabilization region the flame structure predicted by boundary-layer models can be very accurate.

Most laboratory flames are relatively low speed and buoyancy dominated. The natural flame diameter depends primarily on the fuel flow rate and only weakly on the nozzle diameter. Since
the flame diameter persists over much of the flame length, it is advisable to make the nozzle diameter comparable to the flame diameter. If the nozzle diameter is much different then the flame must adjust rapidly to its natural position, causing inaccuracies and computational difficulties in the near-nozzle region as the flame zone moves laterally [11, 12].

Partially premixed streams can also be the source of inaccuracies and computational difficulties. For example if the fuel jet contains a flammable fuel-oxidizer mixture then the ignition and stabilization process depends on axial diffusive transport. Again, any prediction and interpretation of the premixed flame structure and flame position in the near-nozzle region must be viewed with great caution.

As the flow velocities increase the scaling arguments show that the boundary-layer approximations improve. However, at sufficiently high velocities the flow can become unstable [20, 27]. At first there may be wave-like wrinkling of the flame, ultimately transitioning to turbulent flow. Under these circumstances any steady-flow analysis must break down. Fortunately, for confined co-flow flames such as those described by Sullivan, et al. [18] the laboratory flames are observed to remain stable to relatively high flow rates.

Solution Algorithm

A method-of-lines approach is used to solve the semi-discrete system, which is a system of DAEs. The radial mesh spans the domain between the centerline and the outer channel wall. The radial mesh spacing may be nonuniform, but it remains fixed throughout the channel. The marching solution is accomplished with DASSL, which implements an implicit, variable-order, variable-stepsize method based on the backward differentiation formula (BDF) method [24].

NOMINAL FLAME

Figure 2 illustrates the computed solution to a representative flame. The geometry and flow conditions are taken to represent the flame reported by Sullivan, et al. [18]. The inner radii of the fuel and the oxidizer tube are 6 mm and 14 mm, respectively. The outer radius of the fuel tube is 7 mm. The channel-wall temperature rises linearly from 500 K at the inlet to 800 K at \(z=6\text{cm}\), then drops linearly to 300 K at \(z=50\text{cm}\). The fuel is a mixture of methane and nitrogen (150 cm\(^3\)/min of CH\(_4\) and 220 cm\(^3\)/min of N\(_2\)) and the co-axial stream is air (840 cm\(^3\)/min of O\(_2\) and 3160 cm\(^3\)/min of N\(_2\)). Both streams are initially 300 K. At the initial condition the fuel velocity profile is parabolic and the velocity profile in the annular air stream is the quadratic solution to the laminar-annular-channel problem. Peak velocities in the fuel and air streams are 12 cm/s and 22 cm/s, respectively.

The inlet mixing zone is centered at half the thickness of the fuel nozzle (\(r=6.5\text{mm}\)) and the width of the mixing zone is set to 4 mm. After computing the air profile from the fuel profile, an enthalpy-pressure equilibrium is computed for each mesh point within the mixing zone. This produces new temperature and species profiles. The axial velocity in the mixing zone is taken as a Gaussian with a peak at the location of the peak temperature. In this case the peak axial velocity in the mixing zone is \(u=50\text{cm/s}\). The solutions shown in Fig. 2 were computed using
GRI-Mech 3.0 [28], but with the nitrogen-cycle chemistry neglected. A uniform radial mesh of 43 was used in the results shown.

Figure 2: Contour maps of selected solution components for the nominal problem. The species contours represent the mole fractions.

The boundary-layer solutions are generally quite similar to those reported by Sullivan, et al. [18], but there are significant differences. The flame length predicted here is approximately 4.9 cm with a maximum temperature of 1970 K (The adiabatic flame temperature for is 2080 K). Based on the Navier-Stokes simulation, Sullivan reports a flame length of approximately 3.6 cm and a maximum flame temperature of 1847 K. We find that the flame length is sensitive to the specified inlet conditions. Bell et al. [19] also report that the Navier-Stokes simulations show that flame length is sensitive to inlet boundary conditions. Fortunately, away from the inlet region the flame structure itself is not too sensitive to the inlet conditions. Regardless of the model used, it is clear that establishing inlet conditions is important to model-based experimental interpretation.

Explaining the different maximum temperatures between the Navier-Stokes model reported by Sullivan et al. [18] and the boundary-layer model remains elusive. Since flame temperature depends on radical-recombination chemistry it is important to model accurately the transport and reaction of species like H. By increasing the number of mesh points in the boundary-layer model, the flame temperature is found to be insensitive to mesh resolution. This indicates that convective and diffusive transport is being handled accurately. Switching between the GRI mechanism and a reduced C1 mechanism causes only a small change in flame temperature. Thus details of the reaction mechanism are not expected to be causing different temperature predictions. Including axial diffusion would tend to reduce radical concentrations in the flame zone, which in turn would tend to reduce flame temperatures. However, based on boundary-layer scaling arguments, this is expected to be a small effect. Since the solutions are clearly sensitive to the inlet boundary conditions and the boundary-condition specifications in the two
formulations are not identical, it is possible that the two formulations are actually solving slightly different problems.

We have also modeled the flame conditions published by Takagi and Xu [14] and our simulations are essentially identical their published results. These results are also in very good agreement with the reported measurements.

Neglected Axial Diffusion

The theoretical basis for neglecting axial diffusion is grounded in an analysis of the nondimensional transport equations and nondimensional parameter groups that characterize the geometry and flow conditions [21, 29]. The scaling arguments show that while axial and radial convection remain order-one, the axial diffusion is small compared to the radial diffusion. In the case of the energy equation this means that

\[
\frac{\partial}{\partial z} \left( \lambda \frac{\partial T}{\partial z} \right) \ll \frac{1}{r} \frac{\partial}{\partial r} \left( r \lambda \frac{\partial T}{\partial r} \right). \tag{10}
\]

Since the boundary-layer scaling arguments are general, it is interesting to evaluate quantitatively the magnitude of the neglected term in a particular flame.

With a solution in hand, such as illustrated in Fig. 3, the axial diffusion can be estimated. The boundary-layer solution provides a two-dimensional field of velocities, temperatures, and composition. From these fields one can evaluate the axial derivatives. As a practical matter, however, numerical differentiation is troublesome. The axial marching solution only controls local truncation error in the dependent variables themselves, not in the higher derivatives. Although the solutions are accurate and smooth, forming finite differences to evaluate second axial derivatives produces results that are too noisy. Therefore it is necessary to smooth the finite-difference evaluation of the first derivative before evaluating the second derivative. The needed smoothing is accomplished with cubic splines using the CUBGCV software [30, 31].

The left-hand panel of Fig. 3 shows contours of a normalized estimate of the axial diffusive transport,
\[
A(z, r) = \left\{ \frac{\partial}{\partial z} \left( \lambda \frac{\partial T}{\partial z} \right) \right\} \left\{ \max_{z > 0.25} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \lambda \frac{\partial T}{\partial r} \right) \right]\right\}^{-1}.
\]

The denominator is the maximum magnitude of the radial diffusion above \( z = 0.25 \text{cm} \), which discounts the relatively high diffusion terms in the near-nozzle region. Although the choice of normalization is somewhat arbitrary, the map shows clearly that axial transport is very small and concentrated in the near-nozzle and flame-tip regions. Thus the effects of the neglected term is small and the boundary-layer approximations are very good.

**Computational Performance**

The solution to the nominal problem was computed in approximately 15 minutes on a 3 GHz personal computer. The solutions show that there is very little chemical activity among the C2 species and trivially small concentrations of higher hydrocarbons. Consequently the flame was again simulated with a reduced C1 mechanism that eliminates species with two or more carbons. The C1 mechanism consists of 58 reactions among 17 species. Additionally the channel-wall boundary condition is fixed at \( T_w = 500 \text{K} \). The reduced simulation (Fig. 3) required only about one minute on a 3 GHz personal computer.

With a method-of-lines solution, the axial meshing is adjusted automatically to maintain stability and assure a certain level of local truncation error. Generally speaking the axial meshing is very fine near the inlet and increases downstream. It is also finer near the flame tip where the solution varies rapidly in the axial direction. The solutions illustrated here use 43 uniform radial meshes (\( \Delta r = 0.33 \text{mm} \)). Mesh-resolution studies with up to 140 uniformly distributed points produce essentially identical solutions. Sullivan et al. [18] reported that their adaptive-mesh-refinement algorithm used local mesh sizes as small as \( \Delta r = 0.065 \text{mm} \).

The statistics from DASSL reveal some measures of the simulation’s performance. For the C1-mechanism solution illustrated in Fig. 3, DASSL took 189 steps up to \( z = 5.2 \text{cm} \). In that interval there were 292 calls to the function (forming the discrete representation of the conservation equations) and 90 Jacobian evaluations. There were 20 error-test failures and 4 convergence-test failures. These statistics indicate very good performance.

**INTERACTION OF A POLYDISPERSED MIST WITH THE NOMINAL FLAME**

The primary benefit of the fast modeling capability is a significant improvement in computational efficiency without substantially affecting accuracy. Beyond the obvious consequence on parametric studies, this model enables the development of computationally efficient, fully coupled, multiphase flow models. In this section, an existing mist model is used to predict the behavior of a water mist as it interacts in a one-way coupled manner with the flame calculated and discussed above. The details of the mist model are presented in [32, 33] and are only briefly outlined here for completeness.
The polydisperse mist is described in a Lagrangian manner that is consistent with the Lagrangian/Eulerian formulation that would be required in two-way coupled simulations. The various distributions characterizing the mist (size, velocity, direction) are discretized stochastically, which further enhances computational efficiency. Representative droplets are defined using a Monte Carlo approach. The dynamic and evaporation behavior of each droplet over the pre-calculated flame is evaluated and each history can be used to reconstruct the mist. The evaporation of each droplet is modeled using an extended film model [33, 34].

Figure 4: Diameter and trajectories of representative droplets interacting with the nominal flame.

Figure 5: Predicted spatial distribution, sauter mean diameter, and number density of a water mist interacting with the nominal flame.
The predicted behavior of representative droplets with initial diameters from 10 to 120 µm injected at 15 m/s and 290 K in the central fuel stream with a 5° angle is shown in Figure 4. Clearly, the velocity of the smaller droplets (under 20 µm) quickly matches that of the surrounding gas while larger droplets, with more inertia, are more likely to disperse. Expectedly, the droplets do not experience significant evaporation until they are exposed to the larger temperatures associated with the flame. The overall behavior of a mist injected at 300 K with a mean velocity of 15 m/s, a mean diameter of 30 µm, a full cone angle of 30°, and \( m = 100 \text{g/s} \) is shown in Figure 5. While the smaller droplets disappear within the flame region, the lifetime of larger droplets extends largely beyond that region, up to 40 cm axially for the 120 µm drops. This indicates that such large droplets would be inefficient in contributing to the extinction of the flame.

**CONCLUSIONS**

A highly efficient algorithm has been developed to model coaxial nonpremixed flames in a boundary layer form. The approach is based on a method-of-lines solution to a semi-discrete representation of the conservation equations, forming a system of differential-algebraic equations. By retaining the physical coordinates as the independent variables (instead of a von Mises transformation) the mesh points tend to remain within the flame zone. Because the boundary-layer approximations are found to be valid for many laboratory flame experiments, the approach provides an enabling tool to analyze and interpret experimental observations on detailed flame structure. Moreover, the computational efficiency of the algorithm enables its incorporation into iterative algorithms to simulate reactive multiphase flow relevant to water-mist fire suppression issues.
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