Dynamics of Water Droplets in a Counterflow Field and their Effect on Flame Extinction
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The effect of fine-water droplets in extinguishing steady, laminar counterflow methane–air nonpremixed flames is investigated here, using a numerical approach. A new two-phase model using a hybrid Eulerian–Lagrangian formulation for the gas-droplet flow is developed as part of this work. A key feature of the model developed is that it can avoid the singularity associated with the droplet number density equation in a consistent manner by using a Lagrangian equation for droplet flux fraction. The gas phase is described by a detailed model involving full chemical kinetics and transport, whereas droplet evaporation and heat transfer are modeled assuming quasisteady conditions. Application of the model to several monodisperse sizes of water droplets, ranging from 5–50 µm, revealed an interesting nonmonotonic dependence of the flame extinction strain rate on droplet size. This phenomenon is attributed to the droplet dynamics in the counterflow field considered here and to the resulting nonmonotonic heat sink associated with mass evaporation observed at the oxygen-consumption or radical production layer of the flame. © 1998 by The Combustion Institute

INTRODUCTION

Automatic water sprinklers, with a typical mass median drop size of about 750 µm, are extensively used as fire-suppressing devices in certain types of fires (e.g., building fires). Recently, however, fine-water droplets or water-mist systems with drop sizes less than 100 µm are being considered as a replacement for recently banned halon 1301 (bromotrifluoromethane—CF₃Br, one of the most effective chemical agents in suppressing gaseous flames but known to cause ozone depletion in the upper atmosphere [1]). One major advantage of a water-mist system over a traditional sprinkler system is that fine-water droplets with lower settling velocity can suspend in air for much longer periods than larger droplets, hence, its applicability as a gaseous fire suppressant. In addition, thermal concepts are often used to distinguish the effectiveness between the two systems. For example, for the same mass of water, the latent heat of vaporization is much greater than the increase in sensible enthalpy from room temperature to the boiling point. Thus, fine-water droplets are believed to be more effective than larger droplets because of the large surface area to volume ratio leading to rapid evaporation and faster cooling of the hot gases. However, in flows associated with real fires, the two classes of droplets can have very different droplet dynamics, and the above qualitative physical and thermal reasoning may not hold. The urgency for rapid transition from halon 1301 to alternate systems, such as water-mist systems, has forced researchers to rush into applications without detailed understanding of the relative (1) physical effects due to the water droplet size, (2) thermal effects due to heat capacity and latent heat of evaporation, and (3) chemical effects due to enhanced overall three-body recombination reactions and shift in water-gas reactions. The objective of this work is to understand the role of such physical, thermal, and chemical effects and accurately quantify their contributions using a simplified reacting flow field.

Laboratory-scale laminar flames established within the mixing layer of counterflow of fuel and air provide an excellent configuration to analyze the dynamics of such water droplets in a hot reacting environment and to understand the flame extinction mechanism. Except for the effects of turbulence (which can introduce many undesired uncertainties in modelling transport phenomena and turbulence-chemistry interactions), this nonpremixed flow configuration has many important features that are relevant for understanding the extinction mechanism of real fires. The most important feature is the ability to accurately control the flow residence time to

*Corresponding author.

0010-2180/98/$19.00
P11 S0010-2180(97)00355-6

© 1998 by The Combustion Institute
Published by Elsevier Science Inc.
investigate the finite-rate chemistry effects. For this reason alone, numerous theoretical and experimental studies have been performed in counterflow field containing homogeneous reactants and, more recently, heterogeneous reactants in the context of fuel spray combustion. For the first time, Continillo and Sirignano [2] investigated the combustion of monodisperse sized fuel droplets in a counterflow field numerically for three different flow conditions. They also investigated the conditions for validity of the self-similarity approximation generally introduced in solving the conservation equations of the counterflow field. In this initial study of Continillo and Sirignano [2], many limiting approximations on the chemical kinetic model, thermochemical and transport data were used. Hence, no attempt was made to predict the flame extinction phenomena. In a subsequent study, Lacas et al. [3] performed detailed numerical simulations of a similar monodisperse spray containing (1) \( n \)-heptane fuel droplets, flowing against air, and (2) liquid oxygen droplets, flowing against gaseous hydrogen. In both these studies [2, 3], the droplets were transported in a carrier gas, and the sizes considered were small enough that they were completely vaporized before reaching the stagnation plane established by the two opposed gaseous streams. In another detailed numerical study, Chen et al. [4] considered the motion of droplets in a nonpremixed counterflow field. They considered both \( n \)-heptane and water droplets. For the droplet sizes considered, Chen et al. [4] showed that a droplet can penetrate through the stagnation plane established by the gaseous streams and reverse its trajectory at some point in the opposing side of the flow. This also raised an interesting question on details of the numerical technique that could overcome the singularity associated with the droplet number density equation at the point where the droplet trajectory is reversed (see comments by Li et al. in Ref. [4]).

One major difference between the present work and that of Continillo and Sirignano [2] is the description of the outer frozen flow field. In Ref. [2], the outer flow was described by irrotational or potential flow field, assuming that the fuel and air sources are located infinitely apart, while in the present study a more general rotational flow field is used to describe the finite separation distance between fuel and air nozzles. Consequently, assumptions introduced to simplify the Lagrangian equations for droplets to a self-similar form are slightly different. Recent experiments by Li et al. [5] with methanol fuel sprays have indeed found that the outer flow field lies somewhere between the potential flow and plug flow cases, similar to that found for methane-air gaseous flames [6]. Their experiments [5] using a phase-Doppler particle analyzer (PDPA) have also shown that, near the axis of symmetry, the axial velocity, droplet size, and number density are independent of the radial coordinate, as assumed in the present study.

While the above theoretical and experimental studies have addressed aspects of combustion of fuel sprays in a counterflow field, the present study is focused on addressing the flame extinction mechanism by fine-water droplets in a similar flow field. To our knowledge, only Se-shadri [7] performed experiments on extinction condition of counterflow flames with water mist, however, the water droplets generated in that study were so small that they were completely vaporized in the air stream. In parallel with the present theoretical work, an experimental effort is currently under way at the University of Virginia on flame extinction by monodisperse water droplets in the size range of 70–60 \( \mu \)m, but here only the details of the two-phase numerical model developed are reported. The numerical model developed can provide detailed description of the flame structure and an improved understanding of the parameters controlling the extinction phenomena. They can also guide the supporting experiments. The nonpremixed flame considered here is that established by a counterflow of methane and air, with monodisperse-sized fine-water droplets introduced with the air stream. The water droplet loading, or the number density, considered is small (the mass fraction of water in condensed phase is less than 3%) such that the ratio of droplet separation distance to droplet diameter is greater than 20. Thus, the collisional effects between droplets are neglected. The gas-phase chemical reactions are described using an elementary reaction mechanism having 17 species in 39 steps, with variable thermochemical and
transport data. The gas-droplet interaction in the present model is described using hybrid Eulerian-Lagrangian formulation, somewhat similar to that employed in Refs. [2–4]. The discretized gas-phase equations are solved using an algorithm that include Newton and fixed-point iteration steps. Unlike the previous work [4], a rigorous method of handling the singularities associated with the droplet number density equation at the stagnation point of droplets is described. The resulting model is then used to predict the trajectory of water droplets and the modified extinction conditions for a range of monodisperse droplet sizes.

FLOW CONFIGURATION

A schematic of the counterflow configuration considered in the present study, very similar to the ongoing experimental effort, is shown in Fig. 1. When ignited, a steady laminar flame can be established within the mixing layer, as indicated in Fig. 1. The exit velocity profiles of both air and fuel streams are assumed to be of the plug flow type. The droplets are introduced though the upper nozzle at a steady rate with the air stream and are assumed to be monodisperse. In the present simulations, the droplet velocities at the nozzle exit are assumed to be the same as that of air. In actual experiments, these conditions may differ slightly from those assumed here but can be easily implemented with the two-phase model developed here.

For the two-phase system considered here, the gas velocity can differ from that of droplets. The response of droplet trajectories for different flow strain rates can be addressed by varying the nozzle exit velocities of methane and air streams. For plug flow boundary conditions used here (corresponding to viscous, rotational flow formulation), the flow strain rate, \( a \), is defined as the negative of the axial velocity gradient of the gas in the air side (i.e., \(-dv/dx\)), just outside the mixing layer, as illustrated in Fig. 1. At flame extinction, the critical value of the flow strain rate is identified here as \( a_{\text{ext}} \). In experiments, the outer air flow is known to deviate slightly from the plug flow boundary conditions [6], but, once detailed laser Doppler velocimetry data becomes available, such boundary conditions can be easily implemented in the present model.

FORMULATION

The Navier–Stokes equations, together with multicomponent species and energy conservation equations, are well known and can be found in any text on combustion [8, 9]. With the presence of droplets in the flow, these equations can become rather complicated, but somewhat simplified two-phase conservation equations have already been considered in the context of spray combustion [2–4, 10, 11].

Because of the large density ratio between the liquid and the gas and the low-number density of droplets in the flow, effects of the volume occupied by droplets on the convective and diffusive terms can be easily neglected, with errors introduced being less than 0.1%. As a consequence, interactions between the droplets and gas are only due to source terms associated with transfer of mass, momentum, and energy. Analyses of such couplings can be considerably simplified by assuming that the droplets are monodisperse, as considered here.
Simplified Conservation Equations for the Gas Phase

The gas phase is described by a set of Eulerian equations of conservation of mass, momentum, and energy. The flow is assumed to be axisymmetric, i.e., no swirl, and steady. Because of high flow strain rates considered here, the effects of body forces both in the momentum and in the energy equations are neglected. The gas is a Newtonian fluid, but, due to low Mach number, bulk viscosity effects are neglected. Diffusion velocities are approximated using a simplified multicomponent model. Viscous heating, kinetic energy, work due to gas compression, radiative heat transfer, and Dufour effects are neglected as compared to convective, diffusive, and heat release terms. The condensed phase is assumed to be monocomponent, so that only one of the species equation is affected by its evaporation. The condensed phase effects are averaged as mass, momentum, and enthalpy transfer from the condensed phase to the gas phase per unit volume.

Because the flame established in the mixing layer is planar, a self-similar solution that preserves profiles of scalar variables along the radial direction is used. Thus, we seek a solution of the form [6, 12, 13]

\[ v = v(x), \quad u = rU(x), \quad Y_k = Y_k(x), \quad T = T(x), \quad p = p(x, r) \tag{1} \]

which becomes exact along the axis of symmetry. Here, \( x \) is the axial coordinate, \( r \) the radial coordinate, \( v \) the mass averaged gas velocity in \( x \) direction, \( u \) the mass averaged gas velocity in radial direction, \( Y_k \) the mass fraction of species \( k \), \( T \) the temperature, and \( p \) the pressure. For low Mach number flows considered here, pressure is assumed to vary slowly along the axis of symmetry, so that the gas density depends only on the chemical composition and temperature, and the momentum along such axis can be eliminated. However, the dependence of pressure in the radial direction cannot be neglected a priori and is given by \( p = p_0(x) + r^2 \partial^2 p / \partial r^2 \) [14]. Hence, the equation for radial momentum described below must be retained.

In the absence of droplets, such self-similar formulations have been widely adopted in investigating counterflow gaseous flame structures and flame extinction conditions, with comparisons to experimental data obtained along the axis of symmetry. For low relative velocity of droplets with respect to the gas velocity, i.e., small-droplet Reynolds number, it can be assumed that the source terms \( S_m, S_m/r = S_U \), and \( S_h \) contributing to the gas-phase conservation equations are functions of axial coordinate \( x \), as shown in Ref. [2] for outer potential flow and in Appendix A for rotational flow with plug flow boundary conditions. Here, \( S_m \) is the mass transfer per unit volume from the droplets to the gas, \( S_h \) the radial momentum transfer per unit volume from the droplets to the gas, and \( S_h \) the enthalpy transfer per unit volume from the droplets to the gas.

With these source terms, the conservation equations for mass, momentum in \( r \) direction, species, and energy can be cast in a quasi-one-dimensional form. These equations, together with the equation of state specifying the gas density, are listed below

\[ \frac{d}{dx} (\rho v) + 2 \rho U = S_m \tag{2} \]

\[ \rho v \frac{dU}{dx} + \rho U \frac{d}{dx} (\mu \frac{dU}{dx}) = -J + \frac{d}{dx} \left( \frac{dU}{dx} \right) \]

\[ + S_{11} - US_m \tag{3} \]

\[ \rho v \frac{dY_k}{dx} + \frac{d}{dx} (\rho Y_k V_k) = W_k \dot{\omega}_k \]

\[ + (\delta_{ik} - Y_k) S_{mk}, \quad k = 1, \ldots, N \tag{4} \]

\[ \rho \sum_{k=1}^{N} (v + V_k) Y_k c_{ps} \frac{dT}{dx} = \frac{d}{dx} \left( \lambda \frac{dT}{dx} \right) \]

\[ - \sum_{k=1}^{N} W_k \dot{\omega}_k h_k + S_h \]

\[ - h_i S_m \tag{5} \]

\[ \rho = \frac{p_0}{(R^0 T)^T} \tag{6} \]

where \( \rho \) is the gas density, \( \mu \) the gas viscosity, \( \lambda \) the gas thermal conductivity, \( \dot{\omega}_k \) the molar
production by chemical reactions of species $k$, $h_k$ the specific enthalpy of the species $k$, $c_{pt}$ the specific heat at constant pressure of the species $k$, $V_k$ the axial mass diffusion velocity of species $k$, $W_k$ the molecular weight of species $k$, $\bar{W}$ the average gas molecular weight, $R^i$ the universal constant of gases, $i$ the index of the evaporating species, and $\delta_{ik}$ the Kronecker delta. The term $J = (1/r)(\partial p/\partial r)$ in Eq. 3 cannot be neglected as its limiting value at the $x$-axis is not zero and, in fact, is a constant [6, 12, 13].

The flow velocities, chemical compositions, temperature, and pressure at the nozzle exits are assumed given (as controllable or measurable quantities). Therefore, if $x_l$ and $x_u$ are the axial positions of the lower and upper nozzles shown in Fig. 1, the boundary conditions can be written as

\[
\begin{align*}
  \nu(x_l) &= \nu_l, \quad \nu(x_u) = \nu_u \\
  U(x_l) &= U_l, \quad U(x_u) = U_u, \quad Y_k(x_l) = Y_k^l, \\
  Y_k(x_u) &= Y_k^u, \quad k = 1, \ldots, N \\
  T(x_l) &= T_l, \quad T(x_u) = T_u \\
  p(x_l) &= p(x_u) = p_0
\end{align*}
\]  

(7)

Unless otherwise mentioned, the values used here are $T_l = T_u = 300$ K, $p_0 = 1$ atm, $x_l = -0.4$ cm, $x_u = 0.6$ cm, and $U_u = U_l = 0$. The composition of fuel stream is pure methane, so that $Y_{CH_4} = 1$, but that of air can be different, depending on the water vapor or droplets used. The values of $v_l$ and $v_u$ are varied to get different flame extinction conditions. Because only the first derivative of $v$ appear in the equation of mass, $v$ cannot satisfy both the mass equations and the two B.C.’s. Thus, the term $J$ acts as a constant pressure parameter, or an eigen value, that allows the mass equation to be satisfied, once $v$ is specified at the boundaries. The solution of the system of equations described above is exact on the $x$-axis and is approximate for small values of $r$ compared to the radius of the air nozzle. With the reduced number of discretized equations, finite-rate chemistry effects can be resolved accurately using a detailed reaction mechanism in a highly refined numerical grid along the axis of symmetry.

Singularities of Droplet Number Density Equation

The dynamics of a single droplet can be determined by integrating in time its equations of mass, momentum, and energy. Previous studies [2, 3] have suggested that condensed-phase effects can be coupled to the gas phase by simply multiplying the interaction of one droplet by the local droplet number density, $n_d$, that should satisfy a steady-state equation. However, in the case of the counterflow field, difficulties arise as droplets can penetrate the stagnation plane and reverse their trajectories [4]. If Eulerian formulation is used for droplets, with self-similarity formulation, the equation describing the conservation of droplet number density, $n_d$, can be written as (assuming droplets are not created or destroyed)

\[
\frac{d}{dx}(n_d \nu_d) + 2n_d U_d = 0,
\]

(8)

where $U_d = u_d/r_{din}$, with $v_d$ and $u_d$ being the axial and radial velocity components of the droplet and $r_{din}$ the initial radial location of the droplet (very close to the axis of symmetry) at the air nozzle exit. The above equation assumes that, for any point in the domain where the equation is regular, $n_d$ and $U_d$ can be uniquely defined. Assuming $U_d$ is assigned or already calculated from single droplet equations, the above equation indicates that $dn_d/dx$ blows up as $v_d \to 0$, and therefore $n_d$.

Such a high peak in $n_d$ is not expected in the droplet flow, where the average distance between droplets can vary from about 20 to 35 or more droplet diameters and their motion is quite ordered. In fact, $n_d$ cannot even be strictly defined as the number of droplets per unit volume because the sample volumes are layers perpendicular to the $x$-axis and their thickness can be of the same order as the droplet diameter. Under such conditions, as the droplet motion cannot be treated as a continuum, the problem needs to be reformulated in a different way, i.e., by using a Lagrangian description of the droplet motion as described below.
Conservation Equations for the Condensed Phase

The Lagrangian equations that describe the conservation of mass, momentum, and enthalpy of a single droplet in a steady counterflow field are considered here. The droplet number density considered is small (corresponding to a maximum water mass fraction of 3% in condensed phase), so that the average distance between droplets is at least an order of magnitude greater than their diameters. Hence, droplet–droplet interactions, especially collisions, can be neglected. The droplet is assumed to be spherical and nonrotating. For simplicity, the temperature of the droplet is assumed to be uniform, but is allowed to vary in time from the room temperature at the nozzle exit to the equilibrium temperature determined by the heat transfer and evaporation rate (see Eq. 24).

To integrate such equations describing the droplet motion, simplified models are needed to describe the viscous forces through Stokes drag formulation and heat and mass transfer through Spalding’s transfer number concepts (see Appendix A). The boundary conditions necessary for such lumped models are averaged gas velocities, temperature, water vapor mass fraction, and transport coefficients. All such variables are assumed to vary along the flow stream lines with characteristic lengths greater than the droplet diameter. Under such assumptions, a self-similar solution for the droplet dynamics can also be used. Introducing the subscript d to identify the conditions of the droplet, the appropriate dynamical variables characterizing the state of the droplet can be defined by velocity components \( v_d \) and \( U_d \) (\( = u_d / r_{d0} \)), mass \( m_d \) (for diameter \( d \)), knowing the density of water, \( \rho_d \), and temperature \( T_d \). The resulting Lagrangian equations for mass, momentum, and energy to be solved are (see Appendix A for further details)

\[
\frac{d}{dt} \left( d^2 \right) = - \frac{8 \Delta \Psi}{\rho_d \cdot \rho_p} \tag{9}
\]

\[
\frac{dv_d}{dt} = \frac{18 \mu}{\rho_d d^2} (v - v_d) \tag{10}
\]

\[
\frac{dU_d}{dt} = -U_d^2 + \frac{18 \mu}{\rho_d d^2} (U - U_d) \tag{11}
\]

\[
\frac{dT_d}{dt} = \frac{12 \Delta}{\rho_d \cdot \rho_p d^2} \left[ \frac{(T_a - T_b) \Psi}{\exp(\Psi) - 1} - \frac{T_a}{T_p} \right] \tag{12}
\]

where \( \Psi \) is the Spalding's transfer number given by

\[
\Psi = \frac{1}{Le} \ln \left( \frac{1 - Y_{i0}}{1 - Y_{i1}} \right) \tag{13}
\]

The solution of the above equations yields the transfer of mass, momentum, and energy from a single droplet to the gas phase along the droplet trajectory until it is completely vaporized. The details of coupling the source terms arising from a single droplet to the source terms appearing in gas phase Eqs. 2-5 are described next.

Source Terms \( S_m, S_{U_d}, \) and \( S_h \)

In principle, the source terms \( S_m, S_{U_d}, \) and \( S_h \) contributing to the gas-phase equations can be determined by integrating Eq. 8 for the droplet number density, \( n_d \), and then multiplying \( Q, QU_d - F_d r_{d0} \), and \( Q(h_d + L) - H \) (i.e., negative of the right hand side of Eqs. A13, A15, and A16 by \( n_d \) at each location along the x-axis. As discussed earlier, the solution of such a Eulerian equation for \( n_d \) diverges if the droplet velocity approaches zero exactly at any node. Consequently, the source terms will also blow up when multiplied by \( n_d \) to include multiple droplets in the flow. Instead of integrating the droplet number density equation given by Eq. 8, if a Lagrangian equation for droplet flux is integrated in time, then the source terms contributing to equations for mass, momentum, and enthalpy will remain finite even at the droplet turning point. The development of an appropriate Lagrangian equation for droplet flux fraction is described below.

In Appendix A, it is shown that, under some simplifying but reasonable assumptions, \( m_{d0}, v_{d0}, U_{d0}, \) and \( T_{d0} \) are not functions of \( r_{d0} \), at least near the axis of symmetry. This means that droplets crossing the inlet section \( A_0 \) at the same time \( t_0 \) then cross section \( A_1 \) together, at time \( t_1 \), \( A_2 \) at time \( t_2 \), etc., with same \( m_{d0}, v_{d0}, U_{d0}, \) and \( T_{d0} \), as shown in Fig. 2. Taking advantage of this property, in the present calculation of source terms, a droplet flux-fraction function \( \mathcal{F}(t) \) is introduced as the ratio between the number of
Fig. 2. An illustration showing the effect of flow strain on areas formed by water droplet streams as a function of time.

Fig. 3. An illustration of the axial motion of droplets in time, for two extreme droplet sizes.

\[ \mathcal{F} \text{ are known along the entire droplet path, i.e., from the point on } A_0 \text{ to complete evaporation.} \]

This information is next used to determine the source terms contributing to each node in Eulerian formulation of the gas-phase equations.

Consider the case where the counterflow region is divided into fixed layers whose thickness is at least a few times larger than the droplet diameter. As illustrated in Fig. 3, a droplet may cross the boundaries of any volume \( dV_j \) a few times or go to complete vaporization in this volume element. Such phenomena are very likely to happen if the volume \( dV_j \) is close to the stagnation plane. Each droplet that moves inside \( dV_j \) transfers mass, momentum, and enthalpy to the gas in a time interval \( dt \) by the amount

\[ \delta_j \phi = -\phi(t) dt \quad (15) \]

where \( \phi \) represents the right-hand side terms in Eqs. A13, A15, and A16 (i.e., \( -Q \), \( -QU_d + 3\pi \mu(U - U_d) \), and \( -Q(h_d + L) + H \)).

Because the number of droplets that cross the plane \( A_0 \) per unit area per unit time is \( n_{d0}v_{d0}\mathcal{F}(t) \), the number of droplets reaching the element \( dV_j \) and contributing to Eq. 15 per unit area and unit time is \( n_{d0}v_{d0}\mathcal{F}(t) \). Assuming that the path of each droplet in \( dV_j \) is divided into intervals \( \{t_k, t_{k+1} + dt_k\}, k = 1, \ldots, K_p \), the mass, momentum, and enthalpy transfer in the volume \( dx_j dA_0 \) are given by

(Note: the above equation can also be obtained by integrating Eq. 11 to find \( A_0 \). At time \( t_0 \), \( \mathcal{F} = 1 \) by definition. Once the equations for a single droplet, described by Eqs. 9–12 and 14, are integrated in time, values of \( n_{d0}, U_d, h_d, \) and...
\[ \Delta \phi = - \left[ n_{d_i} v_{d_i} \sum_{k=1}^{\kappa_i} \int_{t_k}^{t_{k+1}} \mathcal{F}(t) \phi(t) dt \right] dA \]

In terms of per unit volume, as in Eqs. 2–5, Eq. 16 can be written as

\[ S_{d_i} = - \frac{1}{dV_i} n_{d_i} v_{d_i} \sum_{k=1}^{\kappa_i} \int_{x_k}^{x_{k+1}} \mathcal{F}(t) \phi(t) dt \]

In Eq. 17, the droplet mass center is assumed to be in \(dV_i\). For finite sized droplets, when their mass centers are near the boundary of \(dV_i\), part of the droplet surface is in the adjacent volume, so that the contributions to the source terms should be shared accordingly. However, the correction to Eq. 17 may be considered negligibly small in case the droplet has a diameter much smaller than \(dx_i\) or the source term contributions vary only slightly in a distance of the order of the droplet diameter. In case the latter condition is not satisfied, the lumped description of the gas–droplet interaction described in this work is not possible.

It should be pointed out that, in the present formulation, the droplets leaving the air nozzle are assumed to be monodisperse. In actual experiments, achieving a monodisperse droplet loading is a challenging task. Although experiments with water droplets have not been performed yet at the present time, some droplet diameter distribution is expected around a mean value. The formulation described above, however, can be easily generalized by approximating such a continuous distribution of droplets as a collection of discrete sections with average droplet diameters \(d_i\) (1 = i, I). The single droplet equations then can be solved, and Eq. 17 can be evaluated for each section \(d_i\) by replacing \(n_{d0}\) with \(f_i n_{d0}\), where \(f_i\) is the fraction of droplets having diameter \(d_i\). In the present study, the above generalization is not undertaken until the experimental results become available.

**NUMERICAL APPROACH**

**Integration of Gas-Phase Equations**

Equations 2–5 describe a set of nonlinear ordinary differential equations for \(N + 4\) unknowns, namely, \(T\), \(Y_k (k = 1, \ldots, N)\), \(U\), \(v\), and \(J\). Numerical methods have been used in the past to obtain accurate solutions for the system of equations, without the source terms \(S_m\), \(S_U\), and \(S_h\) [15–17]. These involve use of first-order finite difference methods with pseudo–Newton algorithm steps. Although other higher-order methods are available, the method used is unconditionally stable and requires just a three point stencil. Unconditional stability is of paramount importance in the solution of chemically reacting gases, where the presence of sharp variations in mass fraction profiles may lead to nonphysical solutions or no convergence at all. The three-point stencil simplifies the inversion of the Jacobian in the pseudo–Newton steps, as the matrix turns out to be a block tridiagonal, for which stable solution codes are available. Convection terms are approximated with an upwind scheme. In particular, in calculating the enthalpy transport in Eq. 5, the upwind scheme is applied using the total mass average velocity of each species \(k\), by \(v + V_k\). Adaptive grid refinement is also performed after the solution converges. This allows the first-order method to yield accurate results without using too many grid points. For cases where uniform grids are used, typical grid spacing is about \(\Delta x_i \sim 10 \mu m\).

In solving Eqs. 2–5, the thermochemical and transport properties, namely, \(\rho\), \(W_k\), \(X_k\), \(\omega_k\), \(c_{pk}\), \(h_k\), \(D_{kq}\) (\(k, q = 1, \ldots, N\)), \(\lambda\), and \(\mu\), are calculated at each point \(x_i\) using the Chemkin and transport libraries [18, 19]. The chemical reaction rates are modeled by \(17\) species in \(39\) elementary reaction steps [20]. For low Mach number flow considered here, pressure \(p_0\) is assumed given. Integration of droplet equations and determination of the source terms \(S_m\), \(S_U\), and \(S_h\) are discussed below.

**Integration of Droplet Equations**

The single droplet equations must be solved at the end of each pseudo–Newton step to update the source term \(S_{m0}, S_{U0}\), and \(S_{h0}\) contributing to Eqs. 2–5. These are performed at every iteration step so that no droplet property needs to be stored. The algorithm used for their solution must be (1) accurate enough to produce error not greater than the modeling itself, (2) fast
enough to allow analysis of different flow conditions in a reasonable time and (3) most of all robust, as the equations must be solved for droplets of different sizes and different flow field conditions. Because the variables controlling droplet equations vary slowly in space as compared to some radical species or chemical reaction rates, in the procedure employed here, a new set of coarse grid points \( x_j (j = 1, \ldots, N_x) \) is used for the integration of droplet equations. To analyze the grid independence of the solution, the coarse grid chosen consists of equidistant points at intervals \( \Delta x_s \) greater by some factor than the initial droplet diameter. On the selected coarse grid points, the values of \( v, Y_k, U, \) and \( T \) are linearly interpolated. To be consistent, these values are then used to determine the gas-phase properties using the Chemkin and transport libraries [18, 19] as well as liquid and liquid–vapor equilibrium properties from thermodynamic table data [21].

The integration time step is chosen each time so that the droplet will not travel more than a fraction of the coarse grid interval. Denoting each quantity calculated at time \( t_n \) with the superscript \( n \), and at time \( t_{n+1} = t_n + \delta t_n \) with the superscript \( n + 1 \), the single droplet equation are approximated in the following form:

\[
\begin{aligned}
(d^2)^{n+1} - (d^2)^n &= -\frac{8\lambda^n \Psi^n}{\rho_c c_p^n} \\
\frac{v_d^{n+1} - v_d^n}{\delta t_n} &= \frac{18 \mu^n}{\rho_d (d^2)^n} (v^n - v_d^{n+1}) \\
\frac{U_d^{n+1} - U_d^n}{\delta t_n} &= \frac{U_d^n U_d^{n+1}}{\rho_d (d^2)^n} + \frac{18 \mu^n}{\rho_d (d^2)^n} (U^n - U_d^{n+1}) \\
\frac{T_d^{n+1} - T_d^n}{\delta t_n} &= \frac{12 \lambda^n}{\rho_c c_p (d^2)^n} \\
&\quad \cdot \left[ \frac{(T^n - T_{de}) \Psi^n}{1 - \exp(\Psi^n)} - \frac{L^n \Psi^n}{c_p^n} \right] \\
\frac{x_d^{n+1} - x_d^n}{\delta t_n} &= 0.5(v_d^n + v_d^{n+1}) \\
\frac{\Psi^{n+1} - \Psi^n}{\delta t_n} &= -\Psi^{n+1} (U_d^n + U_d^{n+1})
\end{aligned}
\]  

The gas-phase properties appearing in these equations are calculated only at time \( t_n \), including \( v \) and \( U \), as implicit schemes can be very time consuming. The terms in the right-hand side of Eqs. 18–23 could be calculated at time \( t_{n+1} \), yielding a simple explicit, first-order method. However, nonphysical oscillations might appear in \( v_d, U_d, \) and \( \Psi \) (the instability of \( T_d \) is discussed separately below) in case \( \delta t_n \) is not small enough, which is the case when \( m_d \) approaches zero (or \( d^2 \to 0) \).

To improve the stability of the ordinary differential equation (ODE) solver, \( v_d, U_d, \) and \( \Psi \) appearing on the right-hand sides of Eqs. 18–23 are evaluated at time \( t_{n+1} \), with the exception of the term \( U_d^{n+1} \), which is not fully implicit, i.e., \( U_d^n U_d^{n+1} \) instead of \((U_d^{n+1})^2\), to keep the equation in \( U_d^{n+1} \) linear. Also \( v_d \) and \( U_d \) in Eqs. 22 and 23 appear as averages between values at \( t_n \) and \( t_{n+1} \) to improve the accuracy. The method used in Eqs. 18–23, although not fully explicit or fully implicit, is consistent (converges to the ODE as \( \delta t_n \to 0 \)), first order, and absolutely stable. The error introduced can be made arbitrarily small by reducing \( \delta t_n \) until it becomes smaller than the error introduced calculating the source terms on the coarse uniform grid \( x_j (j = 1, \ldots, N_x) \) instead of on the original grid \( x_j (j = 1, \ldots, N_x + 1) \) where the Eulerian equations are discretized.

As the droplet enters the hot mixing layer, its temperature increases rapidly, and the numerical approximation for \( T_d^{n+1} \) can overshoot the value determined by the thermal equilibrium, i.e., balance between the heat transfer to the droplet and heat of evaporation. This equilibrium temperature of the droplet, \( T_{de} \), where these two terms balance is given by

\[
(T^n - T_{de}) = \frac{L^n}{c_p^n} (1 - \exp(\Psi^n))
\]  

To eliminate spurious oscillations associated with overshoots of droplet temperature, when \( T_d^{n+1} \) given by Eq. 21 is greater than \( T_{de} \), the condition \( T_d^{n+1} = T_{de} \) is imposed. This essentially implies that, as the characteristic time of \( T_d \) becomes much smaller than \( \delta t_n \), the asymptotic solution of thermal equilibrium is justifiable and is used here.
Calculation of Source Terms

Once \( d, v_d, U_d, T_d, \) and \( \Phi \) are determined from Eqs. 18–23, the source terms are first calculated from Eq. 17 at the coarse and uniform grid points \( x_{ij} \). If both the droplet locations \( x_{ij} \) and \( x_{ij}^{n+1} \) (given by Eq. 22) are in the same \( \Delta x \), centered in \( x_{ij} \) (i.e., the droplet center of mass remains in the same volume), then all the contributions are assigned to the point \( x_{ij} \), while on all the other points \( x_{ik} \) \((k \neq j)\) the source terms are not modified. Alternatively, \( x_{ij}^{n+1} \) must be in the volume centered in one of \( x_{ij} \)’s two neighbors because of the small time steps taken. In the latter case, the contributions to the source terms are then shared by the two grid points proportionately based on the fraction of time \( \delta t_e \) spent by the droplet in each of the corresponding volumes. Subsequently, the values of \( S_{mij}, S_{ij}, \) and \( S_{ij} \) used at the points \( x_j \) \((j = 1, \ldots, N_p + 1)\) in the Eulerian formulation are calculated interpolating from the values given above.

The numerical approximations introduced above in evaluating the terms \( S_{mij}, S_{ij}, \) and \( S_{ij} \) certainly can have some errors associated with them. For example, the first-order temporal integration scheme using the values of gas-phase properties interpolated on a coarse grid can be a source for such errors. However, the procedure adopted here gives acceptable numerical results when the gas-phase properties that affect the droplet dynamics change on a scale equal to or greater than \( \Delta x \), and the time step \( \delta t_e \) is taken small enough. Also, when a droplet is crossing the boundary between two volumes, the contributions that are not more rigorously given to one of the volumes when droplet mass center is, in fact, located in the adjacent cell can be another source of an error. Such errors are however minimized by taking small time steps. Because a rigorous analysis of the error is not possible due to the nonlinearity of the problem, an attempt to quantify the errors associated with the hypothesis introduced, by using a sensitivity analysis, is discussed later in the paper.

Solution Algorithm

The equations describing the gas phase with the droplet source terms can be written in the form

\[
F(s, S) = 0
\]

(25)

where \( s \) represents the matrix \( s_{ij} \) \((i = 1, \ldots, N + 4, j = 1, \ldots, N_p + 1)\) of the \((N + 4) \times (N_p + 1)\) unknowns \( T_j, Y_j, (k = 1, \ldots, N), U_j, v_j, \) and \( J_j \), \((j = 1, \ldots, N_p + 1)\) and \( S \) the vector of the source terms \( S_{mij}, S_{ij}, \) and \( S_{ij} \).

A "good" initial guess for \( s \), these equations are integrated with an algorithm that uses quasi Newton steps. After \( n + 1 \) steps, the approximation of the solution is given by

\[
s^{n+1} = s^n - (J_s^{-1})^p F(s^n, (1 - \gamma)S^n + \gamma S^{n-1})
\]

(26)

where \( s^n \) and \( S^n \) are the solution and droplet source terms \( S \) after \( n \) steps, respectively, and \( (J_s^{-1})^p \) is the inverse of the Jacobian calculated at step \( n \) keeping the source terms constant. The Jacobian is in block-tridiagonal form and is calculated numerically and then inverted, calling a subroutine already used in previous work [15–17]. Here, a relaxation parameter \( \gamma < 1 \) is introduced to speed up the convergence to steady-state solution.

As shown in Eq. 17, the source terms depend on the gas-phase values at the points that are used to integrate the single droplet equations. However, such dependence is not accounted in the Jacobian, otherwise, the matrix would lose its property of being block tridiagonal. This means that \( J_s \) is only an approximation of the real and less-sparse Jacobian. In general, convergence is quite fast (no more than five or six iterations), but it can become a problem when \( S_{mij}, S_{ij}, \) and \( S_{ij} \) peak values are large or become very sensitive to the solution. For this reason, in Eq. 26, \( F \) is sometimes calculated introducing the relaxation factor \( \gamma \) with \( S^{n-1} \), to compensate for very quick variation of \( S_{mij}, S_{ij}, \) and \( S_{ij} \) at each step.

The solution is assumed to have converged when

\[
\|s^{n+1} - s^n\| \leq \varepsilon_0
\]

(27)

where \( s \) is the vector of the unknowns scaled by some reference value of the solution variables, and \( \varepsilon_0 \) is a small prefixed value. If the solution converges, a grid refinement step is performed.
EFFECT OF WATER VAPOR ON FLAME EXTINCTION

In a real-life fire situation, or in laboratory experiments, when water droplets are introduced to suppress flames, they are bound to saturate the room air with water vapor. Consequently, the fraction of oxygen displaced (or diluted) by the water vapor can reduce the flame strength, or the extinction strain rate \(a_{\text{ext}}\), of the counterflow flame considered here. Figure 4, for example, shows a comparison of the predicted variation of maximum flame temperature, \(T_{\text{max}}\), as a function of the flow strain rate \(a\), for some selected water vapor concentrations. The line with symbol \(\bigcirc\) corresponds to a dry case, whereas the symbol \(*\) corresponds to a fully saturated case at a room temperature of 300 K and atmospheric pressure (i.e., partial pressure of water \(P_{H_2O,\text{sat}} = 0.0351\ atm\) or, in mass fractions, \(Y_{H_2O,\text{sat}} = 0.0222\), with \(Y_{O_2,u} = 0.2278\) and \(Y_{N_2,u} = 0.7500\)). The fuel considered in these calculations is pure methane (\(Y_{CH_4,u} = 1.0\)). Based on this figure, if the asymptotic value of highest strain rate for each case is taken as the extinction strain rate, \(a_{\text{ext}}\), then the results indicate that saturated water vapor alone can decrease the flame extinction strain rate by 25%. This enhanced effect is not solely due to dilution, but is partly due to the high thermal capacity of water.

DYNAMICS OF WATER DROPLETS WITHOUT INTERACTION

If the amount of water being injected into the air stream is greater than \(P_{H_2O,\text{sat}} = 0.0351\ atm\) (or \(Y_{H_2O} > 0.0222\)), then the excess water will be in condensed form, i.e., in the form of droplets. The mass fraction of water associated with such droplets leaving the air nozzle can be defined using

\[
Y_0 = \frac{m_{d0}n_{d0}v_{d0}}{m_{d0}n_{d0}v_{d0} + \rho_0v_u}
\]

(28)

where \(m_{d0}\) is the initial mass of the droplet, \(n_{d0}\) the initial number density, \(v_{d0}\) the initial velocity of the droplet, and \(\rho_0\) and \(v_u\) are the density and velocity of air leaving the nozzle, respectively. All the results shown here are obtained by assuming that the droplet velocity leaving the air nozzle is same as that of the gas, i.e., \(v_{d0} = v_u\), but other inflow conditions can be easily analyzed with the model developed. One of the major objectives of the present work is to understand the trajectories of condensed-phase, monodisperse water droplets in a reacting counterflow field considered here and investigate their effect on the flame extinction condition.

In the present predictions, the effect of various monodisperse droplet sizes for three different fixed water mass fraction in the condensed phase \(Y_0 = 1, 2,\) and 3\%) is considered, to make fair comparisons. Table 1 shows the number density of water droplets leaving the air nozzle, \(n_o\ (\#/cm^3)\), for three different \(Y_0\) and for three different monodisperse droplet sizes selected. The last column in Table 1 also lists the characteristic separation length between droplets, \(l_o\ (\text{cm})\). It is interesting to note that, for all the combinations of water mass fraction in condensed phase and droplet sizes, the ratio of droplet separation length to the droplet diameter, \(l_o/d\), remains fairly large (>20) and is
TABLE I
Comparison of the Number Density and Droplet Separation Lengths for Some Selected Water Mass

<table>
<thead>
<tr>
<th>Y_n</th>
<th>d (μm)</th>
<th>n_i (cmm⁻¹)</th>
<th>l_i (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7%</td>
<td>5</td>
<td>178408</td>
<td>0.0177</td>
</tr>
<tr>
<td>10%</td>
<td>5</td>
<td>2787</td>
<td>0.0114</td>
</tr>
<tr>
<td>13%</td>
<td>5</td>
<td>178</td>
<td>0.0178</td>
</tr>
<tr>
<td>18%</td>
<td>20</td>
<td>5632</td>
<td>0.0141</td>
</tr>
<tr>
<td>20%</td>
<td>5</td>
<td>360</td>
<td>0.0146</td>
</tr>
<tr>
<td>25%</td>
<td>5</td>
<td>546295</td>
<td>0.0122</td>
</tr>
<tr>
<td>30%</td>
<td>20</td>
<td>546</td>
<td>0.0485</td>
</tr>
<tr>
<td>35%</td>
<td>5</td>
<td>8535</td>
<td>0.1223</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of the gas velocity and droplet velocity of different sizes, with droplet source terms turned "off" in gas-phase calculations. Also shown is the gas temperature (thick line).

of the same order. This implies that the neglect of droplet–droplet interaction is reasonable for all the cases considered here. It should be pointed out that in actual water-mist systems, it is highly unlikely that the water droplets generated are monodisperse. However, under very low water mass flow rates, the generation of monodisperse water droplets in laboratory experiments is well established and is being pursued by several groups, including our group at the University of Virginia. The predictions performed here with monodisperse droplets provide a better mechanism to analyze and understand the basic droplet dynamics and interactions with the gas-phase processes, which can be easily extended to polydisperse droplet flows in the future.

As mentioned previously for dilute loaded droplets, the gas displacement by water droplets can be neglected because of the large density ratio between the condensed water and the gas. Under such conditions, the only interaction between the droplets and the gas is because of the source terms S_m, S_d, and S_p appearing in Eqs. 2–5. When these terms are included in the numerical calculations, the flame structure and extinction strain rate are affected dramatically, depending on the amount of condensed water added and the droplet sizes. Thus, for the purpose of illustrating and comparing the trajectories of various droplet sizes in the counterflow field and their associated source terms, a fixed low-strain rate case (a = 130 s⁻¹) where the droplet source terms are excluded (or the source terms turned “off” in numerics) is con
sidered first. It should be mentioned here that the profiles of droplet trajectories and source terms presented below remain essentially the same for high-strain rates as well. Figure 5 shows a comparison of the axial velocity along the axis of symmetry of the gas and droplets of different sizes for the selected low-strain rate case. Although the coupling arising from the droplet source terms on gas-phase structure is neglected, in solving droplet equations for droplet trajectory shown in Fig. 5, the droplet vaporization effects are included in Eqs. 18–23. In Fig. 5, the 5-μm droplets are seen to follow the gas fairly closely, whereas large droplets deviate considerably. The droplet lag seen becomes slightly worse for high-strain rates, especially near extinction conditions. The 5-μm droplets are also seen to be completely vaporized soon after they enter the hot mixing layer, whereas 50-μm droplets penetrate through the flame and also the stagnation plane and then reverse their direction somewhere in the fuel stream. If the droplet vaporization is suppressed, then the penetration of 50-μm droplets is much more pronounced, with multiple crossings at the stagnation plane. These predictions are consistent with those reported earlier by Chen et al. [4].

The droplet response to the variation in gas-phase flow conditions can be characterized by the Stokes number, St. By defining the flow residence time in the outer air flow as t_j = 1/a,
TABLE 2
Comparison of the Stokes Number ($St$) for Different Droplet Sizes for $a = 130$ s$^{-1}$

<table>
<thead>
<tr>
<th>$d$ (µm)</th>
<th>$t_d$ (s$^{-1}$)</th>
<th>$t_{ad}$ (s$^{-1}$)</th>
<th>$St$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$7.523 \times 10^{-4}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.0098</td>
</tr>
<tr>
<td>10</td>
<td>$3.009 \times 10^{-3}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.0394</td>
</tr>
<tr>
<td>15</td>
<td>$6.770 \times 10^{-3}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.0887</td>
</tr>
<tr>
<td>20</td>
<td>$1.204 \times 10^{-2}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.1577</td>
</tr>
<tr>
<td>30</td>
<td>$1.881 \times 10^{-2}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.2464</td>
</tr>
<tr>
<td>40</td>
<td>$2.708 \times 10^{-2}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.3548</td>
</tr>
<tr>
<td>50</td>
<td>$4.814 \times 10^{-2}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>0.6307</td>
</tr>
<tr>
<td>60</td>
<td>$1.083 \times 10^{-1}$</td>
<td>$7.633 \times 10^{-2}$</td>
<td>1.4191</td>
</tr>
</tbody>
</table>

and deriving an expression for the droplet response time ($t_d$) based on Stokes drag, the following expression can be derived for $St$

$$St = \frac{18\mu}{a \rho_d d^2}$$  \hspace{1cm} (29)

For the strain rate of 130 s$^{-1}$ considered in Fig. 5, the variation of $St$ for different droplet sizes in the outer oxidizer flow is shown in Table 2. It is seen that 5-µm droplets have truly small $St$ number, consistent with the results shown in Fig. 5. As the droplet size approaches about 15 µm, the $St$ number approaches about 0.1, indicating slower response of the droplet to the gas, as seen in Fig. 5.

Figures 6–8 show the variation of other variables associated with the droplet, evaluated from Eqs. 20, 21, and 23, along the axis of symmetry. These results are again obtained under the same conditions as in Fig. 5. Figure 6, for example, shows that $U_d$ is always less than $U$, which is expected, as the gas is accelerating radially from the axis of symmetry and is consistent with experimental measurements of methanol droplets in a counterflow by Li et al. [5]. Figure 7 shows that the temperature of 5-µm droplets ($T_d$) follows that obtained as-

Fig. 7. Comparison of droplet temperature, $T_d$, of different droplet sizes, with droplet source terms turned "off" in gas-phase calculations. Also shown is the gas temperature (thick line).

Fig. 8. Comparison of mass fraction function $\%$ of different droplet sizes, with droplet source terms turned "off" in gas-phase calculations. Also shown is the gas temperature (thick line).
assumed thermal equilibrium condition given by Eq. 24 (solid line), whereas other droplets show a small thermal lag. However, this lag has insignificant effect on the flame structure and extinction condition considering the small temperature difference and the energy associated with it. The variation of flux fraction $\mathcal{F}$ as a function of the axial location, shown in Fig. 8, however, has a very important role on the droplet source terms described by Eq. 17, therefore, the state of the flame. The reduction in $\mathcal{F}$ seen as the droplet approaches the stagnation plane is because of the flow divergence or straining effect. If the droplet vaporization is neglected, the curves shown for different droplet sizes shift somewhat, but the dramatic reduction of $\mathcal{F}$ seen with droplet location does not change. Similar results for axial liquid methanol volume flux were observed experimentally by Li et al. [5], with and without a flame.

**SOURCE TERMS WITHOUT INTERACTION**

Once the solution of droplet variables is obtained (i.e., $d$, $v_d$, $U_d$, $T_d$, and $\mathcal{F}$), the source terms contributing to the gas phase can be evaluated through Eq. 17. Here, such contributions are shown, once again by turning “off” the interaction of such source terms with the gas-phase calculations to keep the flame structure condition the same for different droplet sizes considered.

Figures 9 11 show the variation of mass, momentum, and energy source terms, i.e., $S_m$, $S_v - U S_m$, and $S_h - h S_m$, along the axis of symmetry for different droplet sizes. Figure 9 shows rather strange profiles, especially on the air side before the flame, where evaporation effects are negligible. It is seen that smaller droplets exert a greater radial force per unit volume on the gas than larger droplets. This is however easily explained by the fact that larger droplets shoot through that region faster than smaller droplets, so that they have much shorter residence time. A comparison of Figs. 10 and 11 indicates the profiles of $S_m$ and $S_h = h S_m$ to be very similar (except for the change of the sign). This suggests that heat transfer to the droplets and evaporation are well correlated; the impli-

**EFFECT OF WATER DROPLETS ON FLAME EXTINCTION**

The most interesting question that can be probed by the two-phase model developed here is the effect of water droplets on flame extinction condition, when the source terms are included in the gas-phase solution, in particular, the role of water droplet size on the flame extinction condition for a given mass loading.

Fig. 9. Typical $S_m$ profiles of different droplet sizes, with $Y_d = 0.02$ and droplet source terms turned “off” in gas-phase calculations. Also shown is the gas temperature (thick line).

Fig. 10. Typical $S_v - U S_m$ profiles of different droplet sizes, with $Y_d = 0.02$ and droplet source terms turned “off” in gas-phase calculations. Also shown is the gas temperature (thick line).
Such effects can be shown by plotting the variation of maximum flame temperature as a function of the flow strain rate, as shown in Fig. 12, similar to that shown earlier in Fig. 4 for water vapor effect. In addition to the saturated water vapor at room conditions (solid line), when condensed water 1% by mass is introduced, i.e., $Y_0 = 0.01$, in the form of different droplet sizes, different profiles for $T_{\text{max}}$ are obtained and are plotted in Fig. 12 for comparison. This figure indicates that 50-μm droplets are the least effective with a relatively higher extinction strain rate (still below the saturated vapor case with water vapor mass fraction of 0.022), while 15-μm droplets are the most effective with the lowest extinction strain rate. As the size of monodisperse droplets is decreased below 15 μm, they are seen to be less effective. The lowest size considered here is 5 μm, as the mass and enthalpy source terms approach a δ-function as seen in Figs. 9 and 11, introducing severe convergence problems of the numerical model. In fact, droplets of 5 μm and below should approach the limit where all the water considered is in vapor phase at the air side boundary of the mixing layer, provided the inflow temperature of air is not affected. Irrespective of this difficulty, the most interesting nonmonotonic behavior on droplet size is captured well by the two-phase model developed here for steady, laminar, counterflow, nonpremixed flames.

For higher water mass fractions in condensed phase, similar profiles for $T_{\text{max}}$, as a function of flow strain rate are obtained, as shown in Figs. 13 and 14. However, the extinction strain rate is seen to reduce significantly with increasing water droplet loading. For various mass fractions considered here, the nonmonotonic effect of droplet size on the extinction strain can be better illustrated as shown in Fig. 15. For all the conditions considered here, 15- to 20-μm droplets are seen to be the most effective. This superior effectiveness of 15- to 20-μm droplets...
can be explained by the location of the mass source term seen in Fig. 9. In the case of 15-μm droplets, the peak value of $S_{d}$, and also $S_{h} - h_{i}S_{d}$, is seen to occur at the oxygen consumption or radical production layer. The negative effect of $S_{h} - h_{i}S_{d}$ on flame temperature can result in lower radical production and hence early flame extinction [22, 23]. The exact physical, thermal, and chemical contributions responsible for flame extinction condition in the presence of water droplets are currently being investigated separately, with comparison to that of traditional chemical agents, such as halon 1301.

The concept of flow strain rate as defined here, i.e., $\dot{a} = \frac{dv}{dx}$, is strictly applicable to constant density or nonreactive mixing layer flows. However, it is a useful fluid dynamical parameter for comparison with near extinction experimental velocity data obtained with nonintrusive laser-Doppler velocimetry techniques [6]. For theoretical studies, a more useful fluid dynamical parameter is the diffusion time scale defined by the inverse of the scalar dissipation rate [23, 24]

$$\chi = 2D|\nabla Z|^2$$

(30)

where $D$ is an appropriate diffusion coefficient (e.g., $D = \lambda/(\rho C_p)$ for unity Lewis number) and $Z$ is the mixture fraction. For small stoichiometric mixture fractions, $Z$, an analytical expression relating the stoichiometric scalar dissipation rate, $\chi$, with $a$ taking into account the thermal expansion effects, has been derived by Kim and Williams [25]. Instead of using such an analytical expression, the scalar dissipation rate at the stoichiometric point at extinction is directly computed here by solving for a conservation equation for mixture fraction. The resulting variation of $(\chi)_{0}$ as a function of the initial droplet size and water mass fraction in condensed phase is shown in Fig. 16, indi-
cating a trend similar to that of $a_{ex}$ shown in Fig. 15.

The results presented here need to be validated with careful experimentation, and such studies are currently under way. However, the generation of truly monodisperse droplets is a challenging task, and methods of extending the present work to polydisperse droplets need to be pursued in the future.

**SENSITIVITY OF THE RESULTS TO THE APPROXIMATIONS INTRODUCED**

Several simplifications and approximations were used in the development of an analytical model for droplet equations. The implication of some of these approximations introduced and possible inaccuracies arising from these approximations are addressed here separately.

**Grid and Time Step Size**

In solving the set of ODE's described by Eqs. 2–5, an initial solution on a coarser grid is traditionally used, with subsequent refinements of the grid where the gradients and curvature are large. This method works well when the outer flow is approximated by a potential flow field where $U$ is independent of $x$ in the outer frozen flow region [16, 17]. However, for the rotational flow field used here, with plug flow boundary conditions, the grid refinement scheme does not add additional points to refine the outer flow region where the velocity gradient changes with $x$. To obtain accurate solution for the flow strain rate $a_{ex}$ based on the velocity gradient of the outer flow in the oxidizer side, the domain outside the mixing layer is artificially refined until the strain rate solution became independent of the grid selected. As mentioned previously, the droplet equations are solved on a coarser grid $x_{co}$ such that $\Delta x_{co}$ is at least two times the largest droplet size considered, i.e., 100 $\mu$m. However, the final solution is found to be invariant with the coarser grid selection as long as the source terms contributing to each cell are appropriately partitioned, depending on the time spent on each cell. In addition to the grid selections, tests performed with the Lagrangian time step modified with a factor $f$ are shown in Fig. 17. This figure indicates no change in the flame structure and very minor changes in $S_{m}$ with the $f$ values selected.

**Quasi-Steady Droplet Evaporation and Heat Transfer Model**

The expressions for $Q$ and $H$ described in Appendix A are derived under the assumptions that $T_{d}$ is uniform in the droplet and that the quasi-steady state solutions of the surrounding gas can accurately approximate the water vapor concentration and temperature profiles. The above relies on the hypothesis that the characteristic times of mass diffusion $\tau_{D}$ and thermal conduction in the droplet and in air, $\tau_{ad}$ and $\tau_{gas}$, respectively, are much smaller than the characteristic flow residence time of the droplet, $\tau_{fr}$, which depends on how fast the droplet is traveling along the $x$-axis. Using the following expressions for above time scales, $\tau_{fr} = \Delta x / \nu_{d, max}$, $\tau_{D} = d^2 / D$, $\tau_{ad} = \rho_{d} C_{p,d} R_{d}^2 / \lambda_{d}$, and $\tau_{gas} = \rho_{e} d^2 / \lambda_{e}$, where overlined properties identify averaged quantities around the droplet (see Appendix A). Here, $\Delta x$ is a characteristic length along the $x$-axis, where gas-phase temperature and vapor mass fraction vary appreciably, $\lambda_{d}$ is the thermal conductivity of liquid water, and $\nu_{d, max}$ is the maximum value of velocity of the droplet in its trajectory.

Estimation of the characteristic time scales described above from the converged numerical solution indicates that $\tau_{ad}$ is definitely larger.
than $\tau_d$. Thus, the assumption of uniform temperature field within the droplet is expected to be invalid. However, the error introduced in the solution is not large because the fraction of energy flux that goes into raising the temperature of the droplet is typically of an order of magnitude less than that associated with latent heat of evaporation, especially for the size of droplets considered here. In addition, small error in $T_\infty$ (the droplet temperature at the surface for nonuniform droplet temperature) is expected to introduce negligible influence on the mass evaporation rate as $T_\infty \gg T_s$. This can be better demonstrated by writing the mass evaporation rate in terms of the transfer number based thermal driving force, $Q'$, given by [8, 10]

$$Q' = 2\pi d^2 \frac{\tilde{\lambda}}{c_p} \ln \left[ 1 + \frac{c_p(T_\infty - T_s)}{\Delta} \right]$$

(31)

Therefore, the profiles of the source terms of mass and enthalpy are hardly affected by the above errors. Certainly, the comparison of characteristic time scales indicates the need for more-accurate modeling of the internal heat transfer, especially for larger droplets such as those encountered in water sprinklers.

**Sensitivity of the Solutions to $F_x$, $Q$, and $H$**

Besides the deficiencies in droplet evaporation and heat transfer modeling described above, the estimation of the body force $F_x$ may involve some uncertainties, primarily associated with the neglect of gravity and low Reynolds number approximation for the viscous drag force. For the high-strain rate flows considered here, it is relatively easy to establish the negligible role of gravity based on the ratio of potential energy to kinetic energy, given by $2g(x_n - x_0)/\nu^2 \approx 10^{-5}$.

According to Refs. [2, 10, and 11] the models developed assuming quiescent atmospheric conditions underestimate evaporation and heat transfer by $\sim 25\%$ and drag coefficients by $\sim 15\%$ for large droplets when $Re_d \approx 1$. However, no mention is made about possible effects of mass evaporation on drag or its interaction with convection effects at high $Re_d$. For the conditions considered here, however, the maximum observed $Re_d$ is about 2.5 for $d = 50 \mu m$ and $Y_0 = 1\%$ near extinction, whereas, for all the other cases, it is equal to or less than 1. It should also be pointed out that high $Re_d$ effects cannot be directly included in the current modeling approach, as $Q$, $H$, and $F_x$ would end up depending on $r_d$ and the source terms themselves on $r$, invalidating the hypothesis used in defining the self-similar solution. One way to overcome such a difficulty is by assuming $Re_d \gg Re_d$, where $Re_d$ and $Re_d$ are Reynolds numbers based on the axial and radial velocity components of the droplet, respectively. Then $F_x$, $Q$, and $H$ are modified by factors of the kind $1 + \alpha Re_d^\beta$, where $\alpha$ and $\beta$ are constants $<1$ [4]. Such an assumption may be considered valid only near the x-axis, when the gas-phase flow is given as in Eq. 1.

Before undertaking the challenging task of improving the submodels used, the sensitivities of any possible errors associated with $F_x$, $Q$, and $H$ are assessed here. For the case with $d = 30 \mu m$ and $Y_0 = 2\%$, the modification of $F_x$, $Q$, and $H$ by $\pm 20\%$ on the predicted extinction strain rate is shown in Table 3. It is evident that large errors on the axial force estimations do not particularly affect $a_{ext}$, at least as long as the force is strong enough to make the droplets follow the gas well. The small increase in $a_{ext}$ for positive $\Delta F_x$ is due to the fact that near the flame the gas accelerates, dragging the droplets with itself before slowing down again at the stagnation flame as can be seen in Fig. 4. Errors in both $Q$ and $H$ appear to affect the solution more significantly. In the case of modified $Q$, the lower variation on $a_{ext}$, for $\Delta = \pm 20\%$ is perhaps due to the coupled effect of $Q$ on $F_x$ and $H$, which reduces the droplet size rapidly to the 15-\mu m range. In case of modified $H$, the variation of $a_{ext}$ is the same for both signs of $\Delta$. The $a_{ext}$ is more sensitive to $H$ not only because
Fig. 18. Droplet trajectory as a function of time, for \(d = 50\) \(\mu\)m and \(Y_d = 0.03\).

of the modification of \(Q\) by changing the equilibrium temperature but also because of the rapid increase in \(T_d\) before the droplet reaches the flame.

**Droplet-Droplet Collisions**

A key assumption in the numerical model developed is that droplets are transported without collision with others. This assumption allows for a fairly simple description of the droplet flow field and derivation of a self-similar solution for both droplets and gas phase. It relies on the idea that the droplets leaving the air nozzle are monodisperse with the same exit velocity \(v_{n0}\), hence, similar dynamics in the countflow field. Although such ideal conditions are difficult to be realized in experimental situations, if the initial droplet separation distance to droplet diameter is large, as seen by Table 1, the fraction of droplets colliding before evaporation can be neglected.

The worst situation that can violate this assumption arises when large droplets with high droplet loading penetrate the stagnation plane and reverse their trajectory, creating a region where opposed flow of droplets exists near the axis of symmetry. Such a region exists for 50-\(\mu\)m droplets considered here, as seen in Fig. 5. Figure 18 shows the calculated trajectory of such 50-\(\mu\)m droplets along the x-axis as a function of time and the corresponding flux fraction function for \(Y_d = 3\%\). With \(v_{n0} \approx 60\) cm/s and an average distance \(l_0 = 24d = 0.12\) cm (see Table 1), each droplet is estimated to be preceded and followed by a droplet before and after a time \(1.8 \times 10^{-3}\) s. Thus, if it is assumed that droplets are leaving the air nozzle at every \(1.8 \times 10^{-3}\) s, then the region between points 1 and 2 (the region where each droplet group would see a group of droplets flowing in the opposing direction) in Fig. 18 consists of \(\sim 17\) layers. By taking the average value of droplet flux fraction, \(\mathcal{F}\), in region 1 \(\rightarrow 2\) as 1/2 and in region 2 \(\rightarrow 3\) as 1/4, the probability of droplet collision in this worst case region can be roughly estimated as

\[
P_{\text{coll}} < 17 \frac{1}{2} \left( \frac{d}{l_0} \right)^2 \approx 0.4\%
\]  

(32)

Clearly, this estimate for collision probability gets even smaller for smaller droplets because of evaporation and the increased straining of droplet flux. Hence, the assumption of negligible droplet collision is reasonable.

**SUMMARY AND CONCLUDING REMARKS**

The purpose of this work was to develop a new two phase numerical model to analyze the effectiveness of monodisperse condensed-phase fire suppressants in extinguishing countflow flames. An important feature of the new model developed is it can overcome the singularities associated with solving the droplet number density equation in countflow field accurately and in a very robust manner. This was achieved by using a hybrid Eulerian-Lagrangian formulation for the gas-droplet flow, with the introduction of droplet flux fraction to describe the droplet number density equation.

As part of this work, the model developed was applied to a case where monodisperse water droplets are introduced with the air stream to a nonpremixed countflow flame of methane and air. Several cases with different droplet sizes, ranging from 5-50 \(\mu\)m, were considered. Small droplets (<20 \(\mu\)m) tend to follow the gas closely and go through rapid evaporation in the hot mixing layer, and it was shown that they never cross the stagnation plane. The 50-\(\mu\)m droplet considered was shown to cross the stagnation
plane several times, before being completely vaporized. The most important finding of the present work is that the flame extinction strain rate shows nonmonotonic behavior for different monodisperse droplet sizes considered for several water mass loadings (1–3% in condensed phase). Assuming that the droplets leave the airstream at the same velocity as the gas, 15-μm droplets were seen to be the most effective. For example, addition of 3% of water by mass in condensed phase (in addition to 2.22% as saturated vapor) was shown to reduce the extinction rate to 134 s⁻¹, from about 400 s⁻¹ for the dry case. The nonmonotonic effect of droplet size, especially the superior flame extinction phenomenon associated with 15-μm droplets, is attributed to the droplet dynamics in the counterflow field and to the large mass evaporation and heat sink observed near the oxygen consumption layer. A careful analysis of the physical, thermal, and chemical contributions controlling the phenomena predicted here is currently under way and will be presented in a separate paper.

Sensitivity analyses of the approximate analytical models used to simplify the numerical integrations show that mass evaporation and heat transfer terms need to be more accurately modeled. Methods of improving the accuracy of these models will be pursued in the future.

This work is supported by National Institute of Standards and Technology, Gaithersburg, MD, under the Grant No. 5D0098, with Dr. W. L. Grosshandler as the technical monitor.

APPENDIX A

The Lagrangian equations describing the conservation of mass, momentum (both x and r directions), and enthalpy of a single droplet can be written as

\[
\frac{dm_d}{dt} = -Q
\]  
(A1)

\[
\frac{d}{dt}(m_d v_d) = -Q v_d + F_x
\]  
(A2)

\[
\frac{d}{dt}(m_d u_d) = -Q u_d + F_r
\]  
(A3)

where, \(m_d\) is the droplet mass, \(Q\) the mass evaporation rate, \(F_x\) the axial component of the external force acting on the droplet, \(F_r\) the radial component of the external force acting on the droplet, \(h_d\) the droplet specific enthalpy, \(H\) the heat flux from the gas to the droplet, and \(L\) the average heat of evaporation at the droplet surface.

The values of \(Q\), \(F_x\), \(F_r\), and \(H\) depend in general on the state of the droplet, its relative motion with respect to the gas, the thermochemical and transport properties of the gas, and the presence of other droplets in the neighborhood. To accurately determine these terms, the regions around each droplet controlling the mass and heat transfer should be resolved. Fortunately, water vapor mass fraction, temperature, velocity, and thermodynamic coefficients of the gas around the droplet vary over distances greater than few diameters. Thus, average values of these gas-phase variables are used to determine \(Q\), \(F_x\), \(F_r\), and \(H\).

**Simplified Models for Evaporation, Heat Transfer, and Forces Acting on the Droplet**

When droplets are not at rest relative to the surrounding gas phase, convection affects evaporation and heat transfer. This effect can be assessed by estimating the droplet Reynolds number defined as

\[
Re_d = \frac{\rho V_d d}{\mu}
\]  
(A5)

where \(\bar{\rho}\) is the density averaged in the region around the droplet, \(\bar{\mu}\) the viscosity averaged in the region around the droplet, \(V_d = \left(\frac{1}{d} \left(\frac{v_d - v}{u}\right)^2 + \frac{u_d}{u}\right)^{1/2}\), and \(d\) the diameter of the droplet. When \(Re_d > 20\), there exists a boundary-layer flow region around the front of the droplet and a wake region behind it [11], and therefore the droplets can interfere with each other. When \(Re_d\) is of the order of 100 or higher, the shear stress at the gas-liquid interface can be large enough to induce internal liquid-phase circulation [10, 11]. However, if the
droplets are very small, as considered here, such effects can be neglected.

In the counterflow under consideration, the estimated $Re_d$ is of the order of 1 or less (at least near the x-axis) so that the approximation of droplets in quiescent atmosphere can be adopted. To get to a simplified and explicit analytical solution for $Q$ and $H$, the following is assumed: (1) the temperature and diffusion fields are spherical-symmetric, (2) pressure is constant, equal to $p_0$, (3) the droplets are sufficiently far apart such that their evaporation and heat transfer occurs as in a single isolated droplet, (4) boundary conditions at infinity of the surrounding gas of each single droplet are given by the gas phase $T$ and $Y_k$'s at the droplet location, (5) evaporation and heat transfer are quasisteady (i.e., the droplet diameter, temperature, etc. are assumed to vary slowly relative to the transients of the gas properties around the droplet), (6) the gas surrounding the droplet is treated as a binary mixture of the evaporating species and a gas whose thermodynamic properties are the same as a uniform mixture of the other nonevaporating species present in the gas phase at the droplet location, and (7) chemical reactions in the regions around each droplet are neglected (i.e., the evaporated species affects the chemical reaction in the gas phase only through the source term in Eq 3). Integration of equations for mass, diffusion, and enthalpy of such single isolated droplets yield the following expressions for mass evaporation and heat transfer:

$$Q = 2\pi d\lambda\tilde{v} L e_i \left( \frac{1 - Y_{i*}}{1 - Y_{i0}} \right)$$

$$H = 2\pi d\lambda \left( T_x - T_s \right) \frac{Qc_p^e/2\pi d\lambda}{\exp(Qc_p^e/2\pi d\lambda) - 1}$$

where subscript $i$ indicates the evaporating species (in this case water), and $s$ and $*i$ indicate the conditions at the droplet surface and $x$, respectively. The gas properties with overbar are evaluated using the standard 1/3 law [10]. Here, $L e_i = (\lambda/c_p^e)/D_{im}$ is the Lewis number based on averaged properties, with $D_{im}$ being the overall diffusivity of the evaporating species into the mixture.

The force components $F_x$ and $F_r$ include viscous drag forces due to droplet motion relative to the gas phase and evaporation rate. Gravity effects are neglected here because of the high convective velocities. As $Re_d$ is of the order of 1 or less, the force components are approximated assuming Stokes drag coefficient $C_D = 24/Re$, which yields

$$F_x = 3\pi d\mu (v - v_d)$$

$$F_r = 3\pi d\mu (u - u_d)$$

The equations above allow the existence of a self-similar solution for the single droplet equations.

**Self-Similar Formulation of Droplet Dynamics**

For the gas phase flow field written in the form of Eq. 1, when $Q$, $H$, $F_x$, and $F_r$ are given by Eqs. A6–A9, the right hand sides of Eqs. A1, A2, and A4 depend only on $x_d$, the droplet axial coordinate, whereas the right-hand side of Eq. A3 is proportional to $r_d$, the droplet radial coordinate. In Ref. [2], a new variable $s = r_d/u_{d0}$ was introduced to cast the system of equations in a self-similar form, with $s_0 = 1/a = constant$ for the potential flow field considered with $u$ defined as the flow strain rate and subscript 0 identifying the conditions at the air inflow plane. For the general rotational flow formulation considered here, with the flow strain rate varying from zero at the air inflow plane (i.e., for plug flow) to some finite value near the mixing layer, assuming

$$u_d = U_d(t)r_d$$

the system (A1)–(A4) can be reduced to a system of ODE's independent from $r_d$, so that the trajectories of all the droplets can be determined with a single integration in time. With these simplifications, the system of Eqs. A1–A4 together with the equations for the droplet location can be written as

$$\frac{dx_d}{dt} = v_d$$

$$r_d = r_{d0}\mathcal{R}(t)$$
\[
\frac{dm_d}{dt} = -Q \\
\frac{d}{dt} (m_d v_d) = -Qv_d + 3\pi d\bar{\mu}(v - v_d) \\
\frac{d}{dt} (m_d U_d) + m_d U_d^2 = -QU_d + 3\pi d\bar{\mu}(U - U_d) \\
\frac{d}{dt} (m_d h_d) = -Q(h_d + L) + H
\]

Where \( R(t) = \exp(\int_{t_0}^{t} U_d(t) dt) \) is a function of \( t \) only. The initial conditions are

\[
x_d(t_0) = x_w, \quad r_d(t_0) = r_d, \\
v_d(t_0) = v_{d,s}, \quad U_d(t_0) = U_d, \\
d(t_0) = d_0, \quad T_d(t_0) = T_d
\]

Where \( T_d \) is the droplet temperature, assumed to be uniform. Equations A13–A16 can be further simplified by introducing an averaged droplet specific heat, \( c_{pa} \), and liquid density, \( \rho_d \), (independent of \( T_d \)), so that

\[
h_d = c_{pa}(T_d - T_0) + h_{d_0}
\]

\[
m_d = \frac{\pi}{6}\rho_d d^3
\]

Where \( h_{d_0} \) is the droplet specific enthalpy at the reference temperature \( T_0 \). Then, use of Eqs. 6, 7, A18, and A19 in Eqs. A13–A16 yields the simplified set of Eqs. 9–13 described previously.
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