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An increasing number of consequential decisions are made automatically by software that employs machine learning, data analytics, and artificial intelligence to discover decision rules using data. The shift to data driven systems exacerbates gaps between traditional governance and oversight processes and the realities of software-driven decision-making. And with more and more software-mediated systems turning to machine learning, data analytics, and artificial intelligence to discover decision rules using data instead of having humans code those rules by hand, this gap can exist even for the software engineers, data scientists, and system operators who design, build, deploy, and manage the machines that mediate our modern lives. Whether algorithms are approving credit applications, selecting travelers for security screening, driving a car, granting and denying visas, or determining the risk profile of an accused or convicted criminal, there is a broad societal interest in ensuring the good governance of these technologies and building accountable algorithms.

The dominant position in the legal literature and in policy discussions has moved beyond the idea that transparency will solve these issues, but has not set out a full alternative. Disclosure of source code is neither necessary to establish relevant facts for the purpose of oversight, nor sufficient to support public or regulatory understanding to support participation in governance. Further, transparency is nearly always objectionable to those who profit from methods that do not muster protection under patent or copyright. Also, transparency is at times undesirable as source code disclosure, or other detailed knowledge of a system, facilitates adversarial activity. In addition, given the important role data plays in machine learning, data analytics, and AI systems, source code, or other system information, on its own, does not fully reveal how such systems work. The collection, normalizing, exploration, and cleaning of data, also affect how systems function.

Businesses that field data driven systems of all sorts - from the simplest descriptive analytics to the most sophisticated deep learning models - must further reckon with a thicket of data governance requirements. How was a set of data collected or obtained? Were the data collected directly from customers or was the data set purchased from a third party? Is use of the data restricted by a privacy policy or contractual requirements? Do any data protection or other laws apply, and from which jurisdictions? Can these data be combined with other data safely and legally? Are these answers the same for all customers, or do customers in different countries require different policies? Purely from the perspective of legal compliance, the shift to data-driven decision making presents enormous challenges. Beyond this, there are often ethical and reputational considerations that must be accounted for - no CEO wants to see their company pilloried in the media for even perceived discrimination. However, smart data governance policies and practices can confidently navigate these treacherous waters. This article provides examples of the ways data-driven systems can go awry and approaches to mitigation and control as well as exploring how to pro-actively manage the responsible use of data.

Specifically, new technologies and best practices (both technical and organizational) can support ethics and governance norms to rein in algorithmically driven decision making systems. We begin by reviewing the technical toolbox, and explain how research and practices in
computer and data science can be used to support fairness, accountability, transparency, and responsibility in the development and control of systems. Further, we explore the incipient ethical standards under development to suggest a unified set of principles by which data science practitioners, software engineers, and data governance professionals can evaluate their organizational posture. We then describe emerging policy approaches that leverage these tools and standards to support democratic governance norms.

As a case study, the European Union's new General Data Protection Regulation (GDPR) provides an excellent working example on the details of transparency policies for the governance of automated decision making by data-driven systems. To wit, GDPR Article 22 provides EU citizens with the right to demand that important decisions not be made about them "solely by automated processing." And Articles 13-15 provide rights to notice of data practices as well as a right of access for individuals to data about them. When applied to data-driven decision-making systems, the GDPR brings to focus many important questions about data governance and calls into question many existing best practices for privacy and data management.

For example, traditional privacy governance is based around principles of notice and informed consent. But can consent truly be given to a data subject who is not informed about the function of a data-driven decision system? A now-famous story about the retailer Target illustrates how: Target discovered a set of 25 products that, when their purchasing was considered together, would reliably predict whether a customer was pregnant. Such customers could then be marketed to in a pregnancy-specific way, given that data show their purchasing habits are likely to change with the arrival of the baby. And so an enraged father came to brandish a circular for baby products at the manager of his local Target store, mistakenly believing that the company was encouraging his teenage daughter to become pregnant without realizing that she already had. Clearly, neither the mother nor the father had consented to this prediction, making it ethically problematic even though it was correct. Although one might argue that traditional purpose restrictions on the use of data, applied at the time of collection, would prevent such problems, the sensitivity of the prediction is difficult to predict from generic disclosures. While many consumers would object to a notice that says "data about your purchasing habits may be used to predict medical conditions including pregnancy", few object to "data about your purchasing habits may be used for marketing purposes and to suggest products you may be interested in." Further risk in this scenario comes from the fact that personalized marketing can in some cases reveal the purchasing habits of consumers (which, in turn, can reveal sensitive or protected medical conditions such as pregnancy). In a study of online retailers and recommendation systems, researchers were able to demonstrate how to use changes in product recommendations to identify the purchases and ratings of other customers and users. The traditional data governance ideas of effective notice, informed consent, or restrictions on the purposes for which data may be used do not readily apply in this scenario.

Data Governance Best Practices

The fastest way forward on questions of responsibility in data science is through the development of best practices for data governance in the age of machine learning and big data. While several statements of data governance principles exist and have been adopted by professional organizations or standards bodies (see below), it is unreasonable to imagine that every organization that wishes to use data-driven approaches will engage in a full first-principles analysis of its behavior. Smaller organizations without dedicated resources for such detailed review benefit especially from the ability to rely on the shared judgement of an industry writ-large. Still, ethical issues are highly contextual and solutions do not carry well from one situation
to another. Here, we attempt to translate emerging practice and suggestions from statements of principle into concrete recommendations that can be taken up by organizations using data science and machine learning.

*Treat information security as a first-order problem*
Emerging best technical practice and new regulatory guidance will shape the future of even existing governance mechanisms to address these problems. First and foremost, a responsible data governance strategy must incorporate a strong information security strategy. Any data collected and retained poses some risk of breach, and by far the simplest approach is to limit what data are collected and to avoid retaining data once it is no longer business-critical. Whatever data remain that must be retained (for example, lists of active customers and their billing information) should be secured from outside hackers as well as deliberate misuse by insiders. Retained data should be identified with metadata that identifies its provenance, its sensitivity, and known legal or contractual limits on its uses (for example, commercially procured data may only be available for certain uses or may be restricted in terms of what other data it can be combined with for purposes of analysis by contract with the vendor; laws such as the Fair Credit Reporting Act in the United States prohibit the use of certain factors in credit decisions and decisions based on background checks, such as employment decisions, even when collecting such sensitive information is legal). Data should be encrypted at rest and in transit, with encryption keys subject to suitable access control mechanisms so that sensitive customer data are available only when and where they are needed and by employees with a verified need for access. Sensitive data stores should be monitored so that queries against them can be audited later and correlated to an approved business need. As the litany of major recent data breaches shows, a firm information security posture is the foundation for any responsible data governance strategy.

*Minimize data collected and retained. Scrub or aggregate retained data when possible*
Similarly, when data must be retained, data practitioners should consider whether they can be scrubbed to a lower level of sensitivity. For example, while keeping raw visitor logs is convenient for a website hosting company, customers are likely only interested in the count of visitors or perhaps the count of visitors stratified by some attribute, such as geographic region, type of client device and software, or client network operator. And system operators are unlikely to need technical debugging information after a day or two (longer-term requirements for operational data retention could be approved on an exceptional basis or covered under programs for aggregating specific kinds of data such as all requests from a particular network or type of device). And raw logs present a major risk to privacy not just from hacking, but also from legitimate requests. Law enforcement, for example, often request the logs of service operators to identify persons of interest in ways that implicate the privacy of users unrelated to the investigation. But data that are not present or which have been aggregated or scrubbed cannot be produced. Understanding how and why data must be retained and how they will be used can inform when data can profitably be discarded, properly anonymized or pseudonymized, or otherwise transformed to minimize risk and sensitivity.

*Consider the risk of identifiability*
When analyzing data for sensitivity to ensure that minimal data are collected and retained and that retained data are aggregated or scrubbed when possible, it is tempting (and often necessary under legal regimes or standard compliance certifications) to identify certain categories of data as personally identifiable information (PII) that must be treated safely and to treat other data as non-sensitive and thus safe to store and process. However, research has shown that this distinction is a fallacy. Non-sensitive data are often unique enough to a person
that they can prove identifying under the right circumstances. Responsible data governance must consider the risk that retained data could be re-identified (possibly using data that come from elsewhere) and should consider whether formal guarantees like those from differential privacy are useful to safely retaining and analyzing data. Re-identification risks will depend on the type of data in question and the context of the process or system in which it is being used.

**Designate and empower a Data Ethics Review Board**

Data scientists must constantly question the ethics of their methods and findings and be prepared to forgo analyses that would violate laws, privacy norms, contractual requirements, or customer trust. To assist in this, companies employing data science should designate ethical review boards and empower them to approve or deny the collection of new data (for example, "Should we retain purchasing habits of our customers, and for how long?"); the investigation of ethically sensitive questions using company data (for example, "Can we predict pregnancy from purchasing behavior?"); and the deployment of insights from such analysis (for example, "Knowing that we can predict pregnancy from purchasing behavior, should we produce personalized marketing materials based on this prediction?"). Such review boards should contain stakeholders from many functions, including data science, information security, legal, compliance, marketing, and any other key functions which support understanding customer relationships. The more diverse such a board is in terms of the backgrounds and functions of the people who comprise it, the more likely it will be to suss out problems quickly and the more valuable its insights will be to the data science process. Boards should focus on ethics by examining the details of data collection, normalization/cleaning, analysis, and use, attempting to foresee how data use will affect customer trust, the company's reputation, the company's risk of data breach, the company's risk of legal noncompliance, and how approving or denying the activity will affect the company's core product and service offerings. Such boards should not hesitate to seek the advice of outside experts, who may be better equipped to foresee relevant problems, or to convene a (suitably representative) panel of trusted customers to examine reactions. Some data activities may require study and a formal impact statement before they can be responsibly approved.

**Write and publish data-focused social impact statements**

Impact statements provide a formal, structured process to investigate whether foreseeable issues exist in data collection and analysis practices and provide a digestible view of the risk of data processing in specific cases. Entities concerned about the equities of data analysis should include such concerns and any mitigations adopted in their privacy impact statements and should consider producing similar social impact statements for data-driven systems and processes. Environmental impact statements demonstrate the usefulness of such work in engaging stakeholders and providing a record of decisions and the factors that supported them. Further, impact statements provide an analytical approach to considering the tradeoffs of certain approaches (perhaps the same insight could be gained through a more palatable and more ethical use of data in a particular case - for example, the threshold for making a particular prediction will likely trade off false positives and false negatives, and the difference may be ethically relevant, as with Target's pregnancy prediction score). Such statements could be purely for internal consumption, focused on convincing organizational leadership that data analysis is valuable and does not create undue risks while providing a record of issues considered for review by auditors. Statements could also be published to help engage the trust of customers and civil society groups, or as a way of soliciting feedback about the impact of data-driven decisions.

**Attempt to explain data-driven processes to breed understanding**
In order to trust data-driven decision processes, data scientists and decision subjects alike must understand them. Understanding is supported by the ability to explain what the process is doing and how it reached its decisions. In many cases, it is important both to understand how specific decisions were made (that is, to account for the factors in any particular decision) and to understand the rules in force in general (that is, to understand which factors are at play in all decisions of a certain type or from a certain system). Both kinds of understanding are served by data analysis methods that privilege explainability. Many such methods exist today, and the question of what makes a useful explanation is an active and exciting research area. While explanations can help system developers, decision subjects, and non-users alike to understand when data-driven processes are trustworthy and correct or to challenge incorrect assumptions or faulty methods, it is important to remember that explanations alone do not create understanding. Explanations must be supported by sufficient other evidence to be believable, and must adequately engage the task at hand - otherwise, explanations risk giving credence to an incorrect model. A good explanation for an incorrect decision might even make humans encountering a model discount its likelihood for making additional incorrect decisions. Comparatively little research has been done on the human factors of explanations or the situations in which they are appropriate.

In addition to providing explanations, data-driven systems can be made more transparent through the disclosure of analysis methods and the underlying data sets, when possible. The release of data must be carefully considered, though - in addition to concerns about proprietary advantage and privacy, data sets are often very sensitive to the particulars of their collection context and methodology, and released data risks being repurposed without sensitivity to this. Thus, released data should always be accompanied by careful explanations of its provenance and data consumed from outside rather than carefully collected should be evaluated for fidelity to the phenomenon under consideration.

Consider how to support ongoing auditing of correctness
It is not enough to consider the correctness of a data-driven system a priori or to evaluate correctness as the system is being designed or fielded. Interrogation into the fidelity of a data-driven system is an ongoing effort, driven by the risk of concept drift, or changes in the world that can invalidate assumptions baked into collected data or data collection and normalization methodology. Data scientists must find ways to validate their predictions continually and should plan to monitor the performance of their systems well after launch. A useful method originating in the social sciences is auditing, which asks how a system would behave on differential inputs (for example, does a decision process rank similar resumes at similar levels when the resumes appear to be from applicants of different genders or races?). Audits are a form of black-box testing designed to validate and support the conclusions of a system, or to determine in what ways those decisions might be incorrect or unfair. The results of an audit may be intended for the data scientist alone, for superiors in her organization, or for the public. Data governance strategy should also consider when it is appropriate or even necessary to facilitate external audits by trusted academics, journalists, or civil society groups, or even by the public at large. When public auditing is useful, systems could be modified to support querying on synthetic data and to demonstrate how output would have changed under the hypothetical situation that the input were slightly different.

Look for systematic biases in data and consider potential causes of unfairness
Systematic bias can enter data sets and data analysis methods at all levels: data may be collected from a non-representative sample, such as when data come from a source of convenience (say, photo datasets culled from social network posts) rather than a source that
reflects the universe of possible values of interest; or data may be subsampled or coalesced in a way that disadvantages particular groups more than others (such as if data about employee performance are grouped and thresholded by employee tenure, and women have a shorter average tenure, dropping them out of the longest-serving cohorts); or data may be skewed by human interaction such as labeling outcomes, handling missing values, pruning outliers, defining groupings or encoding categorical variables - all context specific problems the solutions to which can make or break a model. Further, human data scientists define the problem to be solved by data analysis, choosing things like which particular methods work best, how to measure success, what values to optimize for, and how to select parameters and hyper-parameters. Systematic bias in the data or the data analysis method can easily cause systems to treat different subgroups differently, and in some cases could rise to the level of formal illegal discrimination based on a legally protected attribute. When the value being predicted is not easily directly measured, such as the risk of future behavior (e.g., predicting whether a set of financial transactions are indicative of terrorist behavior), these problems become even trickier, as there is not a good way to identify when disparities in predictions constitute meaningful unfairness.

The particular way data are considered matters as well - patterns which exist in aggregated groups may disappear or even reverse when those groups are considered as distinct subgroups, due to a phenomenon called Simpson's paradox. For example, graduate admissions data from UC Berkeley in 1975 appeared to show a significant bias against women when considered across the university, but analysis by department showed no such disparity and even a small bias in favor of women. This is because women applied in greater numbers to more selective departments than men, causing a greater fraction to be rejected overall.

As with the problem of identifiability, the naïve approach of simply removing the sensitive attributes from the data will not solve the problem. Sensitive attributes are often encoded in a latent manner in other non-sensitive data (for example, ZIP codes in the United States correlate closely with race, cultural heritage, and socioeconomic status). This implies that correction for systematic data biases must be an affirmative step that derives from an understanding of the nature and source of the bias as well as the particular correction desired. Fortunately, many techniques exist to provide invariant guarantees that data analysis does not pick up certain types of bias, although how to build systems that apply these is an area of active research. Thus, it is important to remain vigilant and to test systems for bias both during development and after they are fielded. Auditing, especially by groups that may be affected by bias, is also critically important to investigations of fairness. Fairness can be difficult to define during development, so the ability to engage with a system interactively and challenge or change a decision later can also improve fairness in many situations. Finally, evaluations of fairness must consider how the spoils of data analysis will translate into real-world actions.

Consider not just successes, but errors and feedback loops as well
Responsible data governance considers not only the fairness of correct predictions, but errors as well. What makes a decision fair or equitable is not just whether it considered an appropriate and relevant set of factors or didn't consider proscribed or protected factors, or even whether the decision process is always correct. It matters that mistaken decisions do not disproportionately harm individuals or protected groups. Consider the story of COMPAS, a model which uses criminal history and a behavioral interview to predict the likelihood that an individual will recidivate (proxied through re-arrest) over a two-year timespan. ProPublica argued that the way COMPAS was deployed in Broward County, Florida was biased against
African-Americans, finding that it rated them as a high risk when they were not re-arrested more than twice as often as it did for white people.

False positives are important in this setting because they are likely to cause the putatively high-risk individual to be treated more harshly by the criminal justice system, receiving higher bail or pre-trial detention, or even a harsher sentence post-conviction. Each of these contributes to making individuals a higher recidivism risk, implying that errors in the model cause a negative feedback loop in which individuals misclassified as high-risk may in fact become high risk as a result of the misclassification! Northpointe, the firm that created and markets COMPAS, countered that COMPAS has equal predictive parity for both African-American and white arrestees (meaning that, given an individual's COMPAS score, the chance that they will be re-arrested within the following two years is independent of their race). However, this property coupled with the fact that African-Americans are arrested at a much higher rate in Broward County, and many jurisdictions in the United States, imply mathematically that the distribution of false positive errors must fall unequally on African-Americans.

Design systems to allow the challenge and correction of incorrect decisions by humans
Although the goal of automated data-driven decision-making is to support speed and scale, allowing intelligent decisions faster or more cheaply than decisions by humans given case-by-case, it is critical that responsible data governance define mechanisms for the outcomes of analysis or automated decisions to be challenged. Not only should there be externally visible mechanisms to engage with automated results, an internal role should be designated that is responsible for overseeing the outcomes of the automated process and of the human-mediated escalation process. This role should be prepared to deal both with individual-level and broader societal-level claims of unfairness about the automated system. And some role (whether this role or another) should be designated as directly accountable for problems in the operation of data-driven systems. Further, systems should produce enough evidence as they are operating to allow decision subjects to determine whether decisions were correct and to allow a review process to determine precisely what happened and why. A difficulty in planning for such review is understanding how to manage it while capturing the speed and scale benefits of data analysis, however this is a tradeoff and, like any customer support problem, can be managed through careful consideration of what triggers escalations. Further, the cost of escalations to a human review incentivizes the development of high-fidelity decision-making processes. It is important to track the situations where review was necessary and feed that back in to the development of the decision process in order to determine whether the override process is being abused to favor or disfavor particular individuals or groups.

Data Ethics Principles & Emerging Standards
In the service of advancing responsible data governance and fairness, accountability, transparency, and ethics in data-driven systems, many organizations have proffered either statements of responsible data principles or standards against which to measure systems. Because these normative concepts are highly contextual and depend on the nature of the system at issue, the kinds of data or decisions being considered, and even the nature of the populations to which these systems are applied, these documents are best thought of as guideposts or frameworks for evaluation and measurement rather than formal, technical standards. However, such structured evaluation is useful for developing a responsible data governance program, and we summarize several such documents here in order to synthesize their similarities and differences.

Dagstuhl Principles for Accountable Algorithms
In 2016, a group of academics from a variety of fields came together and produced a framework with light-touch guidance for building what they call "accountable algorithms" as well as a draft social impact statement for data-driven technologies. They note that "accountability in this context includes an obligation to report, explain, or justify algorithmic decision-making as well as mitigate any negative social impacts or potential harms." The principles rely on five major pillars, Responsibility, Explainability, Accuracy, Auditability, and Fairness, each of which comes with a short statement of advice describing its meaning and a set of guiding questions designed to enable practicing data scientists to implement each pillar meaningfully. The pillars and guiding questions are "purposefully under-specified" to allow them to be "broadly applicable." The authors propose that social impact statements for algorithms, at a minimum, address all five pillars and the associated guiding questions.

**ACM US Policy Council Principles for Algorithmic Transparency and Accountability and Professional Codes of Ethics**

The US ACM Policy Council produced a short statement defining algorithms, analytics, automated decision-making, and risks associated with these processes. They present a set of principles to guide responsible "algorithmic transparency and accountability" meant to be supported by the ACM Code of Ethics. These seven principles include awareness, access and redress, accountability, explanation, data provenance, auditability, and validation and testing. These map approximately onto the best practices described above. Each principle is accompanied by a short description aimed at how policymakers could implement it as a requirement. However, these descriptions provide a useful inspiration to the development of a responsible data governance program.

**Center for Democracy and Technology Digital Decision Project**

As a tool for policymakers considering requirements for responsible data-driven automated decision-making systems, the Center for Democracy and Technology started the Digital Decisions project. The project’s major report provides case studies from a wide swath of industries to identify the "prevailing policy principle" around each of a number of issues. Specifically, the report identifies four major principles around which responsible uses of data can be organized: fairness, explainability, auditability, and reliability. The project also provides a tool meant to interactively guide system designers through a process of considering key questions to evaluate their consistency with the four major principles articulated in the report.

The last of the four principles, reliability, is the most distinct from statements of principle found in other documents, and complements the traditional triad of fairness, accountability (supported here by auditability), and transparency (supported here by explainability). The report defines reliability as the property that "a system must be able to be trusted to behave as is expected and anticipated by its designers. The ways in which it deviates from these expectations can be monitored and addressed." As presented, reliability is simply the baseline requirement that a system be well-specified and correct with regard to that specification. This is less a best practice and more a baseline requirement, but it underscores the best practice that systems be interrogated on an ongoing basis for correctness and validated against their designers' best understanding of the real world in which they operate.

**IEEE Global Initiative for Ethical Considerations in Artificial Intelligence and Autonomous Systems**

The IEEE Global Initiative aims to bring together top professionals working on artificial intelligence and other data-driven autonomous systems to build consensus around timely issues and support ethically aligned design that adequately supports human factors and human values. The initiative believes that capturing moral values and ethical principles is what is necessary to make autonomous technology deployable in the real world and fully benefit from its potential.
The initiative's flagship report, Ethically Aligned Design: A Vision for Prioritizing Human Wellbeing with Artificial Intelligence and Autonomous Systems, defines a grand vision for the design of autonomous systems that support human values. The report is arranged around three major principles: "(1) Embody the highest ideals of human rights that honor their inherent dignity and worth; (2) Prioritize the maximum benefit to humanity and the natural environment; and (3) Mitigate risks and negative impacts as AI/AS [artificial intelligence/autonomous systems] evolve as sociotechnical systems." The report aims to identify issues that could violate these principles and to provide candidate recommendations to policymakers and system designers. While the document focuses largely on issues with safely constructing artificial intelligences, it does suggest principles for the management of "personal data and individual access control" focusing on data ethics and the importance of personal data control.

IEEE Standard P7003 - Algorithmic Bias Considerations
The IEEE, via its Algorithmic Bias Working Group, is also running an ongoing standards-setting process to define certification for "accountability and clarity around how algorithms are targeting, assessing, and influencing the users and stakeholders of said algorithm." The goal of this standard is to provide a certification which "will allow algorithm creators to communicate to users, and regulatory authorities, that up-to-date best practices were used in the design, testing, and evaluation of the algorithm to avoid unjustified differential impact on users." While the standard provides for methods to counteract "negative bias" (that is, biases that are unwanted, as opposed to the distinguishing that data-driven models are intended to make among patterns in the data), the standard does not define an explicit compliance regime or define best practices for building data-driven systems in a positive way. Rather, the standard defines a number of benchmarking procedures for establishing data quality and guidelines for determining how models, once built, should be applied to minimize concept drift. Finally, the standard approaches the question of how to manage the interpretation of model output, which is a very underexplored but important set of questions. The IEEE is running a number of other standards processes surrounding AI ethics and safety, especially around the behavior and safety of autonomous systems.

Data Ethics, Responsible Data Governance, and the GDPR
Armed with the consensus view of how to build responsible data governance, we can turn to examining the most up-to-date policy regime for handling data-driven systems, the new General Data Protection Regulation (GDPR) in the European Union, and consider how well it captures or encourages the best practices and ethical principles discussed above. We do not intend to describe what the GDPR requires or prescribe any specific compliance regime, only to evaluate the extent to which the rule might justify ideal behavior and improve responsible data governance. The GDPR is a unified rule, effective in all EU member states from May 25, 2018, and it repeals and replaces the prior Data Protection Directive (Directive 95/46/EC) which instructed each member state to put into force a national data protection law meeting minimum requirements. The GDPR is widely understood to apply to the data processing of all EU citizens, whether that processing is performed by an EU entity or a foreign entity. The law is organized into 99 binding Articles, which define the operative text. 173 Recitals accompany the Articles, and while they are non-binding, they provide background and interpretive guidance for the law.

Taken together, Articles 13 and 14 provide a strong right of notice for personal data processing, requiring that data subjects be notified about any data processing that concerns them, including a designation of the responsible data controller, the period for which the data will be retained, the existence of automated decision-making, "meaningful information about the logic involved" in automated decision-making, and a notice of whether data will be used for "a purpose other
than that for which the personal data were collected" as well as a specification of further processing purposes. These rights apply whether data are collected directly from the data subject (Article 13) or originate from another source (Article 14). For data-driven systems, the right of notice corresponds to questions about transparency and explanation - under what circumstances does a model constitute personal information about an individual data subject, for example? Time and regulatory practice will tell, although the meaning of "meaningful information about the logic involved" in data processing is the subject of intense scrutiny by academics, policymakers, and lawyers alike. Certainly, our suggestion that data-driven systems support auditing is relevant here, as are questions of understanding the nature of biases in data and the distribution of errors. Data governance processes should be prepared to answer detailed questions about each of these. The question of what constitutes sufficient designation of the purpose or context of data processing is also difficult, especially given the unexpected and long-range predictions often encountered in data analysis (recall the example of the Target pregnancy prediction score). Here, questions of purpose are well supported by analysis of foreseeability undertaken by ethical review boards and as part of the impact statement process.

Article 15 provides a right to data access by data subjects, meaning that individuals may request data about them from data processors. This implicates the practice of having a responsible oversight party and a plan for explaining the actions of data-driven systems. However, the extent to which a model, once trained, constitutes personal data about a subject will be an interesting area of practical rulemaking, especially as the fields of model inversion and model reverse engineering improve the techniques available to adversaries who wish to extract private personal data from models or decision outcomes.

Finally, Articles 21 and 22 provide data subjects with a right to object to the processing of their personal data and a right to demand that decisions be made about them "not solely on the basis of automated processing." While these naturally support our proposed best practices of allowing human-driven redress, review, and the overriding of decisions, they also present a compelling argument for ensuring that models are trustworthy to data subjects (in order to limit the number of objections to a reasonable number). Trustworthiness is supported by all of the practices suggested above, but in particular those related to security, auditing, the assessment of impact, and review by a competent review board. In particular, the right to demand that a subject's data "no longer be processed" presents interesting questions for how to handle models trained using that subject's data (Recital 69 suggests that the burden of trading off "legitimate interests" of the controller in continuing to use the subject's data lies squarely with the data controller, although no formal opinion on this question yet exists and it will be another area of practical rulemaking open to interpretation as the law goes into effect). Responsible data governance practices must be prepared to receive and handle objections to automated processing and, when necessary, to substitute human decision-making processes while ensuring process fairness and equitability.

Conclusion
Today's data scientists have the opportunity to lead, building responsible data science practices and machine learning systems that can be trusted by ordinary consumers and which will define best practice long into the future. In doing so, practice can shape policy implementation in the EU and beyond, steering public discussion away from fears of bias, lack of accountability, and loss of control. The full promise of data-driven systems can only be realized when regulators and the public believe these systems are built and operated responsibly. The practices suggested in this article are a firm next step in that evolution. Organizations, whether public or private, must consider how they will build and field responsible data governance regimes in the coming years, especially as so many of the hallmarks of responsible data governance are becoming legal requirements around the globe.