
Last	full	Week	of	July	NIST	is	hos5ng	the	forensic	science	error	
management	conference	at	NIST	in	Gaithersburg.	
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Some	5me	ago	we	posted	a	“test	your	imaging	tool	kit”	on	a	
downloadable	CD	called	Federated	Tes5ng.	We	used	Federated	
Tes5ng	ourselves	to	test	10	imaging	tools.	The	test	reports	are	
posted	on	DHS	website,	we	have	links	from	CFTT	to	the	DHS	
reports.	We	found	the	effort	to	test	the	tools	and	create	the	
reports	reasonable,		
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I	do	not	have	any	financial	interest	in	any	of	these	products.	I	do	
not	endorse	any	of	the	products.	
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I	am	with	the	computer	forensics	
tool	tes5ng	project	at	the	na5onal	
Ins5tute	of	standards	and	
technology.	We	develop	
methodologies	for	tes5ng	forensic	
tools	and	we	apply	the	methodology	
to	specific	tools	and	the	Department	
of	Homeland	Security	publishes	the	
results.	There	is	no	way	any	one		

4	



The	goal	of	federated	tes5ng	is	to	move	high	quality	tes5ng	to	
labs	and	to	produce	more	test	reports	for	more	tools	to	enable	
sharing	the	tool	test	results.	Federated	tes5ng	makes	the	NIST	
test	methods	available	to	a	wide	audience	of	users	so	that	many	
organiza5ons	can	use	the	same	method	to	test	tools	and	
produced	test	reports	in	a	similar	format.	By	using	the	same	or	
similar	test	data	it	is	easy	to	compare	results	for	tes5ng	tools	by	
different	organiza5ons.		In	this	way,	labs	can	help	each	other	
too.	
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It	is	challenging	to	find	the	right	ques5ons.	You	want	each	
ques5on	to	bring	something	unique	to	the	test.	You	want	each	
ques5on	to	encourage	the	tool	to	do	something	different.	For	
example,	you	can	image	10	GB	Drive,	a	20	GB	Drive,	a	70	GB	
Drive	and	these	are	all	the	same	ques5on	Because	nothing	very	
different	has	to	happen	regardless	of	the	size	un5l	you	image	a	
140	GB	Drive.	Then	you	have	asked	a	new	ques5on.	Right	about	
137	GB	there	is	a	change	in	how	soYware	accesses	the	drive.	
For	some	really	old	OS	versions	everything	works	fine	un5l	you	
cross	this	line,	then	the	tool	can’t	see	the	rest	of	the	drive.	
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For	federated	tes5ng	we	made	a	small	change	in	how	we	look	
at	disk	imaging.	Previously	we’ve	focused	on	tes5ng	the	tool	in	
isola5on.	For	federated	tes5ng	we	changed	the	focus	to	the	
en5re	imaging	process	including	the	blocker	and	OS.	At	NIST,	
we	have	lots	of	disk	imagers	and	blockers	that	need	to	be	
tested.	For	federated	tes5ng	we	want	to	focus	on	the	individual	
lab	set	up	of	the	lab	tes5ng	the	tool.	
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When	you	use	federated	tes5ng	you	get	a	menu	of	poten5al	
things	to	test.	But	they’re	all	varia5ons	on	these	choices.	Each	
lab	will	pick	different	items	based	on	the	type	of	casework	they	
see.	A	lab	that	deals	with	large	servers	say,	will	probably	not	see	
a	lot	of	memory	cards	or	par55ons	to	image.	So	they’ll	just	be	
working	on	making	images	of	a	drive.	They	probably	never	have	
to	create	a	clone	since	that	would	be	very	inconvenient	to	clone	
47	TB	system.	A	lab	may	choose	to	skip	rehashing	a	device	or	
rehashing	image	files	if	they	don’t	use	that	as	part	of	their	
procedures.	Out	of	space	shares	is	also	a	likely	candidate	to	
skip.	Tes5ng	tool	behavior	if	there	are	bad	sectors	on	a	source	
drive	may	seem	daun5ng	at	first,	but	it's	actually	quite	easy	to	
set	up	a	test	drive	with	reliable	faulty	sectors.	
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For	the	tools	that	we	tested	we	made	slightly	different	choices	
for	each	tool.	Different	labs	might	make	different	choices.	
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We	tested	Paladin	twice	because	Paladin	is	just	a	wrapper	for	
an	underlying	image	tool.	Selec5ng	image	file	format	selects	the	
actual	imaging	tool	tested.	
As	for	the	falcon,	the	unit	arrived	with	2.4	already	installed	so	
we	tested	that	and	then	upgraded	to	the	latest	version	which	
was	three	point	0.	
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Each	5me	we	tested	the	tool	we	picked	a	subset	of	these	right	
blockers	to	use	during	the	test.	We	expect	that	some	labs	Focus	
on	one	par5cular	model	of	right	blocker	while	other	labs	will	
have	to	use	mul5ple	write	blockers.			
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These	are	the	op5ons	that	we	selected	for	each	tool	that	we	
tested.	As	you	see	we	have	DC	three	DD,	FTK,	Guy	manager,	
part	two	Falcons,	our	two	paladins,	TD	two,	dido,	and	X	ways.	
We	varied	selec5on	of	tes5ng	as	different	labs	might	very	their	
choices	for	things	to	test.	
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All	the	tools	acquired	the	basic	image	completely	and	
accurately.	The	places	where	we	saw	different	behaviors	was	in	
imaging	hard	drives	with	bad	sectors.	Paladin	6.09	may	have	
missed	a	few	readable	sectors,	but	compared	to	the	en5re	drive	
this	is	really	a	5ny	frac5on	that	was	missed.	This	is	not	
necessarily	a	wrong	answer.	Tool	designers	have	to	choose	
between	completeness	and	reasonable	performance.	On	
spinning	drives	if	you	have	a	bad	sector	and	try	to	read	the	
sectors	near	it	this	will	oYen	give	you	a	large	performance	
penalty	and	greatly	extend	the	5me	to	acquire	the	en5re	drive.	
To	mi5gate	this	a	tool	may	offer	you	a	choice	in	skipping	good	
sectors	around	in	the	area	of	bad	sectors	to	avoid	the	
performance	penalty.	
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The	bodom	line	is	if	you	follow	Federated	tes5ng	to	test	your	
tool	you’ll	probably	get	done	faster	and	have	results	that	you	
can	compare	with	someone	else	who	has	also	used	federated	
tes5ng.	You	do	not	need	to	design	a	test	protocol,	write	any	
soYware	or	develop	or	document	test	data.		We	have	done	that	
for	you.	Just	follow	the	plan	that	comes	with	federated	tes5ng.	
	
Need	to	say	that	they	were	also	able	to	do	other	tasks	during	
drive	setup.	
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As	part	of	the	test	each	drive	has	to	be	scanned	three	5mes.	
First	you	wipe	it,	Then	you	hash	it,	last	you	image	it	with	the	
tool	here	tes5ng.	If	you’re	tes5ng	more	than	one	tool	you	can	
set	up	your	test	drives	one	5me	and	use	them	in	all	your	tool	
test.	These	are	the	5mes	to	wipe	and	to	hash	obtained	from	log	
files.	Drive	A2	also	has	an	NTFS	par55on	so	30	minutes	to	hash	
the	drive	10	minutes	to	hash	the	par55on.	EE	bad	and	EE	ref	are	
for	the	bad	sector	test.	We	created	a	DCO	such	that	those	two	
drives	appear	to	be	480	MB	in	size.	It	makes	the	test	go	really	
fast.	
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Don’t	forget	
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