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2. Dmitry Gorodnichy et al. “PROVE-IT(FRiV): framework and outcomes” (NIST IBPC 2014) 

Disclaimer: 

 

The results presented in this report were produced in 

experiments conducted by the CBSA, and should therefore not 

be construed as vendor's maximum-effort full-capability result. 

 

In no way do the results presented in this presentation imply 

recommendation or endorsement by the CBSA, nor do they 

imply that the products and equipment identified are 

necessarily the best available for the purpose. 



3 

3. Dmitry Gorodnichy et al. “PROVE-IT(FRiV): framework and outcomes” (NIST IBPC 2014) 

Outline 

• Background 

• PROVE-IT() framework: 

• Taxonomy of surveillance setups types 

• Taxonomy of technology applications 

• Grading scheme 

• PROVE-IT(FRiV) results: 

– Literature review results 

– Off-line evaluation results 
• Datasets to simulate operational environment  

• Face resolution in surveillance video  

• Target-based design/evaluation for dealing with low face resolution  

• Multi-level performance evaluation of COTS products 

– Live system evaluation results 

• Technology Readiness assessment results 
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4. Dmitry Gorodnichy et al. “PROVE-IT(FRiV): framework and outcomes” (NIST IBPC 2014) 

Background 

• IBPC 2012:  

– Methodology on testing FRiV systems for real-time open-set 

applications, such as Watch-List Screening 

– Taxonomy of Surveillance Setups 

– Survey of Public Datasets 

– Survey of Academic Solutions 

– Survey of Commercial technologies 

– Preliminary TRL assessment results 

 

• Since then: 

– Three state-of-art COTS systems tested using the methodology 

– New CCTV system in Ottawa Airport spec-ed by the same team 

– PROVE-IT(FRiV) project concluded with recommendations 

– PROVE-IT() framework established, opened for public discussion and 

contribution 
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FRiV 

From: Dmitry O. Gorodnichy, "Evolution and  evaluation of biometric systems", Proc. IEEE Conf. CISDA, 2009  

• Where Solutions from one Community of Practice (CoP) are 
applied to a different CoP: 
– Different business requirements and constraints 

– E.g.: State-of-art cameras deployed in Ottawa Intern. Airport in 2012 
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PROVE-IT() 

• Approach for proving (or disproving) the claims about the readiness of 
technologies for deployments and pilots 

• Specifically, for Video Surveillance applications 
 

• Practical tool for providing recommendations related to  

i. technology deployment, and ii.   R&D investment opportunities 
 

• Consists of three steps: 

1. Define taxonomy of possible setups {Sj} 

2. Define taxonomy of technology applications {Ti} 

3. Assign readiness colour for each { Ti I Sj }  

 

 

 

 

 

 

• Community-driven effort 

By CoP (users) 

By SME (experts) 

 {Sj} 

 
{Ti} 

    

    

    

 

PROVE(T|S) = {Green, Yellow, Red}  

for all technology applications {Ti} and for all scenarios {Sj} 
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Project number: PSTP 03-401BIOM 

Outputs: 
• Evaluation of Real-Time FR Technologies for Video Surveillance Applications (NIST IBPC 2012) 

 

• Survey of academic research and prototypes for face recognition in video  

• Survey of commercial technologies for face recognition in video 

• Methodology for evaluation of FR technologies in video surveillance applications 

• Results from evaluation of three COTS FR systems on Chokepoint dataset  
 

• Using smooth ROC method for evaluation and decision making in biometric systems,  

• 3D face generation tool Candide for better face matching in surveillance video 

• Evaluation of different features for face recognition in video 

• TRL Assessment of People Tracking technologies for Video Surveillance applications” 

• Video Analytics technology: market analysis and demonstrations” (inc. face tracking/detection) 

Lead:   CBSA and uQuébec (ÉTS)  

Partners:  RCMP, DRDC, DFAIT, CATSA, TC, PCO;  

uOttawa, FBI, HomeOffice, NIST 

Dates:  April 2011 – March  2013 

Funding: DRDC Public Safety Technology Program 

Synergy project:   PROVE-IT (VA) wrt face tracking 

PROVE-IT (FRiV) 
Pilot and Research on Operational Video-based 

Evaluation of Infrastructure and Technology: 

Face Recognition in Video 
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TRL-based evaluation 

requires access to real 

operational 

infrastructure! 

GRADE TRL DEFINITION 

++ 8-9 Operationally Ready:          Can be deployed immediately with no customization and predictable results. 

+ 7 Operationally with Configuration: Deployed within 1 year with some customization; predictable results. 

oo 5-6 Short-term Ready:              Possible within 1 to 3 years with a moderate investment in applied R&D 

o 4 Medium-term Ready:          Possible within 3 to 5 years with a significant investment in applied R&D 

- 1-3 Not Ready (Academic):      Not possible within next 5 years; requires major academic R&D. 

 

TRL vs. PROVE-IT 
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FRiV within Air Traveller Continuum 

Can be used in: 

• In real-time mode – for eBorder traveller screening / clearance 

– Part of these eBorder components (Ref.: “ABC as part of eBorder” IBPC 2014): 

III: automated behavior screening (AVATAR) 

IV: intelligent queuing 

V:  biometric systems (ABC): Gen-1, Gen-2, Gen-3 
 

• In investigative (off-line) mode – for search and retrieval of Evidence 
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Stages:    

  

             

Unknown 

traveler 

0 

Buys ticket 

Obtains Visa 

1 

Prepares  

to board  

2 

In plane 
3 

Walks  

to PIL 

4 

In Wait line 

5 

PIL  

(Manual) 

6 

Luggage 

carousel 

7 

 
 

Secondary  

Immigrations 

Sec. Customs 

Automated  

(ABC) 

  

Exit point 

By Officer 
 

Entry 

allowed 

 

Entry 

denied 

1 

0 
3 
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Step 1: Taxonomy of scenarios: {Sj} 

• Defined according to “WHO-WHAT-WHERE” Factor Triangle  

3 2 1 

TYPE PERSON 
FACTORS 

PROCEDURE 
FACTORS 

SETUP  
FACTORS 

DEFINITION 

0 eGate controlled controlled controlled Cooperative biometric setup as in Access Control or e-Gate: 

1 Kiosk uncontrolled controlled controlled Semi-constrained setup as in passport control 

2 Portal       uncontrolled semi-controlled controlled Unconstrained, free-flow, one  at a time as in airport chokepoint 

3 Hall uncontrolled uncontrolled controlled Unconstrained, free-flow, many at a time  as in airport halls 

4  Outdoor uncontrolled uncontrolled uncontrolled No constraint on lighting, procedure or, person appearance 
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Step 2: Taxonomy of applications: {Ti} 

• By end-user application: mode of operation 

– Real-time mode: border control applications  

– Post-event mode: investigation applications 

• By mode of operation and decision making  

– Fully-automated: Binary or Triaging decisions  

– Semi-automated: as Visual Analytic tool/filter 

• By data modality 

– Still-to-video: from Gallery of still images 

– Video-to-video: re-Identification in video streams 

• By level of Face Processing * 

– Face Detection, Face Tracking,  

– Face Categorization, Face Classification 

– Face Grouping, Face Identification 

– Facial Expression Recognition  

* 1st IEEE CVPR workshop on Face Processing in Video: http://www.visioninterface.net/fpiv04/preface.html  

http://www.visioninterface.net/fpiv04/preface.html


12 
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Step 3: Assessing PROVE-IT(Ti|Sj} 

Based on: 
 

1. Literature / market review  

2. Off-line performance evaluation: with bench-marking 
protocols and datasets 

3. Live performance evaluation: technology development and 
demonstration on real data 

– With state-of-art COTS products 
 

Live system testing Off-line testing 

TRL=2-3 TRL=4-6 TRL=7-8 

Literature reports 
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Literature / Market review 

• Market analysis: 

– Many integrators, Few developers 

– Enough open-source 

• Integration (pre-processing & post-
processing) is key to success 

• Approaches to FRIV 

– Feature-based,  

– Part-based 

– Holistic 

• Video-based vs. still-based 

– COTS are mainly still-based 

– Academia working on video-based 

• COTS product types: 

– High-performing (NEC, Cognitec, 
Morpho) for ICAO compliant faces 

– High-performing for internet tagging 
(PittPatt) 

– More affordable (Neurotechnology) 
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Offline evaluation of COTS products 

• Three state-of-art COTS FR products (SDK of Dec. 2012) 

– Pittpatt 

– Cognitec 

– Neurotechnology 

• On Chokepoint dataset 

– 10 individuals out of 29 make a Watch List 

– One sequence for tuning the parameters for each individual 

– Other sequence for testing  

 

Live system testing Off-line testing 

TRL=2-3 TRL=4-6 TRL=7-8 

Literature reports 
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Off-line evaluation: datasets 

 
Setup type #1 (Kiosk) Setup type #2 (Corridor, Chokepoint) Setup type #3 (Halls) 

OPERATIONAL DATA 

 
1920 x 1080 

 
1920 x 1080 

 
1920 x 1080 

Public Dataset: CMU PIA Public Dataset: MICTA Chokepoint Public Dataset:  

 
640 x 480 

 
800 x 600 

 

 YouTube Faces  
 

 Person identification in TV 
series  
 

 QMUL underGround Re-
IDentification (GRID) 
Dataset  
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“Chokepoint” dataset for Setup 2 analysis 

• 29  persons, 54 video sequences, 1-3 mins each, 30 fps 800x600 

camera, video is stored as still .jpg images 

• Settings & quality: easier / better than  operational 

Sequence P2L-S4-C1.1, frames 4330-4448 corresponding to individual with ID=1 

(“Chokepoint” dataset site: http://itee.uq.edu.au/˜uqywong6/chokepoint.html )  
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Face resolution analysis 

• The image quality of the 

moving object depends: 

aperture, exposure. 

 

• Basic photography 

principle: either  

blur or lack of focus ! 

 

• Face resolution –  

intra-ocular distance (iod): 

o In Sensor :  

24 – 200 pixels  

(1/32-1/8 frame width) 

 

o In reality (Informative 

resolution):  

10 – 60 pixels 

iod    10        20     30   40 50 

depth of focus 

eters 0       3       6       9      12     m

secs   0       1       2       3       4  
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Face resolution analysis: conclusion 

 

…we need to appreciate the fact that facial images 

in video are meant to be of low resolution/quality,  

… and develop a methodology that deals with this 

resolution and quality. 

 

…For it is actually not so low, if humans can easily 

recognize people in it! 

 

What does that mean for  

Real-Time Screening (RTS)  / Instant Face Recognition (iFR)  

system design and evaluation ? 
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Designing & evaluating  RTS / iFR systems  

 

• If a RTS system is designed so that it processes 

only images that are in focus, then there is a high 

chance of missing a target individual.  

• If, on the other hand, the system uses all facial 

images including those that are out-of-focus and 

small, then the risk of falsely matching non-target 

people becomes even high. 
If you increase the min 

ROI size, there will be very 

few face detections, and 

Cognitec does not 

necessarily do well. 

. You would actually MISS 

people.  With this system, 

you need a really nice 

capture – not realistic in 

my opinion, unless you ask 

the user to pose. 

 

Currently used methodologies in evaluating and designing 

FR systems, such as those developed for offline forensic 

investigation and real-time access / border control 

applications, do not address the problem. 
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For each detected ROI 

•compare it to each “criminal” in gallery 

Gallery-based RTS architecture 

Hard:   

- to scale for large number of travellers 

- to incorporate additional target details (eg. gender, race) 

- to set target-specific system parameters / thresholds 
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For each target “criminal”: 

•Compare it to each detected ROI, 

while tracking this ROI over time 

Target-based RTS architecture 

- This is how humans do, when looking for someone in a crowd.  

  Decision can be used in a combination with manual decision by a human.  

-Scores can be updated continuously over time as more data is captured.  
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Target-based RTS architecture (cntd) 

- Also scalable to other video-based face recognition applications, such as: 

- person re-identification (tracking across multiple cameras) 

- video summarization 

 

For each target “criminal”: 

•Compare it to each detected ROI, 

while tracking this ROI over time 
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Evaluation methodology: key stages 

Using a FR marcher that can match faces in low resolution (iod<60),  

start with easiest surveillance type (Type 1-2) 

• Use public video dataset which simulates the chosen type 

• Divide dataset on training and testing subsets 

                 STAGE 1: Designing target recognition system 

• Use training subset to tune decision thresholds for each target at 

several face resolutions 

                  STAGE 2: Evaluation of the designed system 

• Examine risks by applying multi-level performance evaluation 

I. wrt low-quality of faces: FTA, FDR  - Level 0 

II. wrt unbalanced target vs. non-target distributions: PROC - Level 1 

III. wrt existing bad-performing face types : subject-based analysis  

(% of “goats”  vs. “sheep”)  - Level 2 

IV. wrt  low-resolution of faces - by accumulation over time: time-

based decision analysis  - Level 3 

If no issues uncovered, proceed to the setup of higher difficulty (Type 2-3) 
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Live system evaluation 

How? 

• Continuously over substantially long period of time 

• In real settings, with real IP-Surveillance camera network 

Why ? 

• Because of human and many other factors, performance of 

deployed system is worse than the performance reported 

for a component or on limited off-line  

Live system testing Off-line testing 

TRL=2-3 TRL=4-6 TRL=7-8 

Literature reports 



Technology demonstrations 

With COTS SDK (most recent releases as of Dec 2012): 

– Cognitec

– PittPatt

Embedded into in-house developed Video Analytic Platform (VAP*) 

connected to operational CCTV IP video surveillance network 

For Real-Time applications: 

– Measuring processing time and counting people  (no FR)

– Still-to-video watch-list screening: binary decision

– Still-to-video watch-list screening:  triaging

(using temporal accumulation, quality, matching scores)

– Video-to-video face recognition (Re-Identification in Video)

For Investigation applications: 

– Post-event FR tools: face search and retrieval

25* . “DmV iA tryP/ GVoAroTd: niVcihydeeo  t aA. l “nalPROytics VE-PIT(latfFRiVorm): fra anmd e work T aestbed nd of or utcotmeestins” (NISTg”. Pr  IBPC 2oceed01i4)ng s of SPIE Conference on Defense, Security, and Sensing, 2010 
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Conclusions: PROVE-IT(FRiV) assessment 

Regular updates recommended. Community feedback and participation welcome! 

As of September 2013: 

  

FACE RECOGNITION IN VIDEO APPLICATION 
TYPE 0 

(EGATE)
1
 

TYPE 1 
(KIOSK) 

TYPE 2 
(PORTAL) 

TYPE 3 
(HALLS) 

Detection (no Face Recognition) 

1. Face Detection in Surveillance Video ++ ++ + oo 

Tracking (no Face Recognition) 

2. Face Tracking across a Single Video + + + - 

3. Face Tracking across Multiple Videos + + o - 

Fully-automated Recognition: for real-time border or access control applications 

Still to Video 

4. Instant FR for Watch List Screening – Triaging + oo o - 

5. Instant FR for Watch List Screening – Binary + o - - 

Video to Video (Re-Identification) 

6. Instant FR in single camera + oo o - 

7. Instant FR from multiple cameras + o o - 

Semi-automated Recognition:  for post-event investigation (search and retrieval) applications 

Still to Video 

8. Face Grouping to aid forensic examination + oo oo - 

Video to Video (Re-Identification) 

9. Face Tagging / Tracking  across multiple videos + oo oo o 

Micro-facial feature recognition 

10. Facial Expression analysis: for emotion / intent recognition + oo o - 

Face Classification, Soft biometrics 

11. Human type recognition  (gender, age, race) + oo o - 

12. Personal metrics (eg. height, weight, eye/hair colour) + o o -
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Annex A 

 

Off-line testing: 

 

Multi-order performance analysis 

of COTS FR systems  

for real-time Watch List screening applications 
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Level 0: Face Detection / Quality  

 

ID#1.   iod>10 iod>20 iod>30  iod>50 

Detection / Level 0 results 

Target faces detected 74 44 30  8 

Non-target faces detected 1632 1162 638  181 

Falsely detected regions  39.42% 11.65% 18.74%  42.06 

Failure to Acquire  2.25% 30.42% 60.96   

Matching (Level 1) results 

Low quality regions 6.57 11.72% 19.20%  43.39% 

False Positive rates 5.09%  4.30%  4.23%   

Precision rate   39.76%    

True Positive (Recall) rate 62.16%  75.00%  69.23%   

Operational threshold fpr=5%  0.1383 0.1315 0.1294  0.1146 
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Level 1 (transaction-based) analysis 

• PROC Curves For all IDs in Watch List on entire video sequence 

vs. 
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Level 2 (subject-based) analysis 

According to Doggington’s zoo terminology: 

• yellow- “goats” (difficult to predict),  

• blue- “lambs” (can be impersonated by someone else),  

• red – “wolfs” (who can impersonate another user 

For ID# 1: 

vs. 
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Level 3 (time-based) analysis 

• Accumulation of “hits” over time: for target vs. non-target individuals 

 

 

 

For ID#1: 

 

 

 

 

For all IDs  

in Watch List: 
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Annex B 

 

 

Live system testing: 

 

Technology demonstration  

and live testing on real data   
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Testing using Mock-up settings 

• Camera positions / lighting as in airports 
 

• Cameras and VMS identical to the ones used in the field 

 

• Type 1 (“at Kiosk”):  people are asked questions for ~20 secs 
observed  by BEST POSSIBLE face capture  camera 
    3 Mp AXIS P1346: 2012x1507  
   H.264 compression (70%,1700kps)    
  

• Types 2-3 (“Airport corridor”): people walking  for ~ 2 min 
observed by 2 cameras 
1.5Mp AXIS Q1755: 1440x1080          2Mp Panasonic P1346: 1600x1200  

H.264 compression (60%,1700kps)     H.264 compression (65%,2000kps) 
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1. FR Triaging for real-time application 

Potential Application for Border Officer : 
 

• “Red”     – refer to Secondary Inspection Lane 

• “Yellow” – ask more questions 

• “Green”  – no additional questions required 

 

Testing scenario: 

 

“Watch List” Photo Gallery: 

• 60 “Wanted by the CBSA”: http://www.cbsa-asfc.gc.ca/wc-cg/menu-
eng.html  

• 6 (group members) 

 

“Regular travellers”: 5 (other group members) 

• With operational IP-Cameras, in (similar to) operational setups 

• Several state-of-art COTS FR used 
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“Watch-List”: 60 (CBSA Wanted) + 6 (CBSA staff) 
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Watch-List Screening: Type 1 Setup 

• Includes Face Tracking and processing time 
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Watch-List Screening: Type 2 Setup 

• Binary vs. Triaging 

(Triaging based on image 

quality) 
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2. FR tools for post-event search and retrieval 

Potential Application: 

• Faciltate Human Analyst in finding 

and retrieving evidence from large 

quantities of video data 

 

Testing scenario: 

• Visual Analytic tool combined with 

Face Detection, Face Grouping and 

Tracking 

 
• All frames with detected faces are colour-marked (Face Detection) 

• All consecutive frames containing  the same person are linked in a 
segment (Face Tracking) 
 

• Filter by resemblance to “Watch List” photos (1-to-M Face Screening)  

• Find “Similar” - by clicking on a selected “facial event” segment, find all 

segments with similar faces (Face Tagging) 
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2. FR tools for post-event search (cntd) 
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Annex C 

 

 

PROVE-IT(VA)  

technology readiness assessment 
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PROVE-IT(VA) assessment 

Type 2a: one at time 

Type 2b: many at time 
 

1Low traffic only 
2 Large objects only 

 

 

 

Video Analytics Application 
Type 1 
(Kiosk) 

Type 2a 
(Portal) 

Type 2b 
(Portal) 

Type 3 
(Halls) 

Type 4 
outdoor 

1. Person Detection and Tracking (without Face Recognition) 

a. Person detection  ++ + oo o o 

b. Person tracking in single camera ++ + oo o o 

c. Person matching in single camera oo o o - - 

d. Person matching in multiple cameras o o - - - 

2. Person Event Detection      

a. Opposite flow detection  ++ ++ oo o o 

b. Running detection ++ ++ oo - - 

c. Tail-gating detection ++ ++ oo - - 

d. Loitering detection ++ + - - - 

e. Fall detection ++ oo - - - 

3. Crowd Analysis 

a. Density estimation  
 

n/a 

oo oo oo 

b. Rapid dispersion oo oo oo 

c. Crowd formation oo oo oo 

d. Crowd Splitting o - - 

e. Crowd Merging o - - 

3. Baggage Detection and Tracking     

a. Static Object (>n sec) + +1 o1,2 - - 

b. Object removal o2 o2 - - - 

c. Dropping Object o2 o2 - - - 

d. Abandoned Object o2 o2 - - - 

e. Unattended Object o2 o2 - - - 

f. Carried Object - - - - - 

2. Person-Baggage Association Analysis      

a. Person-Baggage Association o - - - - 

b. Owner change - - - - - 

3. Camera Tampering Detection      

      Occlusion |  Focus moved  | Camera moved ++ ++ ++ ++ ++ 
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	•IBPC 2012:  
	–Methodology on testing FRiV systems for real-time open-set applications, such as Watch-List Screening 
	–Three state-of-art COTS systems tested using the methodology 

	FRiV 
	•Where Solutions from one Community of Practice (CoP) are applied to a different CoP: 
	–Different business requirements and constraints 

	PROVE-IT() 
	•Approach for proving (or disproving) the claims about the readiness of technologies for deployments and pilots 
	i.technology deployment, and ii.   R&D investment opportunities  
	1.Define taxonomy of possible setups {Sj} 

	•Community-driven effort 
	{Sj} 
	{Ti} 
	PROVE(T|S) = {Green, Yellow, Red}  
	for all technology applications {Ti} and for all scenarios {Sj} 
	•Evaluation of Real-Time FR Technologies for Video Surveillance Applications (NIST IBPC 2012) 
	Lead:   CBSA and uQuébec (ÉTS)  Partners:  RCMP, DRDC, DFAIT, CATSA, TC, PCO;  uOttawa, FBI, HomeOffice, NIST Dates:  April 2011 – March  2013 Funding: DRDC Public Safety Technology Program Synergy project:   PROVE-IT (VA) wrt face tracking 
	TRL vs. PROVE-IT 
	FRiV within Air Traveller Continuum 
	Can be used in: 
	•In real-time mode – for eBorder traveller screening / clearance 
	–Part of these eBorder components (Ref.: “ABC as part of eBorder” IBPC 2014): III: automated behavior screening (AVATAR) IV: intelligent queuing V:  biometric systems (ABC): Gen-1, Gen-2, Gen-3  

	Step 1: Taxonomy of scenarios: {Sj} 
	•Defined according to “WHO-WHAT-WHERE” Factor Triangle  
	•Defined according to “WHO-WHAT-WHERE” Factor Triangle  
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	Step 2: Taxonomy of applications: {Ti} 
	•By end-user application: mode of operation 
	–Real-time mode: border control applications  
	–Fully-automated: Binary or Triaging decisions  
	–Still-to-video: from Gallery of still images 
	–Face Detection, Face Tracking,  

	Step 3: Assessing PROVE-IT(Ti|Sj} 
	Based on:  
	1.Literature / market review  
	–With state-of-art COTS products  

	Off-line testing 
	TRL=2-3 
	TRL=7-8 
	Literature reports 
	Literature / Market review 
	•Market analysis: 
	–Many integrators, Few developers 
	–Feature-based,  
	–COTS are mainly still-based 
	–High-performing (NEC, Cognitec, Morpho) for ICAO compliant faces 

	Offline evaluation of COTS products 
	•Three state-of-art COTS FR products (SDK of Dec. 2012) 
	–Pittpatt 
	–10 individuals out of 29 make a Watch List 

	Off-line testing 
	TRL=2-3 
	TRL=4-6 
	TRL=7-8 
	Literature reports 
	“Chokepoint” dataset for Setup 2 analysis 
	•29  persons, 54 video sequences, 1-3 mins each, 30 fps 800x600 camera, video is stored as still .jpg images 
	Sequence P2L-S4-C1.1, frames 4330-4448 corresponding to individual with ID=1 
	(“Chokepoint” dataset site: http://itee.uq.edu.au/˜uqywong6/chokepoint.html )  
	•The image quality of the moving object depends: aperture, exposure.  
	•Face resolution –  intra-ocular distance (iod): 
	oIn Sensor :  24 – 200 pixels  (1/32-1/8 frame width)  

	m
	…we need to appreciate the fact that facial images in video are meant to be of low resolution/quality,  … and develop a methodology that deals with this resolution and quality.  
	…For it is actually not so low, if humans can easily recognize people in it! 
	What does that mean for  Real-Time Screening (RTS)  / Instant Face Recognition (iFR)  system design and evaluation ? 
	Designing & evaluating  RTS / iFR systems  
	•If a RTS system is designed so that it processes only images that are in focus, then there is a high chance of missing a target individual.  
	Currently used methodologies in evaluating and designing FR systems, such as those developed for offline forensic investigation and real-time access / border control applications, do not address the problem. 
	•compare it to each “criminal” in gallery 
	Gallery-based RTS architecture 
	•Compare it to each detected ROI, while tracking this ROI over time 
	Target-based RTS architecture 
	-Scores can be updated continuously over time as more data is captured.  
	Target-based RTS architecture (cntd) 
	-Also scalable to other video-based face recognition applications, such as: - person re-identification (tracking across multiple cameras) - video summarization
	•Compare it to each detected ROI, while tracking this ROI over time 
	Using a FR marcher that can match faces in low resolution (iod<60),  start with easiest surveillance type (Type 1-2)
	•Use public video dataset which simulates the chosen type 
	I.wrt low-quality of faces: FTA, FDR  - Level 0 

	If no issues uncovered, proceed to the setup of higher difficulty (Type 2-3)
	How? 
	•Continuously over substantially long period of time 
	Why ? 
	•Because of human and many other factors, performance of deployed system is worse than the performance reported for a component or on limited off-line  
	Live system testing 
	Off-line testing 
	TRL=2-3 
	TRL=7-8 
	Literature reports 
	Technology demonstrations 
	With COTS SDK (most recent releases as of Dec 2012): 
	–Cognitec
	–Cognitec

	Embedded into in-house developed Video Analytic Platform (VAP*) connected to operational CCTV IP video surveillance network 
	For Real-Time applications: 
	–Measuring processing time and counting people  (no FR)
	–Measuring processing time and counting people  (no FR)

	For Investigation applications: 
	–Post-event FR tools: face search and retrieval
	–Post-event FR tools: face search and retrieval

	Conclusions: PROVE-IT(FRiV) assessment 
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	Off-line testing:  Multi-order performance analysis 
	of COTS FR systems  
	for real-time Watch List screening applications 
	Level 0: Face Detection / Quality  
	Level 1 (transaction-based) analysis 
	•PROC Curves For all IDs in Watch List on entire video sequence 
	vs. 
	Level 2 (subject-based) analysis 
	According to Doggington’s zoo terminology: 
	•yellow- “goats” (difficult to predict),  
	For ID# 1: 
	vs. 
	Level 3 (time-based) analysis 
	•Accumulation of “hits” over time: for target vs. non-target individuals 
	•Accumulation of “hits” over time: for target vs. non-target individuals 

	For ID#1: 
	For all IDs  in Watch List: 
	Annex B 
	Live system testing:  Technology demonstration  and live testing on real data   
	Testing using Mock-up settings 
	•Camera positions / lighting as in airports  
	  3 Mp AXIS P1346: 2012x1507     H.264 compression (70%,1700kps)  

	•Types 2-3 (“Airport corridor”): people walking  for ~ 2 min observed by 2 cameras 
	1.5Mp AXIS Q1755: 1440x1080          2Mp Panasonic P1346: 1600x1200  
	H.264 compression (60%,1700kps)     H.264 compression (65%,2000kps) 
	1. FR Triaging for real-time application 
	Potential Application for Border Officer :  
	•“Red”     – refer to Secondary Inspection Lane 
	Testing scenario: 
	“Watch List” Photo Gallery: 
	•60 “Wanted by the CBSA”: http://www.cbsa-asfc.gc.ca/wc-cg/menu-eng.html  
	“Regular travellers”: 5 (other group members) 
	•With operational IP-Cameras, in (similar to) operational setups 
	“Watch-List”: 60 (CBSA Wanted) + 6 (CBSA staff)
	Watch-List Screening: Type 1 Setup 
	•Includes Face Tracking and processing time 
	Watch-List Screening: Type 2 Setup 
	•Binary vs. Triaging 
	(Triaging based on image quality) 
	2. FR tools for post-event search and retrieval 
	Potential Application: 
	•Faciltate Human Analyst in finding and retrieving evidence from large quantities of video data 
	Testing scenario: 
	•Visual Analytic tool combined with Face Detection, Face Grouping and Tracking  
	•All frames with detected faces are colour-marked (Face Detection) 
	2. FR tools for post-event search (cntd) 
	Annex C 
	PROVE-IT(VA)  technology readiness assessment 
	PROVE-IT(VA) assessment 




