UOCAVA Working Group
Meeting Minutes: 4-7-11

Members Present:

· Andrew Regenscheid (NIST)
· Karen Yavetz (NIST)

· David Flater (NIST)

· Kristen Greene (NIST)

· Sharon Laskowski (NIST)

· David Wagner (TGDC)

· Ed Smith (TGDC)

· Linda Lamone (TGDC)

· Nikki Trella (State of Maryland)

· Tammy Patrick (Maricopa County, AZ)

· James Long (EAC)

· Josh Franklin (EAC)

Topics Discussed:

· Today we will step through the high level guidelines document.  We will finish these so we can focus on the demonstration project guidelines.
· Keep in mind that this document is broken out into bullet points, each one having multiple shall statements, but each point does have a single idea.  

· Any reference to e-voting systems has been re-worded to say “UOCAVA voting systems.”

· Auditability section – Josh had a comment about audit records being in an accessible and readable format.  We already have that idea in the interoperability section, so we are not going to add that in this section.

· The audit system shall provide the ability to cross check and verify the correct operation of the UOCAVA voting system…there we some confusion over the term cross-check.  Is there a better term we could use there?  

· Flater – you could say “compare record” instead of cross check.  

· Should we include that the UOCAVA voting system shall make it possible for voters and observers to check whether all votes have been counted and tallied correctly?
· Flater –it’s asking for a significant chunk of functionality…I wasn’t sure if the demonstration project was going to go there.

· Wagner – an example could be, having a public website, which lists all the cast votes, associated with the voter id number.  So the voter can check, and observers can tally up from that.

· Tammy – so that isn’t meant in the way of a voter verification trail, right?
· Wagner – Right, I wouldn’t suggest that we limit this to prior to counting.  Or even make it a mandatory thing.  It’s just a possibility that’s available to voters.  I was thinking more along the lines of cryptographic end to end systems…votes being posted on a bulletin board in a way that a voter could go on and check if their vote appears after an election.

· Tammy – having the voters and observers being able to detect votes cast – we should make sure to put in language about maintaining voter’s privacy.

· Wagner – yes, my thought was making it comparable to the current mail-in UOCAVA system. 

· Andy – so I’m going to propose that we add this guideline.
· Flater – maybe a benchmark that the system is expected to handle, of how many ballots per hour?
· Tammy – well most of us would be able to tell how many UOCAVA voters we have in our registration file.  But since the voting population is dispersed globally, the trend we’ve seen is that they happen all different times of the day and night.  We’ll get a volume right before the polls closed.  And I think #3 covers this -- “level of availability that is suitable for the intended use.”

· Another thing in this section – Josh’s comments about the definition of critical failure, and if we can/should define this.

· We’ll add in a definition from David Flater’s section of the expanded document.

· Ed – item 4 – let’s re-word it to require the system manufacturers to provide to election officials lists of spare parts or equipment to maintain on hand.
· Andy - So as the system is deployed, there are spares on hand that can be subbed in if there’s a failure…to bring the system back up.  And we could change it to system administrators, instead of election officials.

· Tammy – I like system administrator as the language, instead of election officials.

· Usability/Accessibility section – has been discussed in their monthly call already.

· Security section -- Comment from Josh on penetration testing being done by multiple parties.  That’s #6 in the document – “the security evaluation process for UOCAVA voting systems shall include penetration testing from an independent party.  

· David Wagner – you could say “one or more.”

· Any other comments on the HLG draft? 

· Andy – OK, so I will make these last changes, send them out to the group.  I’m not planning on discussing these in any future UOCAVA calls.  If you have comments we can take care of any remaining issues over email.  
· Demonstration Project -- core requirements – Flater’s first cut of showing what requirements in VVSG 2.0 are relevant.  We have a list of 4 issues that came up as this was being developed.

· We still don’t really have a firm idea of the architecture that’s being used.  We don’t have a class structure. Is this demonstration project going to be operated by FVAP, or are systems going to be purchased and operated by states?  We can work around this ambiguity, but we’ll be able to write better requirements if we know what the architecture is going to be.  

· Wagner – we could just rule out things that don’t support an integrated system.

· Nikki –Are we still thinking of using the CAC card?
· Andy –there’s been some discussion of using the NIPRNet (the DoD’s sensitive but unclassified system.)  We’ve also talked about using the DoD’s smart card (CAC card) to authenticate voters.  Also, we are thinking about whose going to be running the system.  FVAP is unsure if they’ll be putting together the systems, or if the states will be buying them from manufacturers. 

· Wagner – I don’t see that this group will need to make a recommendation one way or another.  Once we know which approach makes most sense logistically and economically, the technical input will make sense either way.  Until we know for sure, we can write requirements both ways – it duplicates our work, but we can still do it.
· In VVSG there’s a class system.  We could do 2 classes, 2 models.  And if you hit a place where a different requirement is needed for different systems, we can have a requirement for system A and a different one for system B.
· Flater – new terms to identify – web server, web ballot, web service (the combination of these… back end and front end together).  There are also terms that carried over from the existing requirements.  There were requirements on reporting, some on tabulation, and some simply on the recording of the votes, which in this case is being done by the webserver.  And plausibly, all of these functions could be performed by one PC, but also you could separate the webserver from the others. And there might be a requirement in that effect…that we should separate these as much as possible. 

· Andy – it’s unlikely that the back end of the system is going to be a single machine.  The concern I have is that we don’t want to be designing the system.  We want to avoid that.  But it will mean missing requirements.  So, this is another thing we can ask FVAP about. 
· Ed – well to me there no reason we can’t put in a reference to no possibility of external intrusion.
· OK, so rather than call out a specific device, we could call out functionality.  Like say “wherever the votes are being tabulated, must be on a device that’s not directly connected to the internet.”

· Andy – based on our previous calls, we assumed there really wouldn’t be provisional ballots in the demonstration project. That’s still the understanding?

· Tammy – I know that’s ongoing.  I still think there are issues with precluding a voter from being able to cast a provisional ballot.  So if a jurisdiction is only using this to accommodate UOCAVA voters, I think it would need the ability to do provisional.  
· Also same day registration for UOCAVA voters can be complicated.  Many jurisdictions do allow it, using the FWAB or the FPCA.  But again, that could be a very small number, and there might be another way to accommodate that subsection.
· Andy – in the process of developing these guidelines, we said we’d look into what would be done to make it available to a wider population.  

· Nikki – yes, for FWAB, maybe not with provisional.  I think it should be narrowly focused here, and then add in the complicating factors later.
· Flater– new requirements – 
· Reliability -- follows the pattern established in the high level guidelines (recommends using a functional failure analysis).  Sets a particular benchmark, which will harmonize with the one in the VVSG.
· Accuracy – given that we have reduced our focus to a software system, we don’t have optical scan happening, nor any info about how hardware could impact the accuracy of the system.  This now becomes a simple requirement – the accuracy has to be perfect and we’re expecting zero errors.

· Parallel testing – we run into the question of whether or not we can put requirements on election officials/operators of the system.  

· Systems accepting multiple votes from a single voter, but only counting one.  That may be necessary if connectivity goes down when you hit send, someone looks over your shoulder, etc.  

· Wagner -- I think we should allow that, but not require it. 

· Next call will be Thursday, April 21, at 2:30 PM.  We will send out an updated copy of the High Level Guidelines document.  

