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Abstract—This paper presents our architecture and a series 
of experiments  for OpenASR21. We describe the systems in the 
constrained condition, constrained-plus condition and 
unconstrained condition, and our post evaluation analyses. The 
systems in constrained condition are nearly the same as that in 
last year. For constrained-plus condition, pre-training models 
and system fusions are incorporated. We pre-train our conformer 
encoders using wav2vec 2.0 pre-training method, which are 
called Ch-w2v-conformer. For unconstrained condition our end 
to end ASR systems with conformer in optimized loss and long 
sequence encoders are adopted. We also adapt this challenging 
PSTN conditions using public availably data in shape of 
wideband dictated speech with similar accent, respectively. 
Finally, series of systems are submitted for this challenge. The 
WER of our submitted system for constrained condition is about 
0.4, and for constrained-plus condition, the result is about 
0.3~0.4, which are about 0.05 lower than that in constrained 
condition. For unconstrained condition, most of the languages 
could be below 0.4, in terms of WER. We do NOT manage to 
submit all the systems so left results are summarized in this 
report. 
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I. INTRODUCTION  

Due to the lack of speech data, language script, lexicons, 
building an applicable ASR system for low resourced language 
is very challenging. The goal of the OpenASR21 Challenge is to 
assess the state of the art of ASR technologies under low-
resource language constraints. It consists of performing ASR on 
audio datasets in up to fifteen different low resource languages, 
producing the recognized written text. For constrained condition, 
participants are only given 10 hours subset of labelled acoustic 
data but extra text data is unlimited. For constrained-plus 
condition, except the given 10 hours labelled acoustic data, 

                                                           
$ The corresponding author is Wei-Qiang Zhang and Pengfei Hu 

† equal contribution 

pretrained models can be finetuned by the given 10 hours 
training data. For unconstrained condition, teams may use 
speech data outside of the 10-hour subset marked for the 
constrained condition for the language being processed, as well 
as additional publicly available speech and text training data 
from any languages. The evaluation dataset is provided a week 
before the system submission deadline. 

 
We participate in 2 languages in Constrained condition, 3 

languages in Constrained-plus condition and Unconstrained 
condition, i.e. Cantonese, Mongolian and Kazakh. 

 

II. CONSTRAINED SYSTEM 

For our hybrid acoustic model, we propose the CNN- 
TDNN-F-A network as the essential part, which is trained with 
lattice-free maximum mutual information (LF-MMI) criterion 
[1]. The model introduces self-attention mechanism [2] to the 
combination of CNN and TDNN-F [3] in order to learn more 
positional information from the input.  

Since the major challenge is low-resource condition, various 
kinds of data augmentation methods are combined to get 
additive improvement, such as speed perturbation [4], volume 
perturbation [4]. These are proved to be effective to ASR 
performance especially under low-resource condition.  

Besides, systems’ diversity is important for the final fusion. 
We have trained more than four systems of each language to 
make further use of the diversities of single system by system 
fusion. The systems in constrained condition are nearly the same 
as that in last year. The details are in [5]. 

The main workflow is illustrated in Fig. 1, which consists of 
pre-processing, data augmentation, training, decoding and 
system fusion roughly. Our systems’ performance of the 



constrained condition on the evaluation set is shown in Tab.1, 
which are released by NIST OpenASR scoring server. 

 

Figure 1: Workflow of the ASR systems: The whole system process can be 
roughly divided into data cleanup, pre-processing, data augmentation, training, 
decoding and system fusion. 

 

TABLE I WER OF ASR SYSTEMS ON DEV AND EVAL SET 
(CONSTRAINED) 

 WER on DEV  WER on EVAL  

Cantonese  0.412  0.402 

Mongolian  0.461  0.378 

 

III. CONSTRAINED-PLUS SYSTEM 

A. Unsupervised speech pretrain 

We pre-train our conformer encoders [6] using wav2vec 2.0 
pre-training method [7,8], which we called Ch-w2v-conformer. 
The original pre-training works take raw waveforms as input. 
Unlike these works, we use MFCC features as inputs. The 
Conformer encoder are split into a "feature encoder" and a 
"context network" naturally. The former one, i.e. “feature 
encoder”, consists of  convolution subsampling block. The latter 
one, i.e. "context network" is made of a stack of conformer 
blocks. There are two 2D-convolution layers in a convolutional 
subsampling block. The time stride of convolutional 
subsampling blocks is 3, so the length of the input feature 
sequence becomes one sixth. The encoded features from the 
convolutional subsampling block are fed into the conformer 
context network to make context vectors. Meanwhile, the 
encoded features are passed through a quantization layer to 
produce target context vectors. Wav2vec 2.0 pre-training 
algorithm[7] optimizes the contrastive loss between the context 
vectors from the masked positions and the target context vectors. 
This procedure is presented in Fig.2 below. 

 

Figure 2: The Ch-w2v-conformer pre-training architecture 

18 stacked conformer blocks are used in our Ch-w2v-
conformer work. Each block contains four modules: a feed-
forward module, a self-attention module, a convolution module, 
and a second feed-forward module. To speed up training 
procedure, the original relative positional encoding is removed 
and the order of convolution module and multi-head self-
attention module is swapped. Fig. 3 shows the architecture of 
convolutional feature encoder and conformer block. 

 

Figure3: The left part is convolutional feature encoder block. The right part is 
conformer block. 

 

 



 

 

Figure4: continue pre-training and fine-tuning process of pre-training model 

 

 

 

 

 

Figure5: the two-pass decoding framework[24] 

 

The Ch-w2v-conformer model uses following datasets to 
pretrain: ISML datasets (6 languages, 80k hours): internal 
dataset contains Chinese, Cantonese, Tibetan, Inner Mongolian, 
Inner Kazakh and Uighur. Babel datasets (17 languages, 2k 
hours):  This is a multilingual corpus of conversational 
telephone speech from the IARPA program. We adopt the same 
data setup as XLSR model [9] and pretrain on 17 languages, 
consisting of Assamese, Bengali, Cantonese, Cebuano, 
Georgian, Haitian, Kazakh, Kurmanji, Lao, Pashto, Swahili, 
Tagalog, Tamil, Tok pisin, Turkish, Vietnamese and Zulu. 

Our pre-trained model is trained using data of 16kHz 
sampling rate. Unfortunately, most of the OPENASR DEV data 
is recorded in telephone channel with a sampling rate of 8kHz. 
In order to obtain better downstream task performance, we use 
the multiphase adaptive pretraining method similar to NLP tasks 
[10]. First, we continue pretraining Ch-w2v-conformer on a 
corpus of unlabeled domain data of the corresponding language. 
Second, adapting to the unlabeled data of specific task (task-
adaptive pretraining) improves performance even after domain-
adaptive pretraining. Fig. 4 shows the process of pretraining and 
fine-tuning our models. This model is open source in [11]. 

  We also use Facebook's open source XLSR model [9] to 
finetune the competition task. The XLSR model uses 53 
languages for multilingual pre-training consisting of MLS 
dataset(8 languages), Commonvoice(36 languages) and 
Babel(17 languages). It is discovered that the XLSR model and 
Ch-w2v-conformer model have very complementary effects at 
the system fusion phase. 

 

B. Downstream finetune 

After pretraining, we build end to end conformer based ASR 
system using the given 10 hours labelled acoustic data in 
constrained condition. We use hybrid CTC-Attention loss to 
finetune the Ch-w2v-conformer model [12]. Both CTC loss and 
attention loss are used to train end to end ASR system. This 
multitask training algorithm helps the model converge faster and 
achieves better performance.  

 

 

 

 

 

 

 

 

 

 

 

 

 

C.  Language models and decoding 

During decoding stage, we use a two-pass decoding 
framework based on CTC-Attention architecture [13]. During 
CTC decoding at the first-pass stage, we train a 4-gram model 
using babel text and build a WFST framework for decoding. 
Then, the N-best hypotheses are rescored by the attention-
decoder at the second pass stage. Fig.5 shows the proposed 
decoding framework. 

 

D. System fusion 

As we know, the results of systems with different data 
augmentations and network architectures have complementary 
effects. So we select some systems to fuse in order to achieve 
better performance. After recognition results of single system 
are obtained, ROVER is adopted. ROVER is a post-recognition 
process that models the output generated by multiple ASR 
systems as independent knowledge sources. ROVER proves to 
be effective in reducing word error rate [14]. Tab. 2 shows the 
performance of single systems and fused system. Tab. 3 shows 
the performance of the evaluation set in constrained-plus 
condition, which are released by NIST OpenASR scoring server. 

 

TABLE 3 WER OF ASR SYSTEMS ON DEV AND EVAL SET 
(CONSTRAINED-PLUS) 

 
WER on DEV WER on Eval 

Cantonese 0.326 0.337 

Mongolian 0.341 0.378 

Kazakh 0.345 0.428 

 

 



TABLE 2 WER OF SINGLE ASR SYSTEMS ON DEV SET 
(CONSTRAINED-PLUS) 

System WER 

 
Cantonese Mongolian Kazakh 

Constrained Hybrid 
system 

0.412 0.455 0.464 

Ch-W2v-conformer 0.366 0.433 0.434 

XLSR 0.373 0.439 0.421 

Rover 

Fusion  

0.347 0.410 0.387 

 

IV. UNCONSTRAINED SYSTEM 

For unconstrained condition, due to the time limit, we only 
participate in Cantonese, Mongolian and Kazakh. The main 
fused system is roughly the same with constrained system, 
except that end to end (e2e) ASR training, hybrid bandwidth 
acoustic model, language optimization and hybrid-e2e fusions 
are explored additionally. 

A. End to end system 

The end to end ASR in our system is based on recent 

conformer [6] structure. As transformer, the conformer model 

includes two parts: encoder and decoder as is shown in Fig. 6. 

The encoder part is composed of a convolution subsampling 

layer and several conformer blocks. The role of conformer 

blocks is similar as that of transformer. A conformer block is 

composed of four modules: a feed-forward module, a self-

attention module, a convolution module, and a second feed-

forward module in the end. The decoder part in conformer is 

also the same as in transformer. 

In reference [6], conformer achieve 3 to 10% relative 

improvements over traditional transformer. The number of 

conformer blocks in encoder and decoder of our system is 12 

and 6. The encoder and decoder dimension are both 2048. The 

attention layer contains 4 heads and 256 units per head. To 

complement the system fusion, we also use the full data of 

Babel to finetune the pre-training model introduced above. In 

addition, the performance of end to end model is degenerated 

when it comes to long sequences [15]. To solve this, we restrict 

the length of wave segments by VAD to be less than 15s. 

 
Figure 6 end to end structure of conformer model 

 

B. Acoustic model for hybrid system 

For acoustic model, we have accumulated additional 

training data for some languages. Unfortunately, most of the 

OpenASR DEV data is recorded in telephone channel with a 

sampling rate of 8kHz and we don’t have any data that either 

matched for the target PSTN telephony condition or with the 

accent. Most of the extra data at our hands are wideband 16kHz 

speeches, in order to utilize these data, we first train a hybrid 

bandwidth acoustic model [16] as illustrated in Fig.7, resulting 

in a feature extractor for 16kHz. During inference stage, all the 

8kh speeches should be up-sampled. 

 
Figure 7 Multi-band speech models for 8-16kHz hybrid recognition 

For Cantonese, 4000h wideband dictated speeches from 

Speech Ocean Inc, Datatang Inc, Aishell Inc and Huiting Tech 

Inc. [17,18] and 140h narrow band (8kHz) speeches from 

IARPA Babel are applied [19]. For Mongolian, 10h wide band 

speeches from Mozilla [20] and 50h narrow band speech from 

IARPA Babel are available. However, we believe that Inner 

Mongolian speech in China is also beneficial for Mongolian 

speech recognition, as a result, an extra 1000h wideband 

dictated speech from Speech Ocean [21] and 100h dictated 



speech from M2ASR project [22] are incorporated. Details are 

illustrated in Tab 4. For Kazakh, 1000h wide band speeches 

from Speech Ocean [21] and 50h narrow band speech from 

IARPA Babel are available. 
TABLE4 EXTRA DATASETS FOR CANTONESE AND MONGOLIAN 

 Narrowband(8khz) Wideband(16khz) 

Language Data source Duration Data source Duration 

Cantonese IARPA Babel ~140h Speech Ocean ~1000h 
  ~1000h Huiting Tech ~1000h 
   Datatang ~1000h 
   Aishell ~1000h 

Mongolian IARPA Babel ~50h Mozilla 10h 

Inner 

Mongolian 

  Speech Ocean ~1000h 

Kazakh IARPA Babel ~50h Speech Ocean ~1000h 

All the acoustic model is trained with lexicon from IARPA 

Babel program, after which weight transfer is used in transfer 

learning to replace the output model layer. Finally, up-sampled 

OpenASR training data for the target language is used for fine-

tuning. In addition, babel data is in parallel used to train 

acoustic model that supports 8kHz sampling rate, and mixed 

wideband e2e model is also trained and tuned towards same 

OpenASR data. The whole procedures for the main three 

streams of system are illustrated in Fig. 8. 

 

Figure 8 multi bandwidth hybrid & 16kHz end to end system fusions 

C. Language optimization 

Cantonese is a language within the Chinese language 

family. Since the Cantonese vernacular text data is scarce and 

irregular, we obtain certain additional text data through web 

crawling, and use regular methods to correct common errors in 

the text data, such as abbreviations and typos.  

Text segmentation is needed to word sequence to calculate 

the word error rate in the evaluation. For e2e system, characters 

are used as the modeling unit rather than word. To solve this, 

we use all the crawled and Babel text data to train a text 

segmentation model through Cantonese BERT pre-training. 

D. System fusion 

For better performance, we build several different systems 

for system fusion as in Tab 5. All the above acoustic models in 

constrained system are trained using both 8kHz and hybrid 

band with data, which are fused with lattice combinations. [23]. 

For unconstrained conditions, an extra end-to-end system as 

mentioned above is built. Since that there is no lattice for end-

to-end systems, CTM-level fusion is conducted for traditional 

hybrid systems and end-to-end systems through ROVER [14] 

as in Fig 6. The Cantonese results of all the fused systems in 

DEV set are as below, it can be observed that hybrid and end to 

end ASR system are in compensation with each other. 

Compared to using only e2e systems for fusion, the WER can 

be reduced from 0.316 to 0.313.  
TABLE 5 UNCONSTRAINED SYSTEM FUSION RESULTS FOR 

CANTONESE (DEV SET, OUR COMPUTATION) 

System WER 

Hybrid System Fusion (lattice fusion) 0.373 

End-to-end System 0.324 

End-to-end Pretrain System 0.326 

Rover Fusion(e2e) 0.316 

Rover Fusion (all CTMs) 0.313 

E. Results on eval set 

Our systems’ performance of the unconstrained condition 

on the evaluation set is shown in Tab.6, which are released by 

NIST OpenASR scoring server. We notice that the results 

computed by dashboard in NIST OpenASR scoring server is 

much better than our scoring results in TABLE 5 (WER from 

0.313->0.286), we realize that it is because we count language 

miscues, pauses, and other non-verbal speech as errors. By 

removing these constrains, we obtain similar results as in the 

dashboard.  
TABLE 6 WER OF ASR SYSTEMS ON EVAL SET (UNCONSTRAINED) 

 WER on DEV WER on EVAL 
 Unconstrain Constrain Constrain-

plus 
Unconstrain 

Cantonese 0.286 0.402 0.337 0.277 

Mongolian 0.285 0.416 0.378 0.342 

Kazakh 0.312  0.427 0.394 

It can be observed that by using extra data, an absolute 12-

13% WER reduction can be achieved such as Cantonese and 

the CER is even much lower than 0.23. In practice, speech 

recognition accuracy for Sino-Tibetan languages relies much 

more on CER rather than WER, WER for these types of 

languages is largely dominated by word segmentation error, 

which may incur a biased result. 

V. HARDWARE AND TIME DESCRIPTION 

The hardware of our proposed system is shown in Tab.7. As 
for the required time, the elapsed wall clock time is 
approximately 2 hours for one system of each language in  
constrained-plus condition and 20 hours in unconstrained 
condition. The corresponding total CPU time is about 10 hours, 
and the total GPU time is 2 hours or so. 

TABLE 7 HARDWARE AND TIME DESCRIPTION 

OS  CentOS 7.4 64-bit  

CPU number 24 

CPU description 112,Intel(R) Xeon(R) CPU 
E5-4650 v4 @ 2.20GHz  

GPU number 8 

GPU description Tesla V100 SMX2 16GB * 
40  

RAM 256GB  

RAM per CPU 128GB  

Disk storage About 3TB  
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