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(START OF AUDIO CD)

DR. GALLAGHER:     I think when everyone gets spontaneously quiet and ready that’s certainly time to start the meeting.


I’m glad to be back and I wanted to start by just apologizing for not being here yesterday.  As you know, I had a last minute conflict with my new boss.  He was having his first major speech and so I had to take care of that but it’s good to be back and I’m looking forward to catching up.


MS. COLLINS:
Well, good morning, everyone again.  I’d like to remind you for today that we are being webcast and please to state your name for the record.  Thank you very much.


Our first briefing will be by Mike Cast from NIST, an update on SEMATE automated source code conformance verification for VVSG 1.0 requirements.  Mike.


MR. CAST:     Good morning.  So I was here, I believe our last meeting was in I believe July in which I introduced NIST SAMATE effort, software assurance metrics and tool evaluation project effort to assist voting system testing laboratories as well as voting system manufacturers in automating as much as is reasonably possible the analysis of source code for voting system software.


We were approached by the EAC earlier then July, based on the EACs knowledge of the SEMATE project itself and some of the work that we’ve doing with the Department of Homeland Security to measure the effectiveness of software assurance tools, specifically source code analysis tools and try and bring them to bear, specifically focusing on integrity and security analysis of voting systems.


So what I’m going to talk about today is an update on where we are since I last spoke here in July in terms of enabling automation for voting systems software code analysis.


I’m going to talk a bit about some of the lessons we’ve learned to date as well as discuss some possible Next Steps as we move forward.


So as I mentioned, SEMATE is an ongoing effort.  It is actually now a six year effort that we’ve being doing in a joint effort with DHS to measure the effectiveness of software assurance tools and identifying weaknesses and vulnerabilities in software.


There’s a difference, and actually Joe Jarsenbeck who will follow me will go into a little deeper depth about what a weakness is versus a vulnerability in software.


But that said, we’ve been working with the manufacturers and test labs to get this effort going.  We visited Wiley Labs also this past summer to discuss the work that we’re doing and get some feedback on them.  Initially SLI was also present when NIST went down to Wiley to have that discussion.


So where are we now?  Well, we finished our JAVA tooling for voting system source code security and integrity and style analysis requirements against VVSG 1.0 and I’ll make a note that it’s 1.0, not 1.1 or 2.0 at this point.


We wrote 50 custom rules.  We specifically wrote those rules for a tool called Check Style.  It’s an open source JAVA code analysis tool.  We also generated test cases to verify that in fact we’ve done our due diligence in customizing these tools to find the kinds of for the most part, style conformance verification against the source code and we verified that our tool is good.

We ran it against a million lines of JAVA source code to make sure that it does what it’s purported to do and we bundled it up into a zip and TAR archive format that we will make available to the TGDC, the labs, and the manufacturers.

So since our last meeting we identified some more requirements.  We’re now finalized at 58 software requirements and in our final report we found that 26 of those 58 we could fully or partially automate against JAVA, fully, meaning you can rely 100 percent on the tool to give you a thumbs up or a thumbs down on whether the source code in fact is conformant to VVSG, and partial meaning the tool can point you to areas in the code where it may suspect that there may be a problem or that it’s simply going to require human analysis to make the final verification on whether that code is conformant to VVSG 1.0 requirements or not.

Now that’s only about half of course of the total requirements.  That said, that doesn’t mean -- the reasons that we couldn’t fully automate are a number of reasons.  Twelve of those requirements that are in VVSG 1.0 are irrelevant to the JAVA language itself, that it was written for a C and really there’s no overlap there so we couldn’t really automate those.

Fourteen of those requirements just by their very nature were simply -- you couldn’t teach a tool to find these things, that it was always going to require a human analysis.

Three of the requirements a tool could verify conformance if it had some prior knowledge about the code or the documentation itself in terms of its structure, perhaps the API application program interfaces that are used or the documentation style, for example JAVA doc is a very popular documentation style used in JAVA and there’s tooling, in fact the textile tool supports that and you could do more rigorous verification of the documentation against the code itself.

But VVSG is agnostic to any particular convention for commenting and therefore we couldn’t write a generic rule for any and all types of styles that somebody is going to use to document their code so the best we can do is verify, yes, there’s a comment there or no, there isn’t a comment there, but obviously the analyst would have to look closer at the commenting to see if it’s meaningful and meets the requirements of VVSG.

Two requirements particularly in the area of security would be better addressed and could be addressed with more capable tools particularly in the area of security analysis tools, the more industrial strength tools, the covarities and the fortify, and the heavy duty tools that can do a deeper dive into the code and verify some of the integrity requirements that are in VVSG 1.0.

The style tool that we use simply can’t do that and one requirement we found was really just totally ambiguous and there was no way even a human can determine if it is conforming or not.

So requirement interpretation is really kind of the crux of what I’m here to talk about today in terms of lessons learned at this point.

I identified ten classes or problems within the VVSG 1.0 requirements that need clarification in order to automate.

If you can’t teach a machine to do, if you can’t explain it to a machine then there’s no way it can do an automation and if the requirement itself is ambiguous then the machine and for that matter the human analysis is going to be limited or based on assumptions that the human has to make and we found a number of those in VVSG 1.0.

Some of the lists here, the term module is used extensively throughout VVSG 1.0, often without necessarily defining what particular structure the module refers to.  For example, in some case it could be referring to a method or a function, or it could be referring to a class or a library, but it never really says that and so one is often left to assume what the VVSG mean.

For example, module length, line length, how many lines are in your module.  Well, what modules are you talking about?  Are you talking about method length, are you talking about class length or library length.  Without that knowledge one has to make assumptions and we did.  We made assumptions.  We were able to automate but they are based on our assumptions.  We need to discuss this with the EAC, with the labs, with the manufacturers and reach a consensus.

These are not tough problems but we need to simply arrive at a consensus so that we can move forward with the automation process.

We had multiple other types of concerns.  Naming conventions was another one.  Names are supposed to be unique within an application in the VVSG requirement but it doesn’t scope the name comparison, meaning are you looking solely within a method, are you looking within the class itself, or inner-class, intra-class comparison of names?  Are you looking at types of names?  Are you comparing variable names to class names or to constructor names?

These are issues VVSG doesn’t address.  It simply says names must be unique.  That’s too broad to do an automation and you need to constrain it through some assumption.

And we had some others.  At the top you see there, this is the one that I said that nobody can write a rule for whether it be human or machine in the sense that indentation must be clear and consistent.  Okay, that’s a bit of a problem because we don’t know what the definition of clear and consistent is.

So these things need to be ironed out and agreed upon and then we can go forward with an automation process there.

And sometimes even clear requirements can be interpreted differently.  Here’s an example.  VVSG says your software will initialized every variable upon declaration where permitted.  Well, what that basically means is if you create a variable called Var 1, you should assign it a value in this particular case of zero.  Var 2 as you see doesn’t have a literal assignment to it and would according to the VVSG requirement be non-conformant.

That said, JAVA itself depending on the type of variable will assign it a value at run time and we noticed this.  This is one of the first things we noticed when we went down to Wiley Labs and we actually ran our tool on some of the actual voting system code and it’s spitting back all these areas saying you haven’t initialized your variables.

And the lab said well, JAVA already does it.  Why do we have to do it, and the manufacturers who wrote the code had the same assumption, well, if JAVA does it for me why do I need to do that?  I still meet the requirement of VVSG.

So this is an example where we get down to semantics and we really need to be very clear so that we can do an automation and everybody agrees and we’re not spitting out thousands of errors for voting system code.

So we need an unambiguous specification.  We need mutual understanding of the requirement meaning among the manufacturers, the labs, NIST, and the EAC.

Ideally of course you want this starting at the manufacturer’s level.  You don’t want a disconnect.  That’s the place you want this all to start and to be very clear so that by the time it does get to the testing lab we’re all on the same page and we don’t have to fight about the meanings of the requirements and the devil is in the details to make this happen.

And as I mentioned, we already observed disconnects between what we think is conformant and what the manufacturers do.

So some other lessons learned in this process include and this one is kind of a no-brainer when you think about it and that is that we should be using the tools that manufacturers already use.

When we initially started this effort we didn’t really have a good line of communication with the manufacturers or the labs and so we went out and we grabbed some tools and we said oh, this is a good tool, PMD, this is a good tool, we’ll use this tool and we did.  We coded up conformance rules against VVSG requirements.

We then found that two of the manufacturers are already using a tool called Check Style.  Well, it doesn’t necessarily behoove us to introduce yet another tool to the manufacturers and the labs if they already have one in place.

And so what we ended up doing was porting our rules over to Check Style to make it easier for them and allow them to do more of an apples to apples comparison, run our tool, run our rules against your rules.  Let’s look at the results and let’s have a discussion and a dialogue on how you’re interpreting these requirements versus how we are interpreting these requirements.

So this is a very natural thing to do and that’s what we did and we would like to do the same with other tools as well.

So of course what this requires is a dialogue between us and the manufacturers and the labs to make sure that we maximize our resources and that’s what I’m talking about here.

We have limited resources.  Everybody has limited resources so it’s in our interest to make the most of them.  We can do that by not only knowing which tools manufacturers are using but what programming languages are they using.  What compliers and libraries are they using and what coding conventions might they already be following.

If we’re just arbitrarily picking languages, that doesn’t behoove us if the voting systems aren’t actually using them.  Tools are tightly coupled with compliers and libraries and selection of that is important as well and the coding conventions.

VVSG 1.0 says you can use our conventions but you don’t have to.  You can use coding conventions of your choice as well, as long as they are industry standard conventions.

Well, if we’re writing and customizing tools and writing tests for VVSG but everybody is going to be using another convention, again we’re not maximizing our resources by doing that.

Again another interesting one is that we use the tool for the GCC, the new compiler.  We also know the manufacturers use the Microsoft C++ compiler.  So the question is, where should we be putting our resources here.  We need to talk to the manufacturers and labs to make sure that we use our resources wisely.

And lastly, and this is I think important too, these systems go through these labs frequently on a regular basis and there’s a queuing I guess of these systems as they go into the labs.

And so the question is well, we can further utilize our resources if we know what’s going into the labs and when it’s going into the labs and get the most bang for our buck by focusing our efforts on languages, compilers for systems that are due to go into a lab fairly soon as opposed to something that may be a year or two away or something that is already in the lab maybe.  So we need to do that as well.

So going forward we need to discuss first off of course with the TGDC as well as the labs and manufacturers our current work.

The idea of getting this stuff out there right now, we’ve got something to shoot at.  We have something to talk about and we can start to hash out these issues of what our interpretations are and resolve those issues so that we can move forward.

As I mentioned, two manufacturers are already using the Check Style tool.  It was an excellent opportunity for us to engage them and start that dialogue and discussion, get their feedback on how they interpret what we’ve got, resolve those differences.  This might require RIFs.

I don’t know a lot necessarily about some of the mechanisms that might be possible to resolve some of these ambiguities and make sure that we are all on the same page, incorporate these changes into future releases of the VVSG as well, and publish our final distribution of tools and tests.

So again I want to reiterate the point but basically we’re going to look at these tools, languages, coding conventions, and how we can leverage future VSTL work to our best advantage.

Looking forward beyond that we want to look at VVSG 1.1 software integrity requirements.  These are the harder requirements.  VVSG 1.1 and 2.0 which are essentially identical by the way for the purposes of code analysis so we kill two birds with one stone here.

The requirements are different.  Most of the style requirements have been dropped out of VVSG 1.0 and 2.0 and in addition many more integrity requirements, the harder the bugs the weaknesses and the potential vulnerabilities are emphasized in 1.1 and 2.0 and so the effort that we did for the style won’t work obviously for integrity requirements.

Style tools are not designed for these harder, deeper problems, in which case one has to move up to the industry security tools really to do any kind of analysis of security issues with your voting system.

We feel we can play in that role as well but we won’t be playing obviously in the role of building customized tool rules against these problems since these industry tool builders have done a far better job but we can still add value we feel to the labs and to the manufacturers by providing tests for those tools to verify that those tools do in fact find the kinds of weaknesses and vulnerabilities that we care about in voting systems.

And so for 1.1 and 2.1 our goal is to create a custom test suite that will at least establish what’s called a minimal bar of capability for these tools against these particular kinds of weaknesses and vulnerabilities that we care a lot about in voting systems.

I went through the TTPR and BRN and Everest reports and I put a list together of all the vulnerabilities that have been discovered and they are quite numerous and they provide a rich area for us to do research in determining how well tools can find these kinds of weaknesses and vulnerabilities.

At the bottom you see a list of some of these integrity requirements that have gone into 1.1 and 2.0 including race conditions, deadlocks, live locks, point of validation, dynamic memory allocation, numeric overflows, and CPU traps.

And this is sort of segue as we’ll be moving on into the next presentation which will be given by Joe Jarsenbeck who is the lead on software assurance at the National Cyber Security division at DHS and we’re going to kind of drill down a little bit more into the common weakness and numeration which is kind of the crux of what we’re doing here.

And this is similar because we just had a discussion now of style semantics and this is just style problems and how important it is to be clear and concise in your definitions even of what one thinks as simple, it’s like a clear formatting.  It can get very complex.

And now you throw you in deeper problems, harder problems such as weaknesses and vulnerabilities and you need even more granulating, more understanding to be able to identify these kinds of non-conformances in voting system code.

So what we’re going to be talking about this afternoon is an effort that SEMATE in its working with DHS and some DHSs work -- DHS has done a lot of work in the area of defining a dictionary of weaknesses, known weaknesses that are found in software today and it’s a unified measurable set of weaknesses defined in an online dictionary sponsored by DHS and implemented by Miter.

We feel, SEMATE, we can leverage that dictionary, leverage that knowledge base as a resource for us as we go forward in defining test suites against tools that would be used for 1.1 and 2.0 verification.

One of the things that we want to do with these tests in addition to introducing these weaknesses alone is also introduce what we call co-complexities, introduce constructs, co-constructs that might confound a tool, that would challenge the tool as to its ability to actually find these things in real code.

So that will be one of our challenges as we go forward with 1.1 and 2.0.  Integrity testing is putting together a good test suite for these kinds of problems.

So in summary we were very successful in our initial job effort at fully or partially automating JAVA code against requirements that could be automated.

We need to resolve the semantic differences between 1.0 requirements with manufacturers, labs, and the EAC.  We need to prioritize our resources against the existing manufacturer tools, the languages compilers are using and the conventions that they’re using and of course we need to look forward to 1.1 and the challenges that it bring and how we can address that.

So that’s what I’ve got about the tooling work.  Yes.

MR. JENKINS:
Phil Jenkins with the Access Board.  I have a question.  The tools you mentioned and talked about, JAVA, and C++, and some of the classic programming languages, yesterday we had a discussion about common off the shelf and some future component things.

What about like HML5 or, you know, Apps that run on tablets and things like that.  Is there any software out there that’s going to be able to check that kind of source code?

MR. CAST:     We haven’t been working with that.  I don’t know if there are --

FEMALE SPEAKER:
(Off microphone).  (Unintelligible) a project that --

MR. CAST:     Oh, really.

FEMALE SPEAKER:
Yes, we did.

MR. CAST:     Oh, well, there you go.  Go ahead.

MS. BRADY:
Mary Brady, NIST.  We continue working closely with W3C in their efforts for HML5 and related efforts.  Some of the conformance tests we have developed in the past are directly applicable to it, a large HML5 test that I think we can bring to bear.

MS. GOVIN:
Barbara Govin, I work next door to Mary Brady and we actually just started a project with DARPA looking at applying SEMATE to the mobile phone app marketplace and seeing what we can -- how much those tools overlap with that.

So, yes, your question is very well timed and this is the future of so much in the IT industry.  So like we have the SEMATE voting project, we have the SEMATE mobile app project.

MR. WAGNER:
David Wagner.  I had a couple of comments.  I wanted to first start by thanking you for engaging the TGDC and I think it’s great.  I appreciate that you sent to me an earlier look at this a month ago.  Thank you.

Static analysis is a topic that is very near and dear to my heart because I wrote of (unintelligible) thesis so I’m a big fan of this work.

(LAUGHTER)


So let’s talk about short term and long term.  So in the short term I sent some comments on the current state of the work.  I’d be happy to share this with the other TGDC members.

It’s a rather technical in the weeds and I don’t want to bore you to tears so I didn’t think I would drag you through this in this meeting.

I think the comments I had were relatively modest and could be addressed through some modest, technical effort so in the short term if you are amendable, if it sounds good to you, maybe a path forward might be if you’re willing to look at those comments and consider maybe small changes to address some of those comments then I think that the work you’ve already done might be in reasonable shape to consider releasing fairly soon and that might enable you to kind of ship the work you’ve done so far.


MR. CAST:     Yeah, we would love to do that and work with the comments that you provided and yeah, we’re looking to engage and so the sooner we can do that I think the better.


MR. WAGNER:
Great.  And in the longer term then I think the question is after you release the work you’ve done so far on the stylistic rules for VVSG 1.0, what are the next steps and I’m looking in particular at these, what you call integrity rules, the more substantive rules rather than the coding style rules.


I have to say that I’m a little bit more skeptical about that direction.  I think that’s going to be a much more significant challenge and I’m not sure whether you’re going to be able to provide tools that will help the ITAs, that conformance assessment that will for instance replace some of their current activities or reduce their cost.


And the reason for that is that the state of the art as I understand it in most of the commercial tools, they’re not conformance assessment tools, they’re bug findings tool.


What I mean by that is, I want you to imagine you have a black box and if there is a bug in the code that indicates a violation of requirement it has, I don’t know, a 1 in 4 chance of magically discovering that and reporting it to you and otherwise maybe it doesn’t say anything at all, maybe a 3 in 4 chance of not detecting it at all.


So if it finds problems then great, then you know what to do but if it doesn’t find problems and there’s a lot of problems -- and if there are problems in your code it may miss a lot of the problems.  If it doesn’t find problems, then what do you do?


You’re not in a position to declare that the system is conformant so this is not really replacement for the review the testing labs are already doing.


I think there’s a reasonable argument it would increase their effectiveness to supplement the manual review they are already doing with the tools and that’s great but that’s not a replacement.

So it won’t be a cost reduction so it won’t have the same kind of value add that I think maybe you’re expecting, or imagining, or hoping for from the stylistic rules.


So I guess maybe my question to you would be, you know, what role you envision the tools for these integrity -- whether you envision it as conformance assessment or an add on to the activities the testing labs are already doing.

And I guess my advice there would be if you wanted to continue forward on that, you might want to start by doing a little internal analysis of which requirements you think could be tested and submit them to TGDC for comments before you put a lot of effort into it because I worry that the activities you outlined for next steps for the longer ones may turn out to be less useful.

MR. CAST:     Would you like to talk to that?

MR. FLATER:
David Flater.  I just wanted to add one piece that I think may easily get lost here and that is part of the vision for the revised coding standards in 2.0 1.1 frame, when we’re looking at really hard things like race conditions and so forth, or even simpler things like buffer overflows, you know, detecting all possible buffer overflows, the goal is high integrity code.  We want to know how to get there.

The vision was not simply give us arbitrary code and we’ll attack the problem of trying to detect every possible loss of integrity.

The vision was that there would also be prevention involved.  We want the system to be designed and built in such a way as to enable us to demonstrate that the code has high integrity.

So for example, the idea isn’t deliver us arbitrary code and then it’s our problem to detect if it has race conditions.  It’s deliver to us code that has been designed in such a way that there should not be race conditions.  Make it easy for us to detect them if they are there.

In a more obvious case, rather then delivering to us arbitrary code that uses unchecked ARAY access and then we have to demonstrate that there is no invalid ARAY in it, deliver to us code that uses access methods that are always checked and it says as much in the 1.1 coding standard, that we should prevent what we can and then make it easy to detect what can’t be prevented and mitigate the consequences.

MR. BELLAVIN:
Steve Bellavin.  I think that’s a wonderful goal but I don’t think it’s a lot easier except in the fairly trivial cases, then what David was saying.

This is the holy grail of a lot of code quality projects and Microsoft spent well north of a quarter of a billion dollars and you know the security bug rate on Windows 7 and Windows Vista has not dropped noticeably close to zero.

It’s a lot better than it would have been but they spent a lot of time on training, quality standards, and so on.  They have control over their own employees which NIST does not have with the manufacturers of these systems.

So I think you will find that there are some things that you can do that are fairly straightforward, just say, okay, yeah, never use stir copy as opposed to stir end copy.  Fairly obvious reason in terms of buffer overflows, but there are a lot more subtle problems that are a lot harder to detect that way.

It’s been tried for many years by many different groups and I’m not optimistic that this is going to be the one that solves it.  Anything you can do is great but again -- unlike David I’ve never gone back to my dissertation area quite deliberately.

(LAUGHTER)


But, you know, we’re talking 30, 35 years ago I was hearing discussions like this and how certain coding styles would get rid of certain bugs and (unintelligible).


MR. BLACK:
Paul Black from NIST.  Let me remind you that there is a different class of static analyzers.  I’ll back up what Dr. Flater said, that if you get an arbitrary pile of code and then you try and do something with it, your problems get very, very complex.


However there are classes of checkers, Poly Space, Code Hock, the spark language and checker, where you can have extraordinarily low bug rates.


In Europe they commonly delivery significant systems with very high assurance but it requires discipline from the beginning to say we will not deliver a system unless we can demonstrate the lack of very high level assurance.


Now the point you made about there’s always going to be very high level things that simply running around in the code can’t do.  If you require that all passwords be encrypted how can the machine looking at code recognize oh, this is a password and it should be encrypted and this you know, is something else.


So there’s always going to be -- no matter how good you get there’s going to be some very high level requirements that are important, integrity requirements that you can’t check by just looking at the code.  But there are sound static analyzers that are quite workable when used industrially.

Now whether it would be practical from a cost effectiveness point of view to tell all the manufacturers here, change your whole style and do this or to say we will use machines instead of people, that’s software engineering and trade off but in terms of technology, there are ways to do significantly better than we’re doing today.

MR. BELLAVIN:
This is Steve Bellavin.  I won’t dispute that even slightly but one of the things you said, doing it right -- the coding, the project development, the architecture, doing it right from the beginning is the single most effective thing that the industry has found going back more then 50 years but that’s a much, much harder thing to check later on.

I’ve heard fairly negative comments in the past about the development processes in the voting system industry.  Maybe that’s improved, I hope so.  But this is what has got to be done but this is not something that you impose.

The only attempt I know to impose that as a standard is the comment criteria before that, the orange book where they look at the development process and that led to fiendishly expense evaluation and time consuming evaluations and it’s one of the reasons why there is so few high assurance evaluated systems.

You know, I worked at Bell Labs in the software engineering research department for the switch developers and this is very high assurance code and I know what it cost for every line of code compared to what more mundane code development cost, but this had to be high assurance down to however these things measured in minutes per year and yeah, you developed it right from the beginning with a lot of very heavy weight process and this is a very difficult thing to impose from the outside in a verification setting.

I hope you can do better but I’m just giving these caveats.

MR. WAGNER:
David Wagner.  I just wanted to elaborate a little bit on that.  Paul and David, your points are well taken and I certainly agree with everything you said about there being sound static analyzers and these tools have been used in safety critical systems in Europe and so on and so forth.

I’m surprised that you’d think that that’s’ going to be applicable to for instance voting systems that are currently in testing or VVSG 1.1.  That’s a fine approach but I think that it’s something that needs to be written into the standards so that manufacturers can be aware of it and write their code to that perspective from the very beginning.

So if you’re talking about gee, we ought to add a requirement to the VVSG 2.0 that tells manufacturers your code needs to be compliant to surpass this tool, that’s one thing but it’s not fair to go take a standard that’s already been passed that vendors may already be coding to and expect their code to pass a poly space or some kind of a sound static analysis tool.

So for the existing standards and for the voting systems that have been built to those existing standards I suspect you’re forced into the camp of the commercial bug finding tools which are not of the form you’re talking about, which were designed not for the kind of paradigm you’re talking about but designed for, hand us a pile of code and we’ll make the best of it that we can.

So I guess I just don’t have a clear picture of the path that you’re considering following.  Are you looking at a cost reduction tool for the testing labs to test existing standards?  Are you talking about how we could change the VVSG 2.0 for the future?  Either would be great but let’s just try to be clear about what angle we’re taking.

MR. JONES:
This is Doug Jones.  I think one of the problems here, when I saw this list of the difficulties that you faced in developing the SEMATE tools for voting, it looked a lot like my list of criticisms of the 2002 voting system standards coding guidelines which I wrote at length about what was wrong with those and those are largely still present in the VVSG 1.

There’s a tremendous challenge in these because on the one hand we want readable code and on the other hand we don’t want to dictate to the vendors that they program in C++ or in JAVA.  We’d rather try to leave the door open to moving towards better tools.

So I eventually learned that the 2001 voting system standards coding guidelines were largely written by Tom Wilkey and he was well-intentioned and he was simply sort of surveying coding guidelines that people wrote and sort of picking and choosing and trying to put together a sensible list of coding guidelines.

And it’s horribly C centered and then in order to avoid it being totally C centered, he simply did some wordsmithing and took out words like function and put in words like module which ended up being totally undefined.

And part of the problem is that the only reason for the style guidelines is to make the code readable enough that people can check the really important stuff which is not the style.  The really important stuff is those buffer overflows and un-initialized variables and things like that, the stuff that we don’t know how to automate well in the best of circumstances and that we don’t automate at all in many circumstances 

And this makes me feel that I don’t know that we’ve made any progress in the last ten years in this area in terms of figuring out how to write better guidelines.

We could lock in vendors on particular languages for which there exists rich suites of tools for doing serious checking of semantic issues like buffer overflows and did they encrypt things that needed to be encrypted.  But if we did that I think we would cut down the number of vendors to possibly fewer then one.

We need to figure out how to do this right and I think your work, it may be the most important part of it that you’ve done is a solid critique of what went wrong in those VVSG 1.0 standards.

MR. SMITH:
Ed Smith.  So I’ve heard a lot of conjecture about where we’re going and I’ve heard some conjecture about where we are today so let me give for the edification of the group, where we are with the use of static code analysis tools.  And I have two examples, one with New York state certification, one with federal certification.

So in an ongoing campaign at one of the two labs they use Fortify.  And Dr. Wagner, it’s like you speak of, they have line by line human source code review with Fortify used to support those engineering judgments that they make about the code, as security, and then as another tool in their toolbox to say, okay, well, we did it by hand and we did it by Fortify, here’s the sum of the things, the findings and so here’s what you the manufacturers then have to do to clear these hurdles.

In New York, they took a little bit different approach to the use of Fortify in their state certification program in that there was hand source code review at a different lab than the example I just cited, then they used Fortify and after culling for false positives of which there were many at the beginning of the analysis, they then required that the manufacturer fixed all of the Fortify findings that they deemed to be real after some human analysis of the Fortify reports and those are in products that are in certification in New York right now.

So they took a hard back stop approach whereas one of the labs in the federal campaign is using it as another tool in the tool box and as a support structure.

So there are two examples for the edification of the group of how analysis tools are being used today.

DR. GALLAGHER:     Let me try to draw this to a close so we can get back on schedule but what I’m hearing is that aside from the technical discussion on these test tools, we need to have a broader discussion about the role of the test tools, whether we’re talking about trying to promote their use and development or what role they may or may not have in the testing for compliance side of this.

Do you want to have a closing comment Mike?

MR. CAST:     So we welcome the TGDCs input into how we move forward to this tougher problem and what we can say about tools, what we can’t say about tools, and how we can frame this in a way for the manufacturers, the labs and for everybody who consumes these systems to ultimately understand the rigor that’s involved and the limitations of tools.

So we’re going to have to follow this up in a very methodical way as Dr. Wagner mentioned.

MS. COLLINS:
Thank you very much.  One more comment?

COMMISSIONER DAVIDSON:
The one thing I think that we want to remember, one of the goals that we had by using tools is that the labs be working underneath and reviewing it the same way.  Consistence is a big part of it, you know, okay, this lab does this, this lab does that and we need our labs working the same way and we don’t want to forget about that.

That was one of our goals about the tools, just for you to think about and remember, and that way the manufacturers know how they’re going to be reviewed and what the process will be upfront so that they know it’s fair whatever lab they go to.

MS. COLLINS:
Okay, with that we will now move on to the next talk by Joe Jarsenbeck from DHS entitled Levering DHS, DOD, NIST Software Assurance Efforts for Voting Standards.  And I think we’ll have a chance to continue the same sort of discussion we’ve had.  Joe.

MR. JARSENBECK:
Thanks, appreciate that.  First of all I appreciate the opportunity in coming forward here, not just because I’ve been working in this area both within the Department of Defense and in the Department of Homeland Security for more then eight years.

But I come to you more as a citizen very interested in this because I think your role is very significant in making sure that we preserve the integrity of the process and the privacy of the citizens of what they’re doing in this.  And we’re coming from a software assurance perspective to help you understand that.

At the end of this I’m going to be discussing what we’ve done with the common weakness risk analysis framework to help you prioritize the highest risk areas when it comes to the devices, products and systems that are used throughout the voting process and how we can identify exploitable weaknesses and then actually the mitigation practices that go with that.

And I’d like to address some of the concerns that you’ve got because we actually understand that many of these are not at the code level but they are at the architectural and design level and we actually have guidance for architecture and design consideration for secure software that we’ve actually developed through the community.

And the efforts that we have within the community have been developed not just through the federal government but through collaboration with industry, academia, as well as the standards bodies.

I’m going to give you a short background on this and it’s not something that’s just evolved overnight.  It has taken us many years and in fact some of this has been over a decade in progress, being able to do that.

So I’ll give you some of the background on our community and how we’ve evolved those and the products that are available to help support the activities that are all free for use and many of them, they are now involved in the standards bodies.

I’ll briefly talk about some of the international standards that have been brought to bear and some of the ones that are literally coming out, literally within the next year that will contribute to this space.

We are going to be focusing on the common weakness numeration and the common attack patterns, both of which will be recognized by the IUT as part of their cybic series X.1500 series.

So it’s going to be adopted by 109 nations, translated into five languages, that give you guidance for not just identifying exploitable weaknesses, how they can be attacked, but guidance for how you mitigate those risks associated with those, and then talk about why it’s applicable to what we’re doing in the area of voting, and then working with NIST in creating the vignette which is simply a scenario that identifies the technology groups where they are most at risk and how do you start identifying the weaknesses and therefore the mitigating practices that go with that.

As I mentioned, we’ve been doing this for a number of years from the Department of Defense and then working with other agencies and now with the Department of Homeland Security, we’ve identified the fact that there are many critical considerations.

We understand that software has become the core constituent of all of our modern products and services.  It enables the functionality and all of our business operations.

What I find fundamentally interesting is the software is the only manufacturing industry that has no minimal levels of responsible practice.  Indeed 100 percent of all the risk exposure is passed forward to the end user, in other words coming into voting devices.

The manufacturers literally are taking no accountability.  They have no liability for the fact that their software doesn’t work.

It’s interesting that virtually every other industry requires some form of licensing or credentialing.  Software is not the case.  And that means that the individual producers, the programmers have no licensing or credentialing requirements.  The organizations, the suppliers themselves have no licensing or credentialing requirements.  We’ll just take their software and use that.

Now that’s useful to understand that somebody is actually going through this process to check for that and what we can do.

We’ve understood that we’ve had a dramatic risk that’s been forward as a result of this.  Even though we get rich functionality that’s enabled through software, we’re put more at risk.  The fact that we’ve become so dependent upon that but it’s also because our systems are inter-dependent with that, it’s also our biggest risk area.

The size and complexity has obscured intent and precludes exhaustive tests and we’ve already addressed some of that from a tooling perspective but we also understand we’ve increased the state of the practice when it comes to delivering more comprehensive coverage with that.

But outsourcing the use of un-vetted software supply chain is one of the other areas and when I say un-vetted software supply chain that simply means in often cases you don’t even know who produced the software but when you do know who produced it, do you fundamentally understand, did they have the capabilities of delivering secure and resilient products and services because we don’t have any capability benchmarking standards that have been used against those suppliers to say, do you have capabilities to do that.

The attack sophistication of anyone who is wanting to exploit these systems has gone up.  It’s been very easy to do that.

But reuse which has been usually advocated as a great software engineering practice actually from this perspective introduces many unintended consequences because much of the software that’s now in our electronic voting devices or the systems that are employed there have been reused and the people who originally developed even some of the modules that were there did not understand that that software was going to live on and now be in new platforms, interoperating with other applications and in some cases webfacing.  They did not build those systems with that so reuse has brought unintended consequences.

But simply as Mike started pointing out, is that there are a number of vulnerabilities and incidents that are now specifically targeting our software intensive system.  So we do have an increasing concern there.

So within our community we actually developed the standard while I was still in the Department of Defense, software assurance.  It’s a level of confidence that software is free from vulnerabilities, that means either intentionally designed into the software or accidentally inserted any time during the life cycle and the software functions in the intended matter.

That is the definition from the Committee on National Security Systems that has been universally adopted for what we’re doing and we can go through how that is actually being leveraged today but understand that many of the vulnerabilities that we have in software were accidentally inserted because, I’ll use the technical term, the programmers were clueless.  From a security perspective they just weren’t thinking about that.

And so we’re finding that they were accidentally inserted.  There was no malicious intent.  They didn’t have responsibility for it so they moved forward with that.

Within our community understand that we’ve actually put on many products and capabilities that we’ve delivering.

As any good initiative, you focus on people, process, and technology and certainly we’ve done that but you noticed we also put acquisition in there because the acquisition says that we’re responsible for buying and procuring, and delivering products and services that we’ve gotten from third parties.

And so the acquisition community actually has a difference here and through leveraging both NIST standards as well as other standards that are out there, we can actually through procurement levy requirements on suppliers and understanding that the acquisition community has a role in this.

So we’ve actually delivered documents that look at software assurance as mitigating risks to the enterprise and we have supply chain risk management considerations, in other words due diligence questionnaires, things that you should be asking of your suppliers as well as sample contract language.  If you’re going to buy this stuff what provisions should you put in that.  And so certainly you’ve got many of things that you already have there.

I’ll mention the fact that we’ve done a lot of work and as we said, we publish all of this and it is freely available.

We’ve recently released our software assurance curriculum that deals both with a masters program as well as undergraduate course material that’s freely available, any university can adopt that because part of this is about changing the way we teach our practitioners.  So it’s both education and training.

We’ve put out standards that we’ve worked with the National Defense Industry Associations.  We’ve spent a lot of our effort though in international standards.  Now I’m not going to go through all of those but you have a list of those in front of you with a ISO, IEC, JCT1.

Specifically we work in SE7 which deals with systems and software engineering.  Under that we’ve released ISO 15026, which is on system and software assurance.  It is about the assurance case and having vendors assert claims about the integrity or safety, or security, or dependability of their products would be an ISO conformant claim that goes with that.

We can give you a whole tutorial on that but that’s evolved.  It’s a four part standard that has been worked through the international community.

Under SA27, that deals with the IT security, and many of you are familiar with comet criteria that’s within the portfolio of SA27.

But SA22 deals with programming languages.  I actually sponsor a working group within SA22 on programming languages specifically looking at vulnerabilities and programming languages.

So the technical reports that have come out deal with how do you select the most appropriate programming language based on the applications that you’re going to be delivering.

But knowing that many people have little consideration for the technical merits of a programming language, the selection of it often has nothing to do with that.  It’s kind of like well, we program in C, or C++, or JAVA, guess what your next application is going to be built in?

And so the guidance in this is how do you use it security and not surprisingly virtually all the compiler vendors are members of SA22 under this.

And there will be many people who say we need better compilers.  We need better programming languages.  Quite frankly what you need to do is make sure that you’re using the most up to date compilers and that the compiler warning flags aren’t turned off.

Have you ever asked of anyone supplying software to you, for the software that you’re delivering to me were any compiler warning flags turned off.  Most of the time they’ll say well, you don’t need to know about that.  You realize compiler warning flags are about security flaws.

So the fact is the compiler vendors have actually started putting out warnings about what is going wrong with this but the developers are turning off the warning flags.  Again, because they’re not the ones who are accepting any liability, it’s all being passed forward.

So fundamentally that’s one question you ought to ask, are compiler warning flags turned off.  I’m not saying you can’t accept, but that should be part of your analysis, is where did you get put at risk as a result of that.

So we’ve got many other things and one of those are some of the security automation enumerations and standards and we’ve been working with NIST through their software assurance metrics tool evaluation project.

They’ve been developing and released the 500 series, special pubs in that but we’ve also been working with the other federal agencies and with standards groups such as the Object Management Group and the Open Group in developing these.  I’m going to briefly talk on some of those as far as where we are at with those.

As I mentioned, everything is freely available through our websites.  We’ve got the build security in website that is primarily for developers of making sure that software security is a normal part of software engineering as well as our software assurance community resources and information clearinghouse that’s for the broader stakeholder community, including those in acquisition.

In this space particularly, the voluntary and voting system guidelines, leverage standards where possible and we’re going to be recommending that you perhaps consider leveraging some of the other international open standards that are available of people to do that.

And right now the standards using are promoting quality, transparency, and (unintelligible) testability of the voting systems.  And that’s great.  We want to also make sure that they’re addressing some of the ones that address the security and resilience of those products and services.

And that’s where the software assurance community comes into play because we developed a set of industry standards that support a better understanding of software weaknesses, but not just understanding those and being able to do automated analysis but helping where you have to bring in smart people because as I mentioned, some of these are at the architecture and design level.

But we have the mitigation practices.  Every one of the CWEs, the common weaknesses that I’ll be talking about, it’s not just saying here’s the weakness, we also have the mitigation practice that says this is what you could have and should have done to prevent that from occurring in the first place.  So we’ll be addressing the common weakness enumeration as well as the common attack pattern.

Now I understand that some people think that the term weakness and vulnerability are interchangeable words but from a standards perspective we’re very deliberately different.  There’s a distinction but there’s a relation between these.

A software weakness is a property of a software system that under the right conditions may permit unintended or unauthorized behavior.  The point is these are the root causes that if you don’t fix these you will have an exploitable vulnerability later on so we are looking at weaknesses that we can actually identify.

And the Object Management Group has been working with this as well because as I’m going to be talking, we have less then 900 of these exploitable weaknesses that range from the code level all the way through design and architecture and we’ve now categorized these in the software fall patterns.

And the beauty of this is these, by standardizing this, by formalizing this, it makes it easier to search from a tool perspective to automate this and so the state of the art with the tool vendors has actually gotten better.  You mentioned HB Fortify, certainly they’re one of the more heavyweight ones but there are other organizations as well.

You have to understand that in this space there is no oober tool.  No single tool, even HB Fortify, because if you tell me this is the tool I’m using, I can tell you what you’re not looking for because tools look for very specific things and we know which ones those are.

And there’s been a lot of work done, not just by NIST but also by the National Security Agency to compare these tools.

I will tell you that in this space it takes a toolkit.  You have to bring in multiple tools to do that but also for the design and architecture for weaknesses you have to be able to bring in some smart analysis as well for people.

But going beyond that, a software vulnerability is a collection of one or more of those weaknesses that contain the right conditions to prevent unauthorized parties to force a software to perform unintended behavior.

That’s what we have categorized as the common vulnerabilities and exposure.  CVE has been out there for over a decade.  There are over 48,000 of these CVEs in place while there’s still less than 900 of the common weaknesses, the root causes.  So simply going after the stuff that you’ve already been breeched isn’t as helpful as doing that.

So a common weakness enumeration is a consensus built dictionary as Mike mentioned, but more importantly it’s not just what that exploitable weakness is, it’s what the mitigation practices are that go with that.

And today within our community we have over 31 organizations using this with over 53 products and services that now will go in and do that so organizations such as HB Fortify, IBM has now procured (unintelligible), all of these companies now use the CWE, even Microsoft in producing and then publishing their exploits will now use the CWE as saying here’s where it is.

So industry is now using that as a common lexicon to discuss what is exploited.

And right now it’s been voted at the last ITUT study group 17, question four on finalizing this in February fo 2012 that CWE will become part of the cybex x.dot 1500 series as an ITUT standard and the beauty of that is we now have a lot of countries recognizing this and it’s a common way of talking about it.

So it’s not just about what tools speak in common, but it’s about what you and I can talk about in common, as being able to discuss that.

You can for more information on our CWE website, it’s cwe.miter.org.  With that you also have access to the common weakness scoring system and I’m going to also discuss the common weakness risk analysis framework that could be used for this.

So the content of a CWE is it’s a formalized description within the software development lifecycle, when is it actually introduced because many of these do get introduced at code but some of them are actually introduced at the architecture or design level.

And we list what the common consequences are, the likelihood of exploit, and the reason for understand the likelihood of exploit and this is where you also do some dynamic analysis, it depends on where it’s place in the flow of that.

And so we discussed that in here so developers can actually take a look at that.  The detection methods, the examples both in source code as well as in architecture, the mitigation practices, the relationship with other weaknesses and now the related attack patterns, that’s like why should you care, because this is why you could be attacked and how you could be attacked.

The white box definitions, it’s the lower level structural description, but we also have the listening to the related common vulnerability and exposure, CDEs.  We need to change that.  It’s common vulnerability and exposures with the root cause efforts that goes with those.

So right now within VVSG you actually have called out things without tying it to the specific CWEs but we can do that.  In fact I was talking with Mike on here, all the ones that are listed, we have CWEs associated with that.

The reason that you want to tie it to a standard is because the tool vendors and actually the producers now have something to link to.  You have something to unambiguously discuss this and as an example, if stack overflow does not automatically result in an exception, the application logic will explicitly check for an prevent stack overflow.  That’s CWE 400, uncontrolled resource consumption or resource exhaustion.

We could go through this whole list but I’m not going to bore with the details on that.

The point is the one that you’ve identified as important to this community, we have CWEs for and we actually more in that space as well.

The recommendation is that VVSG could use CWEs as its normative descriptions of non-conformant weaknesses within software.  It’s a common or standardized lexicon of security automation languages and enumerations because that facilitates as a reference greater human understanding of the software weaknesses.

We’ve actually leveraged this in our academic courses.  We’ve got some semantic templates and many universities are now starting to use this to teach programmers about what these weaknesses are and the vulnerabilities associated with them, how they can be attacked, and the mitigations through the common terminology and concepts.

And we actually have rolled that out with our course ware as well and it’s also very useful in automating the tooling because most of these of the less then 900 common weaknesses, there’s only about 630 of them that are at the code level and therefore you can discover them through static code analysis for that.

Again, you have to acknowledge the fact that some of these are at the architecture and design but you have the vast majority of them, the ones that you care about are actually discoverable and discernable at the code level.  So it requires machine readable formalized definitions of CWE in order for tools to be able to do that.

So what we’ve been doing with our community and working with the software assurance metrics tool evaluation group at NIST, we’re developing the CWE compatibility effectiveness testing program, literally where tool vendors are first of all asserting what their tools look for.

Some tools are very good about finding certain things, you know, code hock, buffer overflow.  They’re great at that.  They’ll do a deeper dive on that but if you expect them to do a lot of other things then you’d be disappointed in the tool.

The point is you should have a toolkit to be able to say, if these are the CWEs I care about, do I have the right set of tools to cover it or methods if it requires architecture and design considerations.

So VVSG focuses on the integrity CWEs and the testing program will provide users of tools such as the voting system manufacturing and the voting system testing laboratories with increased confidence that the tools that they’re use truly identify the kinds of weaknesses they care about and therefore that are disallowed in the voting systems.

Dr. Paul Black, I don’t know if Paul is here, he’s leading our effort right now with SEMATE and we actually have the static analysis tool expo that we run in conjunction with our software assurance forum so that’s when we bring in all the tool vendors.  It’s been very important for that.

The common attack pattern is related to that.  I’m not going to go through all the details but understand that the reason for having this, it becomes the common way unambiguously talking about if you have this exploitable weakness, this is how it can be attacked and people should care about that because that’s where you are put at risk.  An exploitable weakness by itself, nobody cares until all of a sudden it’s attackable.

So together these actually provide a foundation for information for the security analysts and it actually helps people on the development side as they’re designing their systems to make sure they’re not subject to these attacks.

And if they do that, we actually do the prevent side and so some of the guidance that we have provided in architecture and design considerations for secure software, we look at the common attack patterns as a way of helping people understand, making sure that you don’t design systems to be exploitable.  So again you’ve got all the details that go with that.

So automation is a piece of this.  It’s not the silver bullet.  There is no silver bullet in here.  You’ve got to do multiple things but certainly automation is the only thing that’s going to enable you to do this quickly.

And so if we look at software assurance, as I mentioned, the level of confidence in software is free from vulnerabilities and that it functions as intended, automation is an area that if we want focus on how this can actually look at the languages, the enumerations, the tools, and repositories that we have available right now and throughout the lifecycle, that means not just at the code level but design, testing, and deployment, configuration, as well as once systems are operational and deployed.

So as I mentioned, automation is one piece of that puzzle and what’s the context, what are the problems we’re trying to solve, where did we start, and how can it actually help you today.

This is not future stuff.  We can actually do this and demonstrate it today.  If you were to look at all of software that’s out there at some point in time and then look at an instance where the software weaknesses that we care about -- because not all software is exploitable, but how do you identify what those are.

So it you took a look at those, which ones are discoverable?  You might want to ask which are discoverable at the code level, which are discoverable at the architecture and design level.

That’s the first thing that organizations who today are starting to certify software not to have CWEs of interest, that we literally have companies who will certify software not to have the group that you’re interested in, they’ll look at that and they’ll compare it to the vulnerabilities.

As I mentioned, common weaknesses contribute to common vulnerabilities.  Common vulnerabilities, it’s nice to know but that’s after you’ve been breeched.  What we’d like to do is address the weaknesses upfront.

So if you look at the set of all discovered vulnerabilities, those represent the 48,000 plus CVEs that are out there today.

And so for software that we’re responsible for and therefore what you’re looking at in voting systems, you want to know which weaknesses are most important to you, which ones do you really care about because to think that you’re going to have 100 percent defect free code or 100 percent secure code, it’s kind of unrealistic but you can at least target the things that are most important to you, where you are most at risk.

So how do you identify those?  We first of all start with prioritizing the risk to be mitigated and we’d like to specify the priorities.

So we actually have organizations who have already worked with us in prioritizing those top 25.  On a yearly basis for the last three years we’ve publishing with SANS the top 25 CWEs.

Now understand that that’s very important because a lot of smart people in industry have said these are the ones that put you most at risk.

The OWASP, open web application security project has listed their top ten CWEs and it’s based on the web applications and the top 25 include many of those but they also spread to other things including real time imbedded system.

So these are a good way of starting but some people will say but that’s not exactly for me.  In fact, if you were in the voting community you can say is that really the right list for you.  It’s one way of getting started if you don’t understand that but we actually have a way of helping you to identify which ones are most important to the voting community.

And we refer to that as the common weakness risk analysis framework so that you could identify of these 800 plus CWEs that are most important to this domain, meaning the technology groups that you use, either web applications, your imbedded systems, your operating systems, which ones do you care about the most in that area.

And we have a common weakness scoring system that allows you to rank those CWEs based on very specific to voting systems and the technologies that you use.

And what we’re doing is we’re looking at creating vignettes.  Now understand that these vignettes are based on looking at the technical impacts of these common weaknesses.  I’m not going to go through all the details here but you’ve got that here.  So we literally are able to develop a technical impact score card as a result of doing that.

We took a look at the various technology groups that are out there.  We have actually looked at this from a perspective of it depends on your business domain, the mission that you’re performing, there’s going to be different CWEs that you care about more then others.

And when we first published this of course we’ve got web applications, real time embedded systems, control systems, endpoint computing devices, you know, those things that lead the enterprise but keep reconnecting such as laptops and smart phones, databases and storage systems, operating systems, identify management systems including device authentication, enterprise system applications as well as cloud computing services.

If you look across the board it ranges from e-commerce, the banking and finance to energy, you know, with the Smart grid, all the way over to public health and e-voting.

And when we first published this with e-voting, I was amazed at the people who came out of the woodwork who said you’re looking at our needs here and so we’ve had a lot of interesting discussions with people who are very concerned about how do we make sure that we look at these common weaknesses that might put the voting process at risk.

And as a result of that we’ve also developed a common weakness scoring system and working with NIST, we’re going to be able to actually fully populate the vignette so that you don’t even have to do that but you could still use the common weakness scoring system to develop a separate one.

And the way you would do that is, for instance if you were using an embedded system by themselves, in other words an individual supplier of a voting device could say, here’s the ones I care about but you also know that they’ve got operating systems so they’ve got to care about that.

If you’re using the databases that they’re going to be stored in that’s another but they’ll say well, I’m not producing that.

At the precinct level or a state who is buying these things, they’ve got to look at the entire set of technologies that they’re using and so working with NIST we would actually develop vignettes either for the individual technology groups or for the entire e-voting thing if you’ve got to be involved in the entire process.

So some of the questions that the voting vignette may help us to answer are what CWEs are disallowed for VVSG, what are the most common CWEs identified in tests for red teaming source code analysis reports of the voting systems, what CWEs have been identified in the test lab, or red team and source code analysis reports but not mentioned in the VVSG, and what are the differences in CWEs for a polling place versus Internet voting system architectures.

You can start asking a lot of questions that say this is where we’re most at risk, what can we do to start mitigating it and that’s really what it allows you to do to get started in a more disciplined approach to be able to do that.

It’s a way of applying risk analysis to weaknesses as opposed to the vulnerabilities meaning actually attack it while it’s being developed and before it’s deployed.  The vulnerabilities are things you’ve already been attacked, or you’ve already been breeched, or you’ve been compromised.

It’s a way of prioritizing potential weaknesses in the voting systems associated with the more serious reporting vulnerabilities thereafter and therefore, and it’s a way to identify and address these types of weaknesses early in the manufacturers development process.  You can actually share with them, saying these are the things we are most concerned about.

In fact I will tell you that programmers really hate it when the testing guys come in and apply a tool because the programmer could have done that themselves.

So we want to be able to enable that and I will tell you through the Department of Homeland Security we’re releasing, actually it’s going to be mentioned this year, the end of this month, standing up the Homeland open security test lab along with our software assurance marketplace where we’re literally rolling out capabilities.

We’ve brought in a lot of the open source tools and we have a way of voting with that, how they find that, but also the more heavy weight tools such as HB Fortify and the other ones, that they can bring these together so that you can literally evaluate products out there using multiple tools.

So is summary, we’ve been working through our community, both in our working groups and the forum to provide a broad resource of assurance activities across the process, people, technology, and acquisition.

It’s a way that you could actually leverage this.  There’s been a lot of work that’s gone into this and it’s not just in the U.S. but we’ve got a lot of international allies who have been involved with this activity.

But in particular the CWE and the common attack patterns are now going to be ITUT standards that are going to be adopted by 109 nations, translated into five languages.

This is something that we can deal with our global supply chain, that we have an ITUT standard under Cybex to be able to do this and it will help strengthen what VVSG is doing in defining an automated detection of weaknesses.  It will be globally recognized.

So a voting vignette is the opportunity to explore why these weaknesses are most important.  Again we’ll be working with NIST to build out that vignette, to make it available, to say these are what’s most important based on the technologies or in the entire space of voting systems and what software weaknesses are prevalent in today’s voting systems versus what are identified important in the future.

This is a great way of getting started.  It’s a great way of understanding what your risk exposure is so that you can begin to take action because it is a way about prioritizing them.

So I’m open to discussion.  I think I actually bought you back some time.

DR. GALLAGHER:     You did, thank you, Joe.  Doug.

MR. JONES:
I want to thank you very much for this work.  I was doing some source code evaluation of voting system software and I found that when I found weaknesses they were in fact categorized in the CWE system and it was very useful to be able to identify them with these known syndromes or whatever you want to call them, combinations of flaws that lead to such weaknesses.

I think this is very valuable work and I think you’re right, it is the kind of thing we should be using in our standards.  Having a standard vocabulary for speaking about these kind of flaws is really valuable.

MR. JARSENBECK:
Thanks, appreciate that.  Debbie, do you have something to add?  Come on, you’ve got to say something.

(LAUGHTER)


Again, I have to say that we’ve done is provide the venue for the community to come together.  We’ve had a lot of organizations and people offer up their intellectual property to be able to now make it publicly available in these.


We’ve made a lot of progress.  I will tell you just within the last three years we’ve made a tremendous amount.  Are we there 100 percent, no, but we have got a lot.  This is not just future stuff.  This is stuff that you can do, apply today to start understanding what your risk exposures are so that you can actually start doing this.


And by the way, I spent time looking at the technical guidance that you’ve got on there.  That’s an eye watering document but I will tell you, there’s a lot of right things in there and it’s just a matter of going through and tweaking some of the paragraphs that say we can apply the things here, guidance for architecture and design, as well as the coding level to be able to give more specific explicit guidance so that developers can actually deliver on this.


I thank you for your time.


MR. MASTERSON:     Real quick, I’m about to dumb the conversation down about a thousand fold, and I guess it’s a question for the group, not necessarily to you and I guess probably Ed who may be sitting over there either loving this or freaking out depending --

(LAUGHTER)


But the question is, what do we do with now and what’s the cost?  You know I was most interested in the idea that me as a consumer can expect or bring about this kind of accountability because to be honest when it gets time to test like I think you recognized, it’s too late, and so how do I as the consumer hold Ed accountable to these sort of things.  How do I use this?


MR. JARSENBECK:
There’s a couple of things.  Because it’s acknowledged you’re bringing in a lot of Legacy stuff.


First of all you ought to evaluate the Legacy stuff that’s already been deployed in using that to ask what is our risk exposure today.


But understand if you’re making decision, an informed decision says okay, the voting devices I have now have these known exploit points. 

I can still make the decision that says I’m going to accept it but I can now take my own risk mitigation strategies to be able to do that but you now become an informed risk decision maker as opposed to letting the supplier make your risk decisions for you.


That’s the first thing it does.  It just helps you start making better informed decisions to do that because you’re not going to have 100 percent risk free systems even in the future but it’s about how do you understand what that is.


And it’s just that the labs are in a great position to be able to tell you what your risk exposures are.  It’s not to say you can’t accept it because in some cases you’re going to say well, we’ve got to live with because if it’s an architecture design flaw the manufacturer can’t just go off and fix a bug but you would like to know well, what is my risk exposure and therefore what are the mitigation practices that are in place.

And that’s where the community can help you to be able to do that.  I mean in some cases it’s sandboxing, there are techniques to mitigate exploitable weaknesses that don’t put you at risk.

And we could have a whole separate discussion on that but the first thing is, you have to know what your risk exposure is.

MR. SMITH:
Matt, I’m not freaking out at all of over this.  This is exactly where we need to evolve to.

MR. MASTERSON:     Great.

(LAUGHTER)


I mean I don’t know, I love it.  I love the concept.  I worry about cost a little bit but, you know, it’s funny and this is not a critique of you at all, I think it’s more a recognition of where were at.


When I’m looking at my exposure to risk, I’m worried about being able to set up the machine.  That’s where I’m at, not, you know, God, the numerous vulnerabilities.  You know, I just want the machine to be there and working.


MR. JARSENBECK:
But what’s your definition of working?  Working is that it produces results?


MR. MASTERSON:     No, plugged in.  Plugged is pretty much where I’m at.

(LAUGHTER)


I mean that’s being honest but that’s not to say -- I mean we as an election community owe it to ourselves to step up our IT game whatever as well.  I mean I think these are the tools that can help get there.


MR. JARSENBECK:
But you would like to think that you are bringing in systems and capabilities that somebody else has checked so that the integrity, that’s not your issue, that somebody else has checked that for you and I think the process that they’ve laid out in place here is something that you should be able to buy with confidence, that the systems have been checked at least at some level and if there’s no risk exposure that says this is what you ought to do to make sure that you’re not exploited.


DR. GALLAGHER:     Thank you very much.  I just want to make a quick comment.  We were excited about sharing this work from DHS with you for a couple of reasons and part of it touches to the cost issue that to the extent you’re looking at broad industry sector adoption of practices and standard and the voting scenario sits on top of that, that really helps support the case where you’re not reinventing a specific set of protocols and approaches that are unique to this domain.


It’s also worth noting that this is a great example, Joe alluded to this, but this is actually a very broad inter-agency effort.  He mentioned DHS, NIST, NSA.  It’s also a very big public/private effort and that’s sort of manifested in the fact that they’re moving immediately to international standards arenas and trying to get this deployed and working with industry.


It also is a good segue to the next speaker because there’s another new inter-agency effort looking at one of the particular classes of technology that were actually on the chart which is the identify management piece and that’s been a major focal point in the last year and we wanted to make you aware of that inter-agency effort because in the context of voting systems the identify management comes up very often, in fact it comes up automatically with the states already and part of the program that Jeremy is going to talk about includes the possibility of doing pilot programs.

So we thought this would be of interest to the TGDC to hear about this national strategy and the initiative behind it.  Jeremy Grant.


MR. GRANT:
Thanks, Pat for the introduction.  Good morning, everybody.  I’m Jeremy Grant.  As Pat was saying I joined NIST back I guess about ten months ago now to lead implementation of the National Strategy for Trusted Identities in Cyber Space.  It’s an exciting program and I want to take a few minutes to talk about it today and answer any questions you might have.


The background on NSTIC as it’s known was called for originally in President Obama’s cyber space policy review from 2009 where there were ten near term actions for cyber security that were called for at the end of it.

The tenth being the creation of cyber security focus identify management vision and strategy, essentially with a look at the inter-section of how identity plays a role in cyber security but specifically called out a need to address privacy and civil liberties interest in the strategy and look for ways to leverage privacy enhancing technologies for the nation.


From the 2009 report there was then a big inter-agency effort led by the White House with quite a bit of input from different private sector stakeholders which culminating in the release this past April of the actual national strategy, signed by President Obama.  It was launched and then was hosted by the U.S. Chamber of Commerce.


At its core what NSTIC calls for is the creation of an identity eco system which is an online environment where individuals and organizations can better trust each other because they’ve agreed to follow standards to obtain an authenticated digital identities.


And there’s four guiding principles that are pervasive throughout the NSTIC.  It’s that the solutions that arise out of the strategy and the work we’re doing to implement need to be privacy enhancing and voluntary.  They need to be secure and resilient.  They need to be inter-operable and they need to cost effective and easy to use.


There’s really three core problems that NSTIC is trying to address and I’d be really curious to get your take in terms of the applicability of them to the voting environment.


The first is that user names and passwords as a authentication technology are fundamentally broken.  Most peple today are now being asked to manage 25 or 30 separate passwords.  I know at NIST our guidance is 12 characters with upper case/lower case, some symbols, some numbers.


And the reality is, I certainly can’t speak for how it is in NIST but certainly with what most folks deal with in the private sector or outside of government, people just tend to use the same one or two passwords over and over again because it has just become too darn unwieldy to try and actually manage all of these.


And even as we’re making passwords stronger in terms of the number of characters and the variation in them, they are still not particularly strong as a technology.  They are still vulnerable to plenty of different attacks, whether it’s the man in the middle attacks, fishing attacks, brut force attacks.

It makes it very easy for criminals to get the key to the kingdom so with that we’ve seen sharply rising cost of identify threat and cyber crime, a lot of it tied to the fact that we’re actually using passwords.


Just to illustrate the problem a little bit more, Verizon and the Secret Service do a study each year on data breeches, looking at the different methods of attack that are actually used to breech different systems and steal their data.


Four of the top seven and five of the top 13 breech methods of attack, all were tied in one form or another to the fact that we have passwords at the center of a lot of different systems.


To illustrate the problem a little bit differently in terms of how hard password management is.

(LAUGHTER)


This is one of my staff members.  This is actually his mother-in-law.  I don’t disclose which person on my staff it is, both for his safety and for hers, mostly for his because I think some Thanksgiving he took a picture of her password management system.


But this is what she has.  He photo-shopped it to blur all of it out so you can’t actually use it for anything but two pieces of paper are taped on each side of the computer.  This is a pretty sophisticated password management system in 2011.

(LAUGHTER)

It’s certainly more sophisticated then what I have myself.  This is also the travel addition, when she’s on the road.

(LAUGHTER)


So a bunch of 3 by 5 cards with a hole punched within a ring.  We think we might be able to come up with something better.


The second issue we’re trying to deal with today and I think this certainly becomes a big as you look at potential voting online is that 18 years after the famous New Yorker cartoon was published where the dog says to his friend the dog, the great thing about the Internet is nobody knows you’re a dog.


The dog cartoon has actually evolved a couple of times.  In 2005 we had the dog say to the dog, I’ve had my own blog for awhile but then decided to go back to just pointless incessant barking.

(LAUGHTER)


And then the 2007 Facebook version where the dog says to his friend the dog, on Facebook 273 people know I’m a dog but the rest can only see my limited profile.

(LAUGHTER)


So I always make it clear when we’re talking about dogs on the Internet, particularly when I’m talking to privacy advocates, the government has no problem with dogs online. 

We recognize that the ability to be anonymous or operating under a pseudonym is something that should not only be permissible but is in fact desirable, whether you’re simply surfing the web or leaving very politely written, well-thought out comments at the end of some news article online as some Americans like to do.

There’s really reason that you actually need to authenticate and prove that you’re not a dog and there’s nothing about that we’re trying to change.

The flip side of it is there’s a lot of services both in the government as well as in the private sector that we could move online but we don’t because we don’t have any easy way to authenticate that the person we’re dealing with is in fact a person and a specific person and not a dog.  And so I’m sure voting is one of these issues.

You know, we’ve also been dealing with agencies like the IRS, Social Security Administration, the VA, all of whom would like to start moving the next generation of services online but can’t right now because they can’t quite solve that problem and so people continue to come into their offices or flood their call centers with phone calls or do stuff through the mail, all of which is costly and not particularly efficient, particularly in 2011.

The third thing that we’ve been trying to tackle with NSTIC, the strategy is a part of the administration’s broader privacy agenda, a lot of which is focused on how can we give more control and more choice to individuals in terms of what information they actually have to disclose for a transaction.

I think everywhere we go today we find we’re often asked to create a new account every place you go and with it provide usually a lot more personal identifiable information then is actually necessary for a particular transaction.

More often then not that information is then stored by companies which is creating honey pots of data for folks with nefarious interests to go after and, you know, between Sony Play Station and a half dozen other high profile breeches of the last 18 months, it should be clear that there are sometimes problems with this.

So one of the focus areas of NSTIC is looking at, you know, not just from a policy perspective but also how can we leverage privacy enhancing technologies that would allow any of you when you go online to engage in a transaction to only have to provide those specific attributes about yourself that are necessary to complete the transaction rather then name, date of birth, address, social security number, the usual types of things we’re often asked for.

And so we have the picture of the movie ticket with the driver’s license because when I go to the movies, actually I never present my driver’s license anymore but when I was say 17 and did, it didn’t really matter what my birth date was, where I lived, how tall I was, my eye color, all they needed to know was that they could sell me a movie ticket but in fact they were looking at a lot more information.

And so enabling that sort of very specific attribute based transaction rather then having to provide a whole slug of information is something that we’re very focused on within the strategy and I can imagine within voting given some of the sensitivities in states with voter ID laws and whatnot, that could also be something that could be an interesting discussion.

Just following up on the privacy standpoint, from the privacy perspective, personal data is abundant and growing.  This is a chart that I borrowed from something the World Economic Forum did last year.

They have done a lot of work around the concept of the personal data eco system and how much data on each of us is now being collecting and is out there these days and being bought, sold, and traded.

And while some of the fine print is hard to see, you know, you’ve got financial information, government records, your location and activities you’re engaging in, communications, both text message as well as who you’re talking to over social media, different relationships, all these different aspects all sort of are some aspect of your identity and the reality is that most people don’t have much control over how that information is actually collected or bought and sold and traded.

And one of things NSTIC looks to do is to be able to give individuals more choices over how that information actually is shared and when it’s shared and under what conditions.

So looking at these three problems, Trusted Identifies can provide a foundation to solve all of them.  You can have security with technology that is something better then a password to help fight cyber crime and identity theft and hopefully increase consumer confident online.

We think we can improve privacy standards and norms, offering individuals more control over when and how their data is revealed and given them the ability to share less information and we think the economic benefits will be significant.

If you can reliably establish that an individual is in fact not a dog, you can bring a whole new range of transactions online and hopefully reduce some of the costs involved with sensitive transactions.

So the vision with NSTIC and I always point out, this 2016 date is a little arbitrary and I actually think we can get some real progress much sooner then that, but within a couple of years let’s say, there’s an identity eco system where any individual can choose from among multiple identify providers and digital credentials for convenient, secure, and privacy enhancing transactions anywhere at any time.

So, you know, one of the questions we always get asked is well, how do you know that this matters and an example I like to highlight the most is what the Department of Defense found several years ago when they did a really interesting thing.

Everybody has always been used to using user names and passwords to get on to computers and networks.  In 1999 the Department of Defense started issuing something called the common access card which was a Smart card that included a cryptographic code processor with the ability to generate three different PKI certificates on the card.

And people carried them around DOD for a few years and didn’t really do much with them until in about 2005 the Defense Department said, you know what, now you’re going to only log into computers and networks with the certificates that are on this card and you can no longer use user names and passwords.

When they mandated this and it was not completely overnight but it rolled over a couple of months within different components in the DOD, they found a really fascinating thing which is that their network intrusions fell about 46 percent and the reason for this was that all of the stolen (unintelligible) user name and passwords that were hanging out there suddenly became useless and it really illustrated how commonly used password based attacks actually work.

Now to be clear this is not a silver bullet and I’m not sure there is any single one in cyber security.  DOD certainly had the other 54 percent of problems and it didn’t take long for the bad guys to move on to new vectors of attack but as we do try and focus on raising the level of trust online and going after some of the most easily exploited vectors of attack, we like to point out the DOD experience as an example of why this actually matters.

Now the flip side of this of course that I often get asked, the next question is wow, 46 percent.  That’s stunning.  If you can delivery those kind of results why aren’t we all using this technology today?

And the answer is because there are a lot of barriers that are out there that to date the market has not yet overcome. 

Higher assurance credentials tend to come with higher costs and higher burdens.  They often have been expensive, certainly the common access card has not been a cheap credential to issue and there hasn’t necessarily been a business case for somebody like my mom to go get one nor has there been a lot of applications that have been asking for it in the consumer space.

They tend to be kind of impractical for a lot of organizations to use because of some of the costs or some of burdens and so what we’ve seen in the marketplace is when they are deployed they tend to be for single use applications as opposed to applications where you could have true inter-operability.

So a classic example of that is my broker is E-Trade.  They give me an RSA token which is a one time password generator, not quite as secure as say the Smart cards that we carry in government but a nice factor to have as a second factor to authenticate.

I can only use it with my bank at E-Trade.  I can’t use it any place else that I go because there aren’t any rules for inter-operability that are out there and there are not any standards.

Likewise the business model has never really been fleshed out for true federated identity using a single credential across multiple applications in the economy and there are some big issues like liability, you know, who is accountable when something goes wrong.  There’s really an open firm rules on things like privacy.

These are some of the barriers that the market, you know, has really needed some help with.  There also been some usability challenges I’d say with some of the technology.

So zeroing in on a lot of these barriers is actually where our office in implementing the NSTIC is really trying to focus quite a bit of attention, the idea being that if we can’t tackle them head on and actually work collaboratively with private sector stakeholders to find solutions to them, we’re not going to actually get too far in this.  You know, as great as the strategy itself is, we need to get through these before we can make much progress.

So what NSTIC calls for is for the private sector to lead the effort and for the government to provide support.  It’s really important to note that this is not a government run identity program.  It’s a strategy that is put out by the government.  NIST is in the lead to actually lead the implantation but we’re not making technical decisions.  We’re not actually buying anything other then perhaps funding a few pilots and demonstrate some different ideas and concepts.

This is really up to the private sector to lead the effort and in drafting the strategy I think the White House came to the conclusion that industry would really be in the best position to drive a lot of the technologies and solutions for this market and also to really point out what the barriers are that need to be overcome.

So what the government is looking to do is provide support to all this.  For starters we’re heavily focused on if we want the private sector to lead how, can we help catalyze the formation of a steering group that can essentially provide a governance model for this eco system, this entire marketplace to work.

And to that end we’re getting close to putting out a paper with some recommendations on it which will include having NIST put a grant out to essentially catalyze the formation of these group, get it started for the first couple of years.

We also want to help facilitate and lead development of inter-operable standards.  Being NIST this is something we’re kind of good at, and also work outside of the technical areas to help provide clarity and some national policy and legal framework around liability and privacy.

This is an area where I don’t know if NIST as a core is generally known for doing work but it’s important to emphasize while NIST is leading the implementation of NSTIC, it is a true inter-governmental effort.  We’re working with some detailees from several other agencies right now and getting support from other parts of the government as well.

Finally the last thing the government can do with these solutions is act as an early adopter to stimulate demand.

If there is doubt within the marketplace about whether you can trust these new types of credentials that are being proposed for use and whether you can trust the policies and the operating rules that will sort of govern how they are used in a network.

One of the best things that the government can do is actually sign up to accept them early on and demonstrate that we’re willing to trust them, can help provide we think a good foundation for the rest of market to look at that, hey, if the government can actually trust it and sign it to some of these rules and policies then a little company can as well.

It’s really important just to reiterate privacy and civil liberties are fundamental.  While NSCTIC leaves a lot to the private sector one thing it does not mince words on much is that increasing privacy has to be something that is achieved within this effort so there’s definitive focus on helping to minimize sharing of unnecessary information and also adhering that any solutions that are in the space, adhere to eight fair information practice principles that are focusing on things like notice, choice, redress, you know, the ability to essentially put the individual in more control over how their information is shared or used.

We also try to emphasize what we’re looking to do in NSTIC is going to be voluntary and private sector led.  Individuals can choose not to participate.  They don’t need to get a credential and those who do will be able to choose from what we think will be a pretty diverse marketplace of both private and public sector identity providers.

And finally the government is not creating any central database.  I often get asked by some advocates, you know, what three letter agency are you guys fronting for here and the answer is none.

And there’s a reason that they’re not involved in this.  This is really something that’s actually genuinely focused on getting better technology that came be privacy enhancing and more secure into the hands of individuals so they can better protect their information online.

And final as I mentioned before because we don’t have a problem with dogs on the Internet, there’s a lot in the strategy that looks for ways to preserve anonymity and pseudo anonymity and it can continue to insure that the Internet is a vibrant and open place that can support free speech and freedom of association.

It’s important to note real briefly, other countries are moving forward.  Having a digital identity strategy is not necessarily unique for a country.  What is unique is I think the American approach, which is rather then say the government should simply issue a national identity card and have that be the solution, we’re leveraging the private sector.

And actually I’ve been surprised by how many countries who have gone the national ID route in the past have actually reached out to us in the last few months with tremendous interest in what we’re trying to do with NSTIC, in part because some of them are realizing that the one size fits all approach of a country that simply decides on a technology and pushes it out, in fact it’s finding it is not getting them some of the results that they would clearly like to see in terms of true uptake of the credential and use of it every day for different types of digital transaction.

And they’re also of course looking at the cost because these things aren’t always cheap and the notion that you could rely on the private sector as a partner to help deploy these technologies is something that is of interest to quite a few countries.  So needless to say we’re being watched by a lot of friends around the world.

We’ve had really good industry and privacy support.  I think I mentioned the Chamber of Commerce hosted a launch event.  While they hosted it we had a couple of privacy advocates, Leslie Harris from the Center for Democracy and Technology and Susan Landou who is a researcher up Harvard, both came to endorse the NSTIC as did a number of others.

The strategy really went out of its way I think to try and balance the interest of market and the interest of security with the interest of privacy and the types of endorsements that we’ve gotten from stakeholders in different sectors has been really reflective of the fact that the strategy really does take the right balance.

So we often get asked by people who paid attention to the identity space for awhile, haven’t you all tried to do this before in the government and the answer is there’s been a couple of other efforts over the last ten or 15 years to do a federated digital identity strategy.

So of course the next question that we get asked is well, what’s different and the thing I like to point out more then anything else is we’re really in sort of a special time I think where the technology keeps getting better and better.  It’s much more mature.

The range of innovation going on particular around mobile devices is absolutely stunning.  I’ve worked in and around this whole identity and security sector for about 15 years now and I can say without any reservation the amount of innovation going on the last 18 months around Smart phones and other mobile devices in terms of using them as a platform to get a strong credential of individuals far surpassing anything I’ve seen in the last 15 years.

So it’s really an interesting time and there’s a lot of great new technologies that are being put out there that I think will smash through some of the barriers that we talked about earlier.

In the meantime the problems keep getting worse every year.  Cyber crime is going up, identity theft is going up.  More and more reliance on passwords is being exposed as a major problem so organizations and individuals want these solutions and the range of groups who have really been reaching out to us in the wake of NSTIC being released has been quite stellar.  There’s really quite a demand for it.

There is a market that is out there today but it (unintelligible), it needs a little work.  Most would say it needs a nudge towards things like inter-operability and standardization, clarity and some big policies issues like liability and privacy that I mentioned and an early adopt to stimulate demand.

Government is something that can meet all three of these to facilitate with the private sector needs.

And finally with the strategy signed by the President and backed by the White House you’ve got a really good clear vision of how we should go forward.

So our next steps in terms of where we’ve been focused, this past year -- it’s probably important to talk about NSTIC sort of pre-budget and post budget since we are a government agency and that kind of impacts things.

So the NSTIC was launched in April.  We didn’t actually get funding or significant funding until about a month ago when Congress actually passed the minibus bill that funded the Commerce Department for 2012.

So without having funding until a month ago a lot of our focus was on putting the foundation in place for what we do to execute when funding actually arrived.

So we started with convening the private sector.  We held a number of workshops around the country on governance, privacy, technology, and standards.  Governance we sort of flagged as a long pole in the tent as the steering group if the private sector is actually going to lead the implementation of the NSTIC, we need to try and get a steering group formed quite quickly.

We published a formal notice of inquiry from NIST back in June seeking input.  We got 57 responses on it which we’ve parsed through and as I mentioned we’re expecting next month we will actually publish our recommendations and to look to catalyze the formation of the steering group.

We also because we did get funding, $16.5 million in total for fiscal year 2012, are in the midst of establishing a new NSTIC pilot grant program.  We think it will be somewhere in the range of $10 million they will be able to allocate this year.  We’re in the process right now of developing criteria for selection and assessing potential programs.  The hope is that we would launch the formal pilot programs by this summer.

And finally we’ve been spending quite a bit of time working with other agencies to help them demonstrate that they can in fact been an early adopter.

Long before the NSTIC the federal government has had an identity credential and access management roadmap known as VICAM with the process relying on what they call trust framework providers which would essentially be trusted assessors who are third parties who have gone through a certification process with the government to then be able to look at a credentialing solution from.

I’ll give you some real world examples, companies like Google, PayPal, Semantic, Verizon, all have had their solutions certified for use.

And so trying to find ways to help agencies take creative approaches and start leveraging, accredit the third party credentials in their own government applications is an area we’ve been spending time.

So with that I’m happy to take any questions.  I’m not sure how much time we have.

DR. GALLAGHER:     Just a couple of minutes if we want to hold to our break schedule.  Any questions from the group?

Jeremy, could you answer one question.  So in your slides you talk about the public role really in the federal context alone and then private sector role but states of course have always played a major identity management function in the course of the voting context.  That seems relevant here.

Can you talk about states and whether they’ve been involved in these discussions about the strategy?

MR. GRANT:
Sure.  States are absolutely going to be important.  Since I’m in the federal government obviously I have less control over them.  It’s been harder to nudge some of them relative to some federal agencies where you have White House support.

You know, things like Steve Van Roekel, the federal CIO put out a memo back in October mandating agencies start to leverage some of these approved credentials.

But states are very important for a couple of reasons.  One is states tend to be in the identity business with things like drivers licenses and birth certificates and whatnot so we think that they have a great role to play potentially as a provider, a credential provider in the identity eco system.

Second is we’ve talked to a lot of states, primarily the CIOs who have reached out and talked about their interest and actually having a eco system of credential providers that are out there that they could then rely on to try and start moving some different applications online that are of interest.

We’ve been doing quite a bit of work with NASCIO, National Association of State CIOs.  They submitted comments both in June of 2010 when the original draft of the NCTIC was released as well as to the notice of inquiry on the govern structure and we think that they’re going to have a very big role to play.

And I can say separately there are two or three states that have sort of stuck their neck out already and expressed an interest in either pilot programs or trying to take the lead in some other way to actually be supportive of the concept.

So I think as we look to get our criteria for pilot programs finalized one of the groups we will obviously look to work with will be the states and looking for innovative ways that we can fly this concept to help them better offer services online.

MR. BELLAVIN:
Steven Bellavin.  I have many, many things to say about NSTIC, most of which fortunately are not relevant to this group so I will spare the audience but one concern that is relevant to voting that could be rather difficult to address (unintelligible) is states have a big interest in making sure people don’t register to vote twice, or vote twice.

Given the many different ways people can represent names and addresses and so on and you can deal with different identity providers, how would you suggest trying to approach that problem?

You know, do I register and get one credential as Steven Bellavin and another is Steven Michael Bellavin, and S. Michael Bellavin and so on and give different addresses, my previous address, my current -- I moved and I didn’t update.  How would I prevent being registered to vote multiple times using these credentials.

MR. GRANT:
So I’ll be quite honest, we haven’t spent a lot of time thinking about the specific voting application.  I think it would be an area that we’d love to explore a little bit more.

One of the things that NSTIC specifically focuses on is actually allowing you to get multiple credentials if you like.  Nobody is trying to pin you down to one and we often describe it as, you know, what consumers will have the options to have is similar to keys on a keychain where they can use the appropriate key depending on the application.

So if this were to be applied to electronic voting there would probably need to be a significant amount of work done to make sure that this would not then be an avenue for touch of fraud that you’re talking about among other things.

MR. JENKINS:
Phil Jenkins with Access Board.  Is biometrics part of this at all?

MR. GRANT:
Biometrics could be.  Our general view on different technologies is what is the market actually going to accept, what are consumers going to start using.  So there’s no reason that biometrics couldn’t be part of it, likewise there’s no mandate for biometrics to be part of it.

There are certainly solutions that are out there today that involve biometrics that would be perfectly feasible under this.

MR. JENKINS:
The reason I asked, often there are single biometric perimeters like thumbprint or an iris and there are individuals who don’t thumbs or don’t eyes so you always want to make sure that there are alternatives.

MR. GRANT:
Right.  Again, we’re really focused on trying to catalyze the marketplace of different credentialing solutions.

And so one of the things that actually really attracted me to this program was the fact that it was relying on the marketplace to help drive solutions rather then have the government try to mandate any specific technology because you’re right, biometrics while they are great for a lot of things, they are just a tool, they are just technology like a lot of other authentication technologies.

So there’s nothing within the NSTIC that either precludes or suggests that biometrics should play a role bigger then any other authentication technology.

MR. JONES:
This is Doug Jones or I should say for the purpose of this discussion Douglas W. Jones.

(LAUGHTER)


My problem is that there are a lot of Douglas W. Joneses in the world and we are routinely confused with each other.


There’s a convicted felon named Douglas W. Jones in Colorado.  There’s a bank vice president named Douglas W. Jones somewhere out there on the Internet.  It turns out I’m unfortunately stuck with a really common name and all kinds of people have tried to find ways to automatically disambiguate the Douglas Joneses of the world and they are by and large failing completely.


And I don’t see any solution short of biometrics or short of national ID that would solve this problem and the fact is I frequently end up in one way or another being victim of the number of me that there are and so I’m very skeptical.


MR. GRANT:
So let me try and recast a little bit.  First of all the point you’ve raised is absolutely legitimate.


To clarify and I guess there’s a few of you.

(LAUGHTER)


And I can’t imagine there’s more then one Pat Gallagher.

(LAUGHTER)


Yeah, you might be all right.  A lot of what NSTIC is really focused on is trying to create options that would not rely on an organization having to issue you a credential for everything that you do.


So I do want to make clear that NSTIC is not necessarily intended to be a catchall that is going to solve every identity conundrum that is out there and there are several including the one that you raised.


It’s much more looking at it from a risk base framework for how can organizations today that have absolutely no way to figure out whether or not you are dog online and then have to rely on other means, start to rely on some technologies that are developed in a partnership between the public and private sector to start to be able to de-risk a lot of transactions and in doing so we can hopefully improve our cyber security posture and give people more control over things like privacy and have a tool that they can improve their security.


So what you’re saying is absolutely correct and there may be some things with NSTIC that it does not solve.  It’s much more focused on how can we at least address a significant swath of online transactions and be able to take risk out of them and bring in some new layers of assurance.


It’s worth noting as well, I mean certainly the way NSTIC defines levels of assurance online actually looks at a similar risk based approach.

This dates back to 2004 when Office of Management and Budget put out memorandum 0404 that basically says there’s four levels of assurance for government transactions ranging from level one which is very little assurance, essentially we really don’t care even if your name is Doug Jones at all, all the way up to level four where you really need to know with great authenticity that somebody in fact is who they say they are and really the only technology that actually meets that is the Smart card that I was talking about earlier that has PKI certificates, and by the way they fingerprint me here in the government and run it against the FBI database before they issue it too.  So it’s a little high powered.


I think a lot of the interesting transactions, both in government where we could start to move things online as well as in the commercial sector are what I refer to as that dense chewy middle in between at levels two and three where you need to have some assurance or pretty good assurance that somebody is in fact who they say they are, but you can still look at it from a risk base framework and be willing to accept that there may be some chance that there is actually a problem in there.


And certainly when you talk to some of the companies in the commercial space, they are starting from basically nothing right now so anything that they can do to try and elevate things to them is great progress.  But a great point to raise.


DR. GALLAGHER:     Great, thank you very much Jeremy.  Appreciate that.  And let’s go ahead and take our break and we’ll shoot for ten minutes knowing we’ll probably slide a little bit.  Thank you.

(Short Break)


MS. COLLINS:
Welcome back, everyone.  It’s my pleasure to introduce David Burn of the Federal Voting Assistance program who will be giving us an update on the federal voting assistance program.


MR. BURN:     Good morning.  My name is David Burn.  I’m the Acting Deputy Director for Technology Programs for the Federal Voting Assistance program.

Came into federal service as of August of 2010, and part of our portfolio that I’ll be going over today is our progress and research efforts to support the ongoing mandate that we have for the electronic voting demonstration project as well as pilot programs that have been authorized under the MOVE Act, and also looking towards our engagement with EAC and NIST on standards development.

Currently we’ve been closing out 2011 research efforts, focusing on Wounded Warrior accessibility issues and translating those into ongoing efforts for characteristics of our electronic voting demonstration project.

Also doing a baseline of security for what we term electronic voting support wizards which was a 2010 effort in which we assisted states in acquiring online ballot marking systems.

So this is part of our ongoing effort to deliver ballots to military and civilian overseas voters that are away from their polling places on election day and pursuant to our mandate under the Uniform and Overseas Civilian Absentee Act.

So this slide gives a snapshot as to where we are with our ongoing research efforts.  So far we’ve completed our Wounded Warrior research initiatives focusing on disability analysis for the Wounded Warrior population, our current gap analysis for voting assistance while Wounded Warriors are receiving treatment, as well as Operation Vote which was our direct usability assessment of our electronic voting support wizards as well as those systems that were originally -- that have an architecture for Internet voting.

We also did voting system test laboratory testing against the UOCAVA pilot program testing requirements to give us an assessment moving forward and perhaps provide some additional context as to where we are when it comes to security and overall usability of these systems as we move forward with standards to support the electronic voting demonstration project.

And then lastly of the completed objectives so far we also did penetration testing on those same systems, the electronic voting support Wizard as well as those systems that originally are (unintelligible) for Internet voting.

Ongoing efforts include our 2012 grant programs which are again focusing on a more expansive effort to offer online ballot marking systems to voters in overseas locations or in the active duty military in which they mark their ballots online, print out the marked ballot and mail it back, this eliminating one of the key points of problems that we have for UOCAVA voters which is one of the points of transmission.

We are also engaged in our cyber security review group effort which is constituted of various federal agencies that are looking at information security and information assurance.  This is to help validate our approach moving forward with scoping our electronic voting demonstration project.

And then finally ongoing effort is our UOCAVA solution summit which is our public engagement with computer scientists and other stakeholder groups who have an invested interest in understanding where we’re going with our electronic voting demonstration project and providing some additional insights.

So what I’m hoping to do is provide an overall high level description of our research efforts to date.  All of our reports are currently (unintelligible) both with the EAC and NIST and we hope to release those in the next six months on a rolling basis.

And then also what I want to do is provide an update as to where FVAP is in our long term progression and planning for the electronic voting demonstration project.

And I realize that most of you did not receive your read ahead slide until either yesterday or this morning so I apologize for that and am very mindful of that and will be happy to answer any questions that you have.

So part of our Wounded Warrior research initiative was a direct focus on disability analysis.  We did this in two phases.  What we wanted to do was do a series of individual interviews first of all to understand more about the Wounded Warrior transition program, treatment care facilities, and exactly what wounded warriors experience.

So we conducted a series of interviews at various locations including Walter Reed, Brooke Army Medical Center in San Antonio which was illustrative of the challenges that wounded warriors face when it comes to usability and receiving voting assistance.

The first phase had over 100 interviews.  We assessed the current level of accessibility in our engagement with the voting assistance program to identify existing gaps.

And then the second phase was to basically assist with validating those initial research findings and actually conduct Operation Vote which was our direct usability assessment of the electronic voting support Wizards as well as some Internet voting system architectures at Brooke Army Medical Center.

This was a very successful effort in partnership with the Barrett County Elections office in San Antonio.  They were a tremendous help to us.  It was held over two days in which we did also post usability assessments, direct interviews with the wounded warriors themselves.  Included in that is also our overall usability assessment on existing FVAP.gov tools.

Federal voting assistance program offers online ballot Wizards for the completion of the federal postcard application as well as the federal write-in absentee ballot.  So we wanted to do an initial assessment as to what improvements we can make to increase the overall usability.

Some of our initial core results and recommendations, and this is going to be at a very high level out of respect for where we are in the (unintelligible) process for the reports but I did want to give the TGDC members an idea of where we are.

Both the Internet voting system and electronic ballot deployment system platforms were highly rated for usability overall.  One of the recommendations stemming from this was to conduct additional testing of both types of systems in both the VSTL and operational testing environments.

As we move towards potential consideration of pilot programs as well as the overall electronic voting demonstration project it’s going to be critical for us to come to some understanding as to reconciling the wounded warrior accessibility challenges with usability standards for these systems.

Some users did have problems with complex log in procedures, navigation displays, general scrolling features and I think this goes to the overall usability of really what we see with DREs a lot of times and page by page navigation versus scrolling and there’s definitely a level of maturity for some systems versus others.

So we want to share some of these recommended changes with system vendors, recognizing that this was an initial snapshot and recognizing also that this is an ongoing development and improvement process.

The UOCAVA pilot program testing requirements, we also recognize that there were some inconsistent organization, redundant and vague requirements and really this doesn’t speak to the quality of standards themselves but really just in addressing how to translate some of the usability standards and try to do assessment that we experienced during Operation Vote and also our initial assessment in the post exit interviews that we did with wounded warriors.

So we’re going to be socializing a lot of these recommendation directly with the EAC and NIST which is what we’re currently doing and then we look to do hopefully an expanded brief to various stakeholders, posting those on the federal voting assistance program website for public comments as well.

VSTL testing, this was part of our effort to do a snapshot as to where we are with regards to the pilot program testing requirements but also a snapshot as to the overall level of security built in to the existing systems, evaluate the quality of testing across the voting system test laboratories as the federal voting assistance program looks to do some sort of accreditation, not necessarily certification of these systems, but definitely we’re going to want to make sure we engage in this as we move forward.

We also want to identify common gaps across the vendors so that we can educate the standards development process for the demonstration project and establish a base line of how well vendors are compiling.

One of the limitations or a couple limitations we experienced was that this was not a direct replication of the EAC certification effort.  We focused our efforts really on the accessibility, functionality, and security provisions of the pilot program testing requirements.

And so part of that, we did not review source code.  We did not receive a technical data package from the vendors, and the vendors were not allowed to do any remediation or retesting.  So this was just an effort to do a quick assessment as to where we are and help us move forward with socializing this feedback directly back to the NIST and EAC.

We engaged with two accredited voting system test laboratories, Wiley Laboratory and (Unintelligible) Global Solutions.  The electronic voting support Wizard vendors included Credence, Democracy Live, Everyone Counts, and Conneck and then those were those who participated in 2010 efforts as part of our pilot program.

And then voting system architectures included Dominion Voting, ES&S, and Sidell.

Some of our results and recommendations was that no systemic issues were noted during our voting system test laboratory assessment.

Most of the findings thus far need to be socialized further as I think they point to some issues that would have been mitigated if we were engaged in a full certification effort and reviewing source code or technical data packages, or having the EAC or some other body serving as an arbitrator for RFIs, request for interpretation.

The labs reported pass/fail at different levels and it speaks to the need for additional standardization so it would help us in our assessments.

Portions of the pilot program testing requirements can be made applicable to web based solutions but they need adjustment in order to increase their viability.

And then finally VSTL reports were widely different in their formats and again from the standpoint of programming implementation we would like to see greater standardization across the VSTLs and how they are recording and coming to some terms as to what standards are testable and which ones are not, which ones are applicable and which ones are not.

Penetration testing, this was our initial entrée in a response to concerns from our public engagement as to the security posture for Internet based voting systems, whether they’re electronically voting support Wizards for online ballot marking devices or originally architected for Internet voting.

So this was an active penetration test that we conducted in partnership with the Air Force Institute of Technology as well as a private vendor Red Phone who assisted us with the penetration test.

And this was done at Wright Patterson Air Force Base in direct partnership with Dominion Voting, Everyone Counts, and Sidell.  This was a 72 hour testing period.  We did scope it purposely so that there were no denials service attacks, there was no social engineering, and no attacking of business systems on the same network.

It definitely provided some core findings for us to consider for the future in regards to identifying common vulnerabilities.

There were no successful penetrations during the voting sessions themselves.  There are some improvements that can be made on how the systems are being hosted and making sure that they are isolated servers.

Intrusions attempts were quickly identified.  There is a general recommendation also for disabling non-essential services and ports and then also like I mentioned before, isolating those voting systems from other support and business systems.

In regards to the evaluating of methods of penetration testing, future tests, we certainly recognize that they need to be greater than 72 hours to replicate the dynamic threat environment.  Future efforts need to reflect the actual threat environments themselves.

This was a very controlled penetration test.  How we leveraged the students at the Air Force Institute of Technology as well as the vendor representatives was that there was definitely a need for making sure we’re maximizing the difference in the attack vectors that individuals are deploying and making sure that we have a very robust penetration test.

So from our standpoint we look at this from a scale of 1 to 10, 10 being the most robust type of penetration test.  We are very cognizant of the fact that we are at a number two right now.

Looking ahead a little bit towards 2012, we are actively engaged with our grant program for the 2012 election cycle.  This is electronic absentee systems for elections, otherwise known as EASE as DOD always loves their acronyms.  This is our appreciation for that.

So this is a direct grant to assist state and local governments with offering online ballot marking devices or systems.  We closed those applications as of the 13th of July and we established the following technical criteria for those applicants to focus on significance.

How much were their proposed solutions going to address problems with UOCAVA voting?  How sustainable was it?  How much was that system going to be available after the life of the grant, and what was the overall level of impact and the number of UOCAVA voters served?  We also looked at strategic approach, the level of innovation, the scalability as well as collaboration and the overall cost benefit analysis.

Currently, and actually I think this might be a little bit out of date but at the time that this slide deck was prepared we were at eight grants that had been awarded, 17 grants remain in process, and again the emphasis is one technical innovation, durability, sustainability, and the number of voters that will benefit from these systems.

But most importantly no funding of voted ballots electronically in live elections will be permitted with the use of our grant funds.  We have permitted the use of voted ballot transmissions for mock elections, elections that are otherwise not directly related to the actual ballots being cast and considered for the 2012 cycle.

Other developments include our cyber security analysis group.  Again this is our federal representatives only.  This is a lot of the usual suspects.  But this is to help guide FVAP in its approach for the electronic voting demonstration project.

Members of this group include NIST, EAC, FBI, Air Force Institute of Technology, DIA, DISA, DTIC, that’s the Defense Technical Information Center, NSA, Naval Research, as well as others within the DOD environment.

So what we expect to do, one of our key milestones moving forward is to develop a concept of operations because I believe this is an outstanding issue for NIST on educating the standard development process and assist the TGDC with their work as well.

UOCAVA Solutions Summit, this is our engagement with the public, computer scientists, and other stakeholders.  We’ve hosted a series of meetings looking to solicit their engagement.  They have been a tremendous help to us and led to a breakthrough that we’re very excited about and I’m going to brief you here on it shortly.

Invitees to this summit include public advocates, advocacy groups, service providers, as well as other government agencies.

The last meeting we held was in San Francisco back in August of 2011 and on the last day and the last hour there was a general term or support given for the idea to pursue an open competition for the development of our electronic voting demonstration project.  This would be modeled very much similar to previous NIST competitions, focusing on algorithms.

So the idea here is that the competition itself would take the best and brightest that is offered in computer science or industry fields and see what we can do to develop workable solutions to support FVAP mandate for electronic voting demonstration project, maximizing our transparency and participation across all levels.

We are currently exploring our partnership with the Defense Advance Research Projects Agency, otherwise known as DARPA to host and conduct the competition but this remains a moving target at the moment and we’re still in the process of looking at it in terms of a MOA and moving forward.

And the next meeting that we’re currently looking to hold is in Belview, Washington prior to the EVTUs next conference.

So I mentioned at our engagement with the UOCAVA Solution Summit on the last day and last hour, going into that meeting we had a general conceptual timeline of our overall implementation for the electronic voting demonstration project.

And that would put us in regards to the EAC standards I believe it was tracking towards May of 2014 with the consideration of a demonstration project in 2016.

Given the advent of the competition concept and its value and maximizing its value, but also recognizing there’s a potential risk for a competition not yielding a viable system for deployment to support our requirement, I’m going to go to that in just a second, but some of the aspects of the competition that we were focusing on is that it’s going to be fully open.

Concepts and architectures are going to be submitted with full public review and comment.  The source code will be disclosed, government review and selection will take place to allow for particular systems to make it to the next phase.

We envision three core phases, the first phase being socialization of the concept of operations which I mentioned we will be looking to deliver in early 2012 as well as high level guidelines that are currently being worked up now and have been I believe adopted by the TGDC to serve as overall guidance.

So as much as possible what we’re trying to do is make sure we’re integrating all of the existing work that has been done to this point and establish an integrated effort moving forward.

The second phase would apply usability standards to make sure that the initial concept that goes into coding would actually adhere to general usability practices to make sure we have a very viable platform.

The third phase would be the actual execution of the demonstration project in which we would then subject those systems that are qualified to penetration testing as well as conformance testing to the eventual standards that are in place.

The challenges will be to make sure that we scope the first phase sufficiently so that it is high level enough that we are maximizing the flexibility for others to offer very innovative solutions, perhaps things that the federal government is not aware of.

And given the linear progression for federal activities, especially acquisitions, we may not be able to take full advantage of the latest and greatest technology.

So this is I think a way for us to really leverage our bets so to speak and make sure that computer scientists and others in the industry have also an interest and opportunity to establish a wow factor.

That’s going to be multiple phases over five years and so in order to maximize the competition and run it concurrent with our overall trajectory towards the demonstration project, this required us to revisit our overall timeline.

And this is what we call our I Chart.  This was originally built to also identify some of our budget challenges and I’ll be happy to distribute a more expanded, large size for everyone to consider and review at their leisure.

But what I want to call your attention to is at the bottom you’ll see our various fiscal years that are lined out and where we currently are is going into FY12 and that long vertical column to the left, we’ve broken out between research development and testing.

The blue line is the EAC/NIST engagement for the demonstration project.  The red line is what we deem to be our linear progression, your typical government compliance approach, basically saying we have our congressional requirement to conduct the demonstration project and this is how we envision doing so.

It identifies core elements of our research going into FY12, close out of our existing FY11 research as we move into our development phases.

The green line is for lack of a better description, it’s basically the contrast, the foil against our linear progression which is the competition model itself.

This is how we have basically scoped out the various design features, the competition phases, and I think of keynote is where we’ve put in testing over in the third column.

You’ll see in the blue line, EAC final guidelines are listed as I think what we are proposing, and this is again our notional roadmap, this is what we have socialized with the EAC and NIST from a conceptual standpoint but we need to have all sides come together and come to some general agreement because this will direct the work I think of the TGDC moving forward.

But we’re looking at a no later then date for the EAC guidelines for 2016.  This would give us enough time to do an acquisition as a follow on depending on -- it’s either the competition or the linear phases, or a combination of both.  We’re keeping a number of things on the table including the potential for making multiple awards to multiple states to participate in the demonstrations project itself.

So this is a complete draft but this is based on the nuts and bolts that we’ve identified for core research before going into development.

A couple of other features I want to point out to you are that we do have some other developments to consider and you’ll see these listed as the gray diamonds in the middle.  It’s the potential for 2014 kiosk deployment.

We see some potential value in looking at doing a kiosk, using the UOCAVA pilot program testing requirements to guide us, to show some iterative development, incremental steps towards a proof of concept in the overall conduct of the demonstration project itself.

So in 2014 we are currently looking at the potential for a CONUS, Continental United States kiosk deployment at military installations, and 2016 we’d be looking to go outside the Continental United States.

And this is to provide some proof of concept, like I mentioned lessons learned, and apply that towards our overall scope for the demonstration project itself.  But we would be looking to use the pilot program testing requirements themselves for the kiosk deployments.

So we’ve got the 2014 and we reflect that go, no go decision point followed by a go, no go decision point for 2016 all leading us towards the 2018 demonstration project.  So this is our current assessment of where we’re at.

Within the DOD environment and my experience so far is that we do have a number of challenges when it comes to acquisitions and so right now we do have a gap in some of our research elements and we’re looking to close that gap as much as possible so that we can focus on integrating all of our research findings and provide some general assistance to the TGDC, NIST, and the EAC in moving forward.

Research plans for 2012 that I mentioned include, we have some broad agency announcements that will be coming out looking to fill a lot of our knowledge gaps when it comes to the conduct of a demonstration project as well in areas of information security, information assurance.

We also have our data migration tool which is an outstanding issue for us which is not only going to support the demonstration project but it’s also going to support ongoing efforts for industry providers to provide online ballot marking systems.

And this is all part of our effort to extract information from local election management systems along with local voter registration systems, provide a linkage point for full ballots to be displayed rather then focusing on strictly federal and state contests.

NIPER net voting feasible study, this is part of the ongoing discussion about the use of common access card when conducting the electronic voting demonstration project.  We want to understand exactly how we can leverage the common access card in moving forward and what benefits it would serve in regards to the information security.

Comparative risk assessment, I believe this is ongoing.  We’re looking to integrate our efforts here with the TGDC work in their efforts to document the existing level of risk or failures and integrate that into our overall comparative risk assessment to quantify the level of risk between Internet voting systems versus the traditional absentee paper based system itself.

And then I was pleased to hear a lot of the discussion this morning talking about software assurance tools.  This is actually something I think that I would look forward to integrating some of our potential needs in this area for the demonstration project itself as I certainly recognize that it is definitely going to be a software dependent system so it’s going require some forward thinking and to the extent that DOD and FVAP can help facilitate or serve as a catalyst in some other areas that would serve the demonstration project.  I look forward to those discussions as well.

Kiosk operational model; right now we’ve documented for 2014 and 2016.  If we were to go down those roads for a CONUS or OCONUS deployment, we’ve identified the overall costs and logistics associated with that.

What we want to do is look at establishing an operational model.  An operational model would look at the administrative and legal frameworks within the states to make sure that -- and this is true for the demonstration project, that FVAP is not creating a new election administration environment, that we are serving in the same capacity that we’re authorized to do so and recognizing fully that the states are the ones who are conducting the elections.

And then finally part of our effort for data standardization in regards to candidate information as well as FVAP survey content, rather then using survey instruments as the primary vehicle to collect information, we’d like to focus on data analysis and extracting this information and this I think an effort we’re trying to integrate with NIST as well with their efforts for the common data format.

The comparative risk assessment, I mentioned we are currently looking at -- originally we had scoped this out for March of 2012, but due to a stoppage in our research provider, this is going to be a date that’s going to slip so as much as possible we’ll be looking to offset that within our contract vehicle.

The comparative risk assessment we’re hoping to have completed by August of 2012, and again this is all contingent upon our contract support.

All of this is to assess the risk with the current UOCAVA voting environment and as I mentioned before, I’m a big believer in not duplicating work so as much as possible we want to make sure we are fully integrated with the TGDCs effort and the EACs effort and supporting NIST wherever we can.

What we envision is TGDC support needed for reviewing some of our methodologies when we get into that comparative risk analysis, comments on our preliminary results, and then hopefully incorporating some of our results into the high level guidelines for formal adoption but also for the ongoing standards development for the demonstration project itself.

Key next steps for FVAP is to complete the comparative risk assessment, incorporate and coordinate our findings from our FY11 research into the standards development process as we look at usability issues for Internet based architectures as well as functional and security requirements.

And then part of our engagement is to formally revise the joint EAC, NIST, FVAP roadmap, report this hopefully to Congress to reflect a 2018 implementation and synchronization but it all entirely notional at this moment.  It’s just what we look at from the standpoint of what we think we can accomplish from when the standards are established and when we can put together an acquisition vehicle and actually deploy the demonstration project.

And with that I’ll be happy to answer any questions that you might have.

MR. WAGNER:
David Wagner.  Thanks for the clear and open presentation.  That was great.

I have a small clarification question about your last slide.  Is the FVAP considering engaging in standards development of its own and can you tell us more about that if so?

MR. BURN:     No, we’re not looking to do -- we’re looking to actually have our research provide whatever assistance it can to the TGDC.  We have every intent to use the standards that were envisioned in previous national defense authorizations of using EAC standards and those standards are adopted by this body.

MR. BELLAVIN:
Steve Bellavin.  What is your threat model doing a security analyses.  Who do you think might be interested in attacking systems?

MR. BURN:     Well, you know, my background is not as a technologist and I’ll leave it to the experts in looking at all the attack vectors but I think from a national security posture we that is why we are socializing a lot of our effort with DIA, NSA, Homeland Security as well is to develop a greater understanding and that’s where they are going to come into play with our validation.

MR. BELLAVIN:
This is not a technical question.  It is a policy question.  Who do you think your enemies are?  You know, without naming any names, we know that some parties have more attack capability than others.

You only have to read the newspapers to see all the allegations about China and Russia for example.  They have more capabilities then the teenager down the street who might love to go scribble on the kiosk web page or something.

But is there an interest in doing this?  This is a national security question.  It does require discussions with NSA, and CIA, and DHS and so on.

MR. BURN:     Correct.  And in our discussions so far, we are focused on every level from nation, state, down to the individual.

Based on all of the literature that’s out there it’s a question of scope and magnitude and we realize that depending on who the party is or, you know, who is providing the attack and the level of sophistication may have direct correlation as to how expansive their attack can be.

So we’re taking everything into consideration as required and mentioned in the National Defense Authorization, that we have to look at the national level threat.

DR. GALLAGHER:     Doug and then Ed.

MR. JONES:
You mentioned very briefly something about these ballot marking tools that many states are beginning to deploy.  Is there a unified study of those that brings together what we know about what’s being deployed?

MR. BURN:     We currently have an after action report or assessment report for our 2010 effort which was the initial entrée into this area, at least for the DOD to provide that assistance and funding from a ballot marking standpoint and that’s going to be the most expansive from our standpoint.  I’m not aware of any other literature.

MR. JONES:
What’s the status of that report?

MR. BURN:     Right now that’s also in (unintelligible).  We have the draft report prepared and then within OSD, the Office of the Secretary of Defense Personnel Readiness, that’s where we’re coordinating that now.

MR. JONES:
When do you expect that to come out?

MR. BURN:     I think we’re hopeful that it will come in the next 60 days.

MR. JONES:
Okay, there will already be primaries underway by that point and more and more of these things are being deployed and the more I learn about the ones that are being deployed the more worried I am that they’re sneaking through what I believe is a misreading of the definition of voting system to claim that these are not subject to any controls or standards.

I just went back and reviewed the wording of HAVA and it seems pretty clear that the definition of voting system includes ballot marking Wizards because they stand between ballot definition and ballot casting and I think there are some real security threats in them and I’m worried that in some states, I believe Washington is considering making its ballot marking Wizard available to all citizens for absentee voting.

And I think given the number of different ways it could be done using Internet tools and how some of those ways are server centered and therefore the votes are potentially completely exposed, we should be worried about the extent to which these ballot marking Wizards are designed in a security aware manner.

MR. BURN:     I think that’s something that we’ve looked at.  And part of our security threat was also to look at from the standpoint of those ballot marking devices, any type of best practices that we can start looking to incorporate given some ongoing concerns about how do you validate that the official ballot information is correct and is from a trusted source.

There’s a lot of ways you can mitigate that but at the voter level they may not be fully aware of what other resources exist to validate that information.

The report I alluded to, I don’t want to overstate it, it’s going to be focused much more on our implementation of these Wizards and our internal challenges, not so much looking the security ramifications.

DR. GALLAGHER:     Ed.

MR. SMITH:
Ed Smith.  David, you had three items on your next to the last slide of next steps.  Could you give approximate dates for the completion of those?

MR. BURN:     The comparative risk assessment we envision as being August of 2012 but again that’s contingent upon us securing contract support to assist us with that research.  That’s an active acquisition that we’re looking at doing.

Incorporating coronate FVAP findings from the FY10 and FY11 research, we have distributed our reports with NIST staff as well as EAC staff and we’re looking to digest those comments, make adjustments to our reports, and then furnish those in for internal coordination within the Department of Defense.

Over the next six months is I believe what we’re looking to do on rolling basis based on each of the research initiatives I’ve outlined, that’s when we expect to release those reports.

And then revision of the joint EAC, NIST, FVAP roadmap, we’ve had one meeting to discuss this and begin that initial discussion on 2018 and the viability of it.  We realize that we put a placeholder out there for the EAC standards of saying not later then, and part of it is because of the requirement that we’re required to conduct a demonstration project at the next general election after the standards are developed.

We realize that depending on when the standards comes out, there may not be enough time for us to do an acquisition and we may very well have to go to Congress to ask for potential relief so that we can accommodate the standards.

But I think the revision to that roadmap, I’m hesitant to give an actual timeline on that given the circumstances with the EAC and I’m not exactly sure what’s required for the formal adoption.

COMMISSIONER DAVIDSON:
David, I think one of the biggest things talking about timeframes and what NIST, and the TDGC, and EAC can do, is knowing the platform before they can start writing and so, you know, I mean holding us -- saying it has to be done by no later then, but you haven’t given us what we need.

MR. BURN:     The concept of operations that I referred to earlier that we will be looking to release in early 2012, may not fully satisfy the need for a clear description of a system architecture but this is the challenge we’re going to fact as we want to provide guidance, especially for the competition aspect to say these are the functional requirements that we envision and as much as possible have this a standardized vehicle.

So we’re going to move in that direction because we recognize that as an outstanding issue.  It may not be the best of what you’re hoping for but I think it’s going to provide enough guidance to the TGDC to assist with standards development.

MR. MASTERSON:     Matt Masterson.  Let’s start with an impossible question but has DOD begun to asses, well, let me start with this.  Is it still the plan as previously indicated that this is a one time only military demonstration project?

MR. BURN:     Yes.

MR. MASTERSON:     Okay, and has DOD begun to assess, estimate the cost of all of this?

MR. BURN:     We have lined out our general target, budget figures for the conduct of the kiosk deployments as well as the demonstration project but we have to insure that that funding is there.

MR. MASTERSON:     Okay, so can we go back to the I Chart, I think you called it, which is appropriate.  I think it rivals the famous Power Point slide that got posted up everywhere that DOD created.

And I’m probably not reading it correctly because I can’t read it.

(LAUGHTER)


MR. BURN:     It is impressive though isn’t it?


MR. MASTERSON:     It is impressive, it is.  I couldn’t do it.


MALE SPEAKER:     Wait until you see the Smart Grid I Chart.  That’s even more impressive.  I saw that last week here.


MR. MASTERSON:     So originally in the roadmap and I think a date that at least we in the TGDC had understood and I think you noted on the previous one was that we were shooting for a 2014 completion of the standards for a 2016 deployment of the demonstration projection.


And if I understood your presentation on this correctly, FVAP is now projecting 2018 because of the competition, is that correct?


MR. BURN:     That’s correct.


MR. MASTERSON:     So in essence I think what you’re asking us because of the competition, and this may be first, is to slow down.


MR. BURN:     Well, actually I’ll go back to my earlier comment in saying this is what we project as a no later then.  It doesn’t mean that the EAC could not beat it but to the extent possible we want to make sure that everyone is maximizing the research that we’re conducting and to the extent that our research would assist the standards development process, I think it’s something to consider to make sure it’s an integrated effort.


We put that in there as a no later then, it does mean that you could beat that.  We recognize that if it was beaten and it fell into 2015 for example, we would still be looking at 2016 according to our requirement to meet Congresses intent.


MR. MASTERSON:     Right.  That was going to be my next question.  So if we produced it on what was our original schedule and put it in 2014, what do you do?


MR. BURN:     Right, and I think that’s what we would have to take look at.  I think based on everything that I’ve heard thus far, I don’t believe that’s a very doable timeframe and as much as possible I’d like to make sure that our research efforts are fully integrated to guide this.


Because the demonstration project as we envision it is for FVAP purposes and the Department of Defense and since we are the key constituent for it, I think that that would be the wisest course.


So to the extent that we can socialize this, get your feedback as to what’s doable and work with the NIST and the EAC to come to a general understanding and overall cohesive document, you know, this is our first opportunity to begin that process.


MR. MASTERSON:     And just real quick, this is the part where I shoot the messenger, I’m sorry.  You know, the EAC kiosk standards came out in 2010 I think and now we’re seeing something from DOD four years later to do a kiosk and I don’t know, that seems like a lot of time.


MR. BURN:     Well, the acquisition process does a take a lot of time and from our standpoint because we’ve been given authorization for pilot programs and because the pilot programs would allow us to do some iterative development towards the demonstration project and could very well guide I think some of the standards process itself, I think that’s why they became much more on the table.


Originally they were not part of the equation but given some of our challenges with looking at using a KAK architecture, of voting over the NIPER net we do some proof of concept as to how feasible that really is and that’s where I think that’s coming into play and because those standards are the only ones in place, they do offer some value.


And one caveat to that is that although we’re looking at the kiosk, and just to remind everyone, the kiosk premise based on a paper record leave behind and we fully envision that for anyone who’s participating in this kiosk, that that paper record would be official ballot of record.


MS. LAMONE:
Hi, Linda Lamone.  You didn’t answer Matt’s question.  Assuming funding is available, what is your estimated overall cost for this project?


MR. BURN:     I don’t have the exact figure and sense we haven’t been fully POM’d on it I would be hesitant to actually provide that figure out there.


MS. LAMONE:
Give us a range?


MR. BURN:     Under $10 million.  That’s for the demonstration project itself.


MR. MASTERSON:     So that wouldn’t include for instance the kiosk stuff.


MR. BURN:     Correct.  Just to add on to that, part of the challenge we face is that it’s very unclear as to what’s required as part of the demonstration project.

It speaks to the statistical relevant population size and one of the things we have to wrestle with internally is to determine what does that mean as far as scope, how many states, jurisdictions does that mean that we have to include in the demonstration project.  Is that across all the services?

Exactly what is the full scope of the demonstration project which will in turn drive a lot of the cost.  So just keep that in mind when I put out that kind of mile marker for budget figures, it’s all subject to change based on internal decisions.

MR. JENKINS:
Phil Jenkins, Access Board.  When did you say the Wounded Warrior research would be published?  I think this is early results, right?

MR. BURN:     Right.  In the next six months all of the research initiatives we’ve outlined, we’ll be rolling out the reports.

MR. JENKINS:
Okay, so it could be late summer?

MR. BURN:     I believe the schedule is for all of them to be out by July.

MR. JENKINS:
But is the Wounded Warrior a separate report or are they all going to be put together?

MR. BURN:     No, each of those research initiatives will be a separate report.

MR. PALMER:
Don Palmer.  The Wounded Warrior, I’m glad you brought that up, what’s the end game on that?  Is that going to be an option that FVAP will provide sort of like the blank ballot Wizard delivery where the states can work in cooperation with FVAP on the Wounded Warriors overseas?  What’s the end game of that research and that development?

MR. BURN:     On whether we’re going to make adjustments to our voting assistance program to serve Wounded Warriors directly?

MR. PALMER:
Right, and that’s for the states to actually provide a vehicle for them actually to vote.

MR. BURN:     Part of our portal initiative is to leverage state assets wherever they exist so as much as we’re positioning FVAP.gov as an overall comprehensive portal, and if the states are offering a total solution to serve wounded warriors we’ll point them directly to them.

So as much as possible it’s going to be an integrated effort through FVAP and the voting assistance program but we will certainly welcome any suggestions that you might have, especially for state and local authorities who have much more direct access a lot of time to wounded warrior treatment facilities and serving wounded warriors.  So that’s currently what we envision but we’re certainly open to the other concepts or ideas.

We definitely see a need for more integration of the voting assistance program and to the extent that we can assist from a DOD standpoint, there is some definite benefit given our voting assistance officer structure but we recognize that a lot of times, wounded warriors voting assistance is the lowest priority and the more we can at least make sure that they understand those resources are there through perhaps their treatment coordinators and other resources then we’re doing our part.


MR. MASTERSON:     How much if any of the penetration testing -- is there a report, is there information, anything like that on the penetration testing that you did that is publicly available?


MR. BURN:     Not publicly available as of yet but it will be publicly available.


Part of what we did in the penetration test because we had such a good partnership with the companies that were participating, one thing to keep in mind is that we will be redacting information regarding each of the individual platforms.  They will just simply be identified as vendor A, vendor B.

But I think for the most part it will provide some good guidance as to the overall direction but again keep in mind, from a full scale when we have built in additional penetration testing as part of our I Chart, we are at a level two versus where we need to be much more towards a level 10.


DR. GALLAGHER:     I wanted to ask a question.  Could you elaborate a little more on the idea of using the contest to drive a technical solution for your electronic voting pilot?


You know, I’ve seen contests done where you have a technical grant challenge.  You talked about encryption standards.  If you look at (Unintelligible) recent challenge of building a deployable combat vehicle, so a very specific set of technical goals were put out there.

And then a contest, prize based or not that basically opened up, you know, we don’t know how to get there but if you could meet those performance specifications that constitutes the evaluation that we would make to do.


I have never seen it used to come up with a deployable technology.  I mean it seems to me you’re almost crossing over into a contracting world so I don’t know if you can really substitute a prize program for an actual development.


Am I misunderstanding the intent here?


MR. BURN:     I mean the intent here is that DARPA would assess the research and the development effort itself but then the actual execution and implementation would be subject to FVAP.


DR. GALLAGHER:     So what’s that technical challenge that the prize is attempting to address?


MR. BURN:     And that’s what we hope to outline and through the concept of operations from a functional level and then also incorporating the high level guidelines and provide that general structure and keeping it as open ended as possible.


I think that’s a question for DARPA to (unintelligible) some feedback as to what works best for their model but that’s definitely the intent is to have them assist with the research and development and then we do the actual implementation and execution and how that execution would be accomplished is still subject to perhaps an innovative acquisition strategy, whether through cooperative agreements with states or through grants.


DR. GALLAGHER:     I guess that’s part of my point though.  So I can see a very specific technical challenge being where you don’t know how it will be addressed being amendable to a contest.

I don’t know how to simultaneously open up -- we don’t exactly know what the requirements are, here’s our research results, and a high level set of performance requirements, nor do we know how to do it.  That’s sounds like a Hail Mary.  I mean that just sounds like we don’t know what we’re doing and we’re just going to throw it out there.  So I don’t quite see that this is going to work.

MALE SPEAKER:     This was the subject of considerable discussion at the summit to the extent there was a consensus, and I think there was one to a surprising extent as the idea began to jell.

The idea was not for a single round contest but for a multi-round contest where the first round would have to do with trying to pin down the specs.  And so the multi-round structure made some sense in this context.

DR. GALLAGHER:     So that sounds to me like nested contest.  The first one is we’re having trouble nailing down the specs and we’re going to have a contest on the requirements and then we’re going to move a next phase which is a contest on implementation modes.

MALE SPEAKER:     There is a sense in which the people who are involved most in contributing to the specs that end up being accepted have certainly a leg up on the next step but it’s still open and with an open process like this, interesting results can be found.

And some of the contests that have been run before had a structure like this.  The ADA contest that produced the ADA programming language was a multi-round contest like this where the results of the preliminary rounds were really, really interesting and produced valuable ideas on their own long before the final round.  What did they call them, they called them Straw Man, Tin Man, and Iron Man and the Iron Man was the final one.

MR. BELLAVIN:
This is Steve Bellavin.  Doug, but the results of that contest were quite controversial.  I remember seeing many plematics about exactly why ADA was exactly the wrong direction to go.

Pat I share your concern about understanding what the goals are.  The current task function contest that NIST is running is itself running I think five years and there are multiple conferences.

The third one I think is coming up and this is a -- it’s a difficult problem to evaluate whether or not a particular hash function is good but we at least have some fairly well defined criteria for knowing -- if we have met these criteria we know we’ve got the right answer, whether or not you can tell something, that is of course difficult.

There’s also the expertise of the NSA and the civilian cryptologic community, people who are not vendors contributing expertise.

So I am a lot less sanguine about the structure and the ability to come up with something that is actually going to work.

I agree that multi-round at the very least is necessary because coming up with criteria to evaluate at each level is itself a very, very, difficult problem to say nothing of the weighting of different factors is a -- get some of that in the crypto world too, do you value margin of security over speed but this is a much more difficult place to state all of the criteria.

Some of the things that we really want to see in a final product really are very hard to put into a competition like code quality, to talk about the discussion this morning.  I think it would be a very, very challenging exercise and I’m not all convinced it can be done well.

MALE SPEAKER:     And meanwhile while the game of intellectual quitage is going on, election officials are left to wonder what to do, how to solve these problems and wait and make mistakes, and that’s the reality.

DR. GALLAGHER:     This is Pat Gallagher.  So, you know, there’s been a lot of interest using contests and prizes to effectively drive a lot of innovation.  I mean that’s really what they are best at.  You’re basically admitting upfront you don’t have a set of specifications that somebody can build to and you’re opening the door wide open.

But the corollary is that you don’t get a free lunch here.  They can fail.  They can take much longer then you expect.  They cannot produce the innovation that you expected to see.

And so I had sort of two thoughts when I saw the I Chart.  One was to insert a contest based process to give you a deployable product by a fixed date is putting enormous pressure in terms of whether this will work or not.

I mean normally you would go to a contract mode specifically for the reason that you are trying to get to a deliverable by a certain point.

The second one is as it pertains more narrowly to this group, I have some concerns about the impact on the standards process.

So we’ve had this chicken and egg discussion around this for a long time now, that it’s very difficult to write the type of testable standards that you want to have support your pilot without things like a reference architecture and some understanding of acceptable risk and accessibility, all the things that we’ve been -- so what we did was we already separated.

We said well, we can at least give you high level guidance that is somewhat platform independent and of course that’s underway.

But at some point the other shoe has to fall.  You have to sort of come clean with what the pilot is going to be about if you’re going to actually get to where you’re looking at testable methodologies and this is kind of saying now we’re really going to open it up and run a contest and simply see what architectures are out there.

So I think getting to Matt’s point, we may have actually delayed when that other shoe is going to fall.  In other words, if you really take this approach you need to let it play out to inform the architecture.  I mean the standards process can’t really get beyond sort of a generic high level mode until your contest process has gone to a very mature point.

So I think that’s something you’ll have to take into consideration and in that context this may or may not be realistic at all.  In fact you won’t even be able to evaluate that probably until you see what these architectures are pointing to that you want to adopt out of the contest, at least that’s my sense.

I’d be interested if there are other views on this from the committee.

MR. BURN:     That’s very valuable feedback and I think we’re very aware of the risk and that’s why we developed and maintain that overlapping timeline.

And I hate to phrase it this way but we see it basically as a hedge, that given the complexity and the challenge of doing a five year competition just like you described, we’ve also purposely made sure that we built in based on the phases, that the red line can benefit from the green trajectory and vice versa as much as possible.

So this is a much more integrated effort to say, you know, the DOD and the normal assets can assume they have the best system in mind but I think we want to make sure we’re doing our due diligence too, as much as it may be challenge, and we will definitely take that back with us.  We want to make sure we’re maximizing the input and the (unintelligible) that other minds might have to offer.

MALE SPEAKER:     I think this may be the Dr. Phil moment of the TGDC.  I think I appreciate it.  Instead of a hedge I think I’d call it a pander.  I think it’s an attempt to try to draw everyone under the tent out of fear of what may come about instead of moving forward and accepting that not everyone may like it.

MR. BURN:     Well, I disagree that DOD and FVAP would be engaged in pandering.  I think this is actually a concerted effort to make sure that we are leveraging all of our existing relationships and assets.

And to the extent of where we’ve been over the last few years in developing a system architecture and the chicken and the egg dynamic, we’re looking for a game changer because at the end of the day we have a congressional mandate to adhere to.

DR. GALLAGHER:     Any other comments?  Thank you very much.

MR. BURN:     Thank you.

DR. GALLAGHER:     And we’re going to stay on the same subject and now we’re going to hear from Brian from the EAC UOCAVA update.

MR. HANCOCK:
Thank you, Dr. Gallagher, and to the extent I can I will get us back on track because my comments will be very brief.

As far as the EACs efforts related to UOCAVA work since the last TGDC meeting, there has been very little work, in fact very little direct work.

We did participate in the San Francisco Solution Summit that David spoke about.  There were several of us there and did participate in that effort.

And we certainly have been participating in the UOCAVA Working Group calls at the staff level.  In addition we have had some meetings between the FVAP staff, EAC, and NIST staff during that time period.

And I think I can speak at least on a very high level for both the EAC and NIST here, and one of the reasons that we have not moved forward relates to some of the discussion that was just had and that because resources, both human and fiscal are always an issue for both agencies, I think what we need and we have asked for is more direct guidance from NIST on the exact level of effort and the exact assistance that we can provide as they move forward for the efforts that you just heard about.

As David mentioned, we do need to have some additional meetings related to that and hopefully we can get direction during those meetings very early this year.  So that’s my hope.

COMMISSIONER DAVIDSON:
I’m sorry to interrupt but didn’t you mean FVAP instead of NIST?

MR. HANCOCK:
FVAP, yes, sorry.  Yes, I did.

COMMISSIONER DAVIDSON:
Okay, thank you.

MR. HANCOCK:
Of course if NIST wants to give us that guidance we’d be very happy to listen to it.

(LAUGHTER)


Any questions about that?


Okay, I did want to bring us back very quickly before lunch to the item that was sort of the big ticket item yesterday and that would the afternoon discussion related to the EACs direction to the TGDC on SI.


And I think as far as restating the EACs goals or tasking to the TGDC I would say this that while we’re not necessarily looking for one, two, three, or five alternatives, I think generally speaking what we are looking for is a solution in the standard that is as technology neutral as possible and a solution that does not require paper.


I mean in my mind that’s simplifying it about as much as I can and that I think is what we’re looking for.  I don’t know if Commissioner Davidson has any additional comments on that but that’s my take on the discussion yesterday and sort our tasking for the TGDC.


MS. GOLDEN:
Diane Golden.  I assume that’s written down someplace so we don’t lose sight.  Thank you, I feel better.


MR. HANCOCK:
Thanks.  Other questions?  I told you I’d be quick.


DR. GALLAGHER:     We can make you stretch it out for another 20 minutes to really --

(LAUGHTER)


MR. HANCOCK:
We could but you wouldn’t like my dancing I don’t think.


DR. GALLAGHER:     Thank you very much.


FEMALE SPEAKER:
There is no reason why we can’t go ahead and adjourn now and go on to lunch.  They’re prepared and as yesterday you go through the front of the line and you end up in the back corner.  And so we’d be back in an hour.


DR. GALLAGHER:     So afterwards it looks like we have an update on the UOCAVA risk assessment effort and then we move actually into resolutions or any discussion, basically logistic setting it up.


Are there any draft resolutions?  So it’s pretty open.  Let’s hold the 1:15 p.m. restart to stay on schedule.

(Lunch Break)


DR. GALLAGHER:     Homestretch, let’s call everybody back into session.  Belinda.


MS. COLLINS:
Okay, it’s my pleasure to introduce Andy Regenscheid who will be giving us an update on the UOVACA risk assessment effort.  Andy.


MR. REGENSCHEID:
Thank you, Belinda.  Normally I’m going on the first day, earlier.  This time I’m actually the last formal presenter at this meeting so I’ll try to make this brief so we can get out on time.


As Belinda said, I’ll be giving an update on the current risk assessment activity going on in the UOCAVA Working Group.  I’ll give you some background on why we’re doing this work, I’ll tell you about the process that we’re using in the UOCAVA Working Group to conduct this, assessment, some of the sources data that we’re using, and sort of tell you where we are and where we’re going next.


As we all know, all systems and processes have risks.  The goal is never to eliminate risk but to manage to an acceptable level and what we’ve talked about at previous TGDC meetings is using the current UOCAVA voting process and primarily the vote by mail as the baseline.  This is widely used and for better or worse we’ve implicitly accepted risks in this process.


And Director Carey of FVAP has always maintained that future systems should be compared to the current system, not compared to some ideal system.


So the TGDC accepted the task at the last two TGDD meetings to do some work identifying risks in the current UOCAVA voting process.  


So just to kind of recap the charge so we know what the Working Group is attempting to do, let me run through that.


My understand of the charges, to describe risks in the currently used UOCAVA voting processes, both the vote by mail process that’s been used extensively as well as electronic ballot delivery systems via e-mail, fax, and websites that have been used more widely since the adoption of the MOVE Act.


So this effort should facilitate comparisons between different types of risks, both different risks within a given system and different risks between different systems and should help future efforts compare risks between the current system and systems like the remote electronic voting demonstration project that we were talking about earlier this morning.


So hopefully this effort should facilitate this comparative risk analysis that David was telling you about this morning.


So let me tell you about the process that we’re using but to help me do that I’m also going to be giving you kind of a tutorial on what risks are and what risk assessments are.


So a risk is a measure of the extent to which an entity is threatened by a potential circumstance or event and it’s typically a function of two things, the impact and the likelihood, so the adverse impacts that would arise if the circumstance were then to occur and the likelihood of occurrence.

So a pretty common (unintelligible) or metric that you can kind of use, you know, if you have quantifiable data is sort of this -- you know, a risk is impact times probability at a really high level.

So a risk assessment is the process of identifying, prioritizing, and estimating information security risks and in this case we’re looking at election related risks.

So the basis process is you have to know what you’re analyzing, you know, what you’re analyzing in the assessment so we need to be able to define at an appropriate level what the current UOCAVA voting processes are.

Once we have that definition in place then we can use a methodology that I tailored from the NIST special publication 800-30 revision 1, A Guide for Conducting Risk Assessments.

So behind the scenes I was working with the NIST authors that were working on this new draft that we released recently trying to sort of modify the process that we’ve given to federal agencies for them to use to make it more appropriate for something that this group can do on voting processes.

Now at a high level though the major elements of a risk assessment are pretty much the same.  We need to be identifying threat events, vulnerabilities in a system, threat sources that may try to exploit those vulnerabilities and be able to estimate and assess the impact and likelihood of those threat events.  So in my presentation in a bit I’ll be going through each of those elements describing what they mean.

But as I said, the first thing that we need to do is define the current process so we know what we’re analyzing.

Now luckily for us the EAC in April released a White Paper entitled the UOCAVA Registration and Voting Processes that did a great job at outlining what the current is.  I think we have all the main authors of that report.  Carol Bekate, Josh Franklin, and James Long worked on that report and it was definitely very useful for me as I was trying to define the current processes.

We modified it a bit in the Working Group and split the process into a few additional pieces but still roughly consistent with the paper the EAC created.

So the six processes are preparing and submitting voter registration applications, then processing those voter registration applications on the election official side, preparing and delivering blank ballots, marking and returning those blank ballots, and then receiving and processing ballot packets, and of course counting the votes.

Now as I said at the beginning of my presentation, we’re not just looking at the vote by mail process but also the processes that have been used more recently on electronic ballot delivery so each of those six steps that I just outlined could have different instantiations.

The process that you use for registration will vary a little bit if you’re doing it by mail, e-mail, fax, or websites and the same with ballot delivery.

So for each of these process and each technology we’re creating flow charts and we’re creating them to be fairly consistent with the UML2 activity diagrams and I’ll show you an example in a bit.

Right now we’ve been focusing on the vote by mail case so those are the diagrams that we’ve finished thus far but next we’ll be working on the flow charts for electronic ballot delivery.

Now these flow charts have different activities which are the different steps in the voting process and we’re tegging each of those activities with an identifier so then when we’re identifying risks we can say where in the process that threat event could occur.

So by doing these flow charts it helps us in two ways.  As I just said it gives some place to point back to and two, it gives us something to look at as we’re trying to identify and brainstorm risks to make sure that we’re really considering all stages of the voting process.

So at a high level here’s kind of what these flow charts look like.  I know the print is small.  Those of you involved in the UOCABVA Working Group has seen bigger versions of these.  As I said these are -- can blow up an example of some of the different activities that we’re identifying in this effort.

So as I said each of these activities which are the boxes with the rounded corners are tegs and then when we identify a risk we can point back to which activity that risk is present at.  These diagrams really represent the target system that we’re analyzing in this process.

Risks may be present in any step but to describe the risk we need to define those five elements that I said that before, the threat of vulnerability, threat source, impact, and likelihood.

So let me run through each of those pieces to make sure that we understand what they mean.

So a threat event is any event or situation that has the potential of causing undesirable consequences or impact.  In our case these undesirable impacts would be something that violates any of the important goals of elections so something that would violate the correctness of the election result, that could violate voter privacy, or disrupt confidence in the election.

So an example of a threat event, a simple example would be a blank ballot being delayed going out to a voter.  So a threat event involves the exploitation of a vulnerability by a threat source.  Let me run through each of those.

So as you heard this morning, there is this sort of distinction between a vulnerability and a weakness but the way that we’re defining vulnerability is an inherent weakness in a system, its security procedures, internal controls or implementation that could be exploited by a threat source.

So often when we talk about vulnerabilities at least in my division we’re talking about vulnerabilities in software systems.  In this case many of the voting processes have manual processes so we have to think a little bit differently about what a vulnerability means in this case.

So an example of a vulnerability here would be that a foreign or domestic mail service we know are not fully reliable yet we’re going to rely on them in the system.

So a threat source is again the actor that tries to exploit a vulnerability.  A threat source is the adversary intending to exploit a vulnerability or is a situation that may accidentally or incidentally exploit a vulnerability.  So there are different types of threat sources.  What we often think of is an actor in an adversarial attack, some malicious individual trying to attack a system.

But it can also be humans that commit errors.  It can be structural failures in jurisdiction controlled resources or natural or man made disasters or accidents.

So some examples of threat sources that are appearing in our risk assessment, you know, examples of adversarial risk threat sources would be a hostile individuals or groups and potentially the insider threat is a possibility as well like a disgruntled election official.

But there’s a lot of non-adversarial threat sources as well, you know, voters, election officials certainly have a lot of opportunities to make mistakes in the process.  Postal agencies we rely upon heavily that can also make mistakes or have their own failures and things like natural disasters are also a possibility.

So another key element of a risk assessment is being able to assess the impact of a threat event so an impact is a measure of the harm done by the occurrence of threat event.

This is often something that can be fairly easily quantifiable.  If you think about some attack on like a bank, you could measure impact very precisely by looking at maybe the amount of money that’s lost for instance.

But from the analyses that we’ve doing thus far in the Working Group, we struggled to always very precisely identify impact and we are left often trying to estimate impact.

And the way that we’re estimating impact is by sort of a qualitative measure of two factors.  The first factor is severity which you can think of as how bad something is.  So you look at what’s the outcome of a threat event and how serious of a violation of those election goals is it.

And we can use something like low, moderate, to high here.  So on the high side it might be something that would violate the correctness of an election.  On the moderate side that might be something that would violate voter privacy.  And on the low side it would something maybe that would cause headaches for either voters or election officials but could be recoverable or mediated.

The second aspect of impact that we’re using is scale.  So this is how many people then are affected by a threat event.  Is this a threat event that impacts individual voters at a time like losing a ballot in the mail which is just going to impact one voter and one ballot or is it something that is going to impact lots of voters at a time.

An example of that might be some error in the tabulating component that is going to be acting on every single ballot.

The final component is likelihood so likelihood of occurrence is an estimate of the likelihood that a threat event will occur and resulting in this adverse impact.

But UOCAVA voting processes have very different types of risks.  We have some system wide risks that are relatively unlikely but have a large impact when they occur. 

Then we also have a lot of opportunities for transactional risks, so risks that, you know, maybe the actions that each voter has to take which can occur frequently because they happen so many times in the election process.

So if you take this into account we are replacing just this straight notion of how likely from one to 100 percent a threat event is with this estimate on the number of occurrences of a risk or how often we expect a threat event to occur in say a moderately sized state in a presidential election year.

So to estimate this we’ve talked about using a four point qualitative scale so breaking it up into these uncommon risks that we don’t really expect to see or at least very often and then common risks that we know will occur and it’s just a matter of how often.

So on the bottom of the scale we have rare risks so events that are very unlikely to occur.  Second level we have unlikely risks that regularly occur and the election officials have seen these but they are unlikely to occur in any given election.

Then infrequent risks, so things that we might expect to see once or a few time in a given election but really no more.  And then frequent risks, so things that we expect to see over and over and over again in an election.

So an example of the frequent risk would be ballots being lost in the mail.  We know that that happens and we know that that happens a lot in the current process.

So here are some examples from the tables that we started generating in the Working Group to kind of brainstorm risks and start to identify the impact and likelihood of these events.

I’m not going to run through them.  You have them in you binders and those of you in the Working Group have seen the longer versions, the more complete versions of the tables.

The data sources that we’ve been using thus far in this effort, earlier this year FVAP and the EAC both released their reports from the 2010 election.  Both of these reports have a lot of information from election officials on how many ballots were sent out and returned and that does give us a lot of valuable information for trying to assess this severity scale and number of occurrences.

We also have a report from the military postal service agency on what happened on their end in the 2010 election for mailing out and returning ballots.

There are other reports as well, you know, coming from Pugh and the Overseas Vote Foundation that we will also have to take a look at in this effort.

But honestly we’ve been relying heavily, very heavily on the experiences of the election officials that are on this report and I have to say I’ve been very pleased with the amount of work that the Working Group has put into this.  I know it’s been a busy year for many of you with redistricting and you really went above and beyond to help out with this effort.

In particular I want to thank all the efforts from Nicky, Linda, and Paul at the Maryland office.  I know they did a lot of work to help flush out these risk tables.  Tammy Patrick as always did excellent work and even somebody like Matt helped out from time to time so I appreciate that.

(LAUGHTER)


And hopefully I’ll get some more work out of you in these coming months even though I know it’s going to be a difficult year.


So to give you a status update on where we are, as I said earlier we’ve completed the activity diagrams for the vote by mail process, we’ve identified risks in those processes, and we are trying to estimate impact in occurrences for each of those risks.


But the next big thing is going to be moving on to also covering the case of electronic ballot delivery and conducting the risk assessments on those processes.


And once we get to the end of this -- I think that there’s a lot more data.  The data that we have available to us is often at a high level and it’s difficult to look at say the FVAP and EAC reports and be able to say which specific vulnerability and threat event it’s tie to but I think at the end of this we will be able to tie similar risks together and take another look at the data and make some more broad conclusions on what the major sources of risks are in the current process.


In addition to that as you heard from David Burn this morning, FVAP has their own activity that should be getting started if their contract (unintelligible) lines up and the work that we’re doing in the Working Group I think is going to feed into that effort and I think hopefully the Working Group can also provide input into FVAPs own comparative risk analysis work.


So with that, that’s the update on the risk assessment activity.  I’d be happy to take any questions you might have.


DR. GALLAGHER:     Andrew, I have a quick question.  So when you’re done with the risk assessment what does the output look like?


MR. REGENSCHEID:
It’s going to be a report and I think the real meat of the report will be risk tables similar to what you saw.  As we are identifying those risks we are documenting essentially why we think it might be a low, moderate, or high severity risk or why we think it’s an infrequent risk.


DR. GALLAGHER:     I’m going to think out loud which will expose my ignorance on this.


So I can imagine two things, one is an overall sort of risk score that comes out and the other would be a more comprehensive risk profile where you sort of have these risk tables.

And of course the information content in the profiles is much higher however if in the end you’re going to compare very different technologies then the question is how meaningful is that comparison.


In the end one of things that risk assessment allows you to do is compare an approach from a risk perspective that are very different and so I’m just curious how the communication part of this works.


MR. REGENSCHEID:
We have talked about this at past TGDC meetings and the difficulty of doing strictly quantifiable risk assessments.  And I know my management has talked to you about this many times as well, not just in the voting space.  This is a big topic in the computer security field right now and an important one.


I think what we’ve talked about doing in our space is with the election officials that we have on the UOCAVA Working Group we are in a great position to identify these risks and FVAP with the contract that they’re lining up is perhaps in a better position to take that and try to make it more quantifiable and that’s been kind of the division of labor that we have had in mind as we’ve moved forward.


COMMISSIONER DAVIDSON:
Andy, when you were doing these and working with election officials which as you know I think is very valuable, are you going to assess it from a county level and some of them as state level because some of them are implemented differently.

Some of them just through the state and others are working at the county local level, do you divide that up because there’s less chance of obviously some type of a problem if it’s down in a county level and less of a risk than if it comes from a state level or national level.

MR. REGENSCHEID:
In terms of what type of election we’re talking about?

COMMISSIONER DAVIDSON:
Well, no, more in terms of how you set up, you know, if you’re going to do the election process.  UOCAVA, if we have a single source at a state level or if we have it down to county level of actually counting the ballots at a point of attack, you know, if it was going to be attacked.  Are you doing it versus one through the other?

I mean I should have asked FVAP the same thing when they were looking at their risk assessment if they were going to be assessing their risk in those areas.

MR. REGENSCHEID:
As you know, most of the activities in the process are conducted at the local level by local election officials so those are primarily the types of risks that we are looking at and we’re looking at it in the context of in an overall state what might you expect to see overall.

COMMISSIONER DAVIDSON:
Okay.

MR. MASTERSON:     This is Matt Masterson.  To answer your question, Andy did a very good job I think working with Nicky and Tammy specifically to get at that.

COMMISSIONER DAVIDSON:
That’s what I thought.

MR. MASTERSON:     I mean Tammy being a large county identified a lot of stuff in addition to what Marilyn’s team had put together and I think captured a lot of that stuff and synthesized through it.  I mean I think the answer to your question is yes because of the process that Andy used with them.

COMMISSIONER DAVIDSON:
Perfect, thank you.

DR. GALLAGHER:     Thank you very much.

MS. COLLINS:
The next item on the agenda is resolutions but if I might take up meeting dates before that I’d like to because of the resolutions.

I’ve talked to all of you by e-mail and it appears that December 11th and 12th works for the TGDC members and we had a strong preference for Denver.  We’ll be investigating the feasibility of that and let you know.

The other thing we’re thinking seriously of is doing a Working Group meeting, usability and accessibility and maybe UOCAVA in conjunction with the election center conference in Boston the week of August 13th.

That would allow all of us to be looking at equipment because there are a huge number of manufacturers and vendors there.  That is still to be fleshed out but I wanted to put that idea in your thinking.

But the next official TGDC meeting will be on December 11th and 12th.

And so with that I’m aware of two resolutions.  Matt, I think you’re the first one.

MR. MASTERSON:     Yeah, I think I am.  So basically this is just a simple way to codify what Brian already told us but it’s a way for the TGDC to codify instructions to the Auditability Working Group to develop a standard that is technologically neutral and that doesn’t require paper which is almost a direct quote from what Brian said.

The reality is when the rubber meets the road, the Working Group is going to need to get over having the same discussion over and over again and actually figure this thing out one way or the other and give the EAC what it asks for which is a choice, or an alternative, or a thought or whatever.

And I thank David Wagner for working on this and codifying this.  So that’s my resolution I guess.

DR. GALLAGHER:     Any discussion?

COMMISSIONER DAVIDSON:
Obviously the EAC would be in favor of this and we do appreciate it.  So thank you.

MALE SPEAKER:
Maybe we need to have some clarifying language.  This really doesn’t stand very well by itself.  The people in this room may know what it means but anyone else who reads it is going say a standard for what.

MALE SPEAKER:
(Off microphone).  Voting systems I hope.

MALE SPEAKER:
Well, sure but a standard for software dependence, so what is it?

MR. MASTERSON:     David and I intentionally dodged that question to be honest with you.  We had that discussion and we felt like instead of having to have that three hour discussion here today, that the Auditability Working Group was going to need to figure that out.

The reality is in our view and maybe there’s disagreement and maybe now I’m getting into the discussion that I was trying to avoid, this could one of two ways we think which is kind of what I think was suggested yesterday which is almost a wordsmithing, cleaning up of SI to achieve this.  Arguably as David pointed out, SI already achieves this depending on who you asked or how it’s viewed.  So that’s one way this could head.

The other way is sort of what I said yesterday which is taking IV or one of the other alternatives proposed and writing a set of standards for it as an alternative that can be considered by the Commission that achieves this goal.

But we were trying to avoid having that discussion right now even though now I’m having that discussion.

MALE SPEAKER:
That’s fine, you can stop there.

(LAUGHTER)


DR. GALLAGHER:     Belinda, did you want us to just vote on this or consider both?  Okay, with that we will I guess do it by consent.  All in favor?


MEMBERS:
Aye.


DR. GALLAGHER:     Any opposed?  Anybody abstaining, one abstention, David Wagner, so you are also abstaining, so we have two abstentions, otherwise it was unanimous for, and we will consider the resolution passed.


Second resolution.


MS. COLLINS:
I believe Matt that you are also responsible for the second resolution.  Thank you.

(LAUGHTER)


MR. MASTERSON:     This is getting embarrassing, I’m sorry.


This one is the most controversial resolution we will ever consider.  This could hours of discussion I think and I’d like to read this one into the record if I may and Donetta is going to punch me after the meeting for this.


So it reads, “Whereas Donetta Davidson has served with distinction as Commissioner of the U.S. Election Assistance Commission since July 28, 2005, including as Chair of the Commission in both 2007 and 2010, and whereas Ms. Davidson has served as a valued member and designated federal officer of the TGDC since its inception, now therefore be it resolved the members of the TGDC recognize and thank Commissioner Donetta Davidson for her dedication to the work of the TGDC.  Now therefore be it further resolved the members of the TGDC recognize and thank Commissioner Davidson for her devoted public service during her tenure both on behalf of the U.S. Election Assistance Commission, the TGDC, and to the causes of democracy, and expresses its best wishes for continued success and happiness.”


DR. GALLAGHER:     I suspect this is going to be a controversial one.  Any comments there?  All in favor.


MEMBERS:
Aye.


DR. GALLAGHER:     Any opposed?  I assume we will have no abstentions on this one either.

(LAUGHTER)


Well, let me consider that one passed and let me add both collectively on behalf of everybody here and personally, it has been a privilege and an honor to serve with you.


COMMISSIONER DAVIDSON:
Thank you.


DR. GALLAGHER:     I think all of us who have worked on the TGDE know that this would not have been possible without your leadership, your hard work, and your dedication to this and you are one of the pleasant public officials I have ever had the pleasure of working with.

(LAUGHTER)


And I want to thank you for your collaboration and your friendship.


COMMISSIONER DAVIDSON:
Thank you, thank you.

(APPLAUSE)


I thought I would get out of here without shedding a tear but I guess I’ve never left a job in my life that I hadn’t left without some sadness.


I think I’ll frame this right along with the letter you sent me and put it in my office but thank you very much.


I do have some thanks to really express.  Part of this is with sadness that I leave but part of it is I’m really looking forward my new adventure and being closer to my family obviously.


First of all, all of you sitting around the table have served as TGDC members and the ones that served in the past, a few of them in the room even, one I think still here hopefully, it’s been a pleasure working with you and I thank you for your support in working through and making sure that we have improved the democracy in testing and certifying equipment as well as NIST also being very supportive and helping in certifying our labs.


NIST has been a great partner in what the Help America Vote Act was trying to accomplish with the EAC and, you know, I think if people really looked at what we’ve accomplished since 2004 when we actually started money and started working with NIST, there’s been a heck of a lot done in this agency and I definitely appreciate what has been done by all of you.


I also want to say my staff at the EAC, they have all put their whole heart in what they’ve done and this would not have been accomplished without the hard work of the staff.  They’ve made whatever has happened there, made it shine.


It’s been difficult.  We’ve learned a lot as we came along and we still learn but I think that we’ve accomplished a great deal and all of our partners that we work with we appreciate that working relationship, FVAP, and NIST, and the EAC.


But the staff especially needs a wholehearted thanks.  And they’ve got a rough year ahead of them.  Sometimes you hate to walk out when you know it’s going to rough but, you know, they will survive if they are allowed to and they will do a great job.


So I just hope that we are still around as all the years ahead and I wish everybody the best of luck in getting the new 1.1 certified and into the working conditions so the labs and the manufacturers all know what it is going to be about and then 2.0 because that is the obviously what we’re headed for is the new type of election systems that we have out there for our voters to vote on.


And election officials throughout the nation, I can’t say enough.  They work their tail ends off and they do a great job.  Their whole heart goes in to what they are doing.  So thank you election officials that are here today.


With that note, my son is back in the back room waiting for me because we’re driving out of here.  We look like probably, I don’t know, probably doesn’t look very pretty.  The car will be fully loaded.  I hope he left room for me to sit.


So thank you all.


FEMALE SPEAKER:
We are not quite done yet so don’t leave please.


DR. GALLAGHER:     So I did want to give you something, a little NIST apparel to keep you warm in Colorado.

(APPLAUSE)


COMMISSIONER DAVIDSON:
You know, this means quite a bit because EAC got in a heck of a lot of trouble for doing tee shirts.

(LAUGHTER)


DR. GALLAGHER:     My advice is get out of town before the attorneys get --

(LAUGHTER)


COMMISSIONER DAVIDSON:
I don’t want to share it with Congress.

(LAUGHTER)


Thank you very much.  I appreciate it.


DR. GALLAGHER:     You are most welcome.


MS. COLLINS:
And the Working Group at NIST wanted to leave you with something as well.  And would all of you all come up so we can at least --


SPEAKER:
(Off microphone, unintelligible).

(LAUGHTER)


DR. GALLAGHER:     Linda Lamone.


MS. LAMONE:
Donetta, Linda Lamone.  We as the membership of the TGDC would also like to express our sincere gratitude to you for being our leader and guiding us through the good and the bad.

And I know we are all going to miss you and we have a small token of our appreciation for you.  (Unintelligible) is coming up too.

DR. GALLAGHER:     I knew you wore that shirt for some reason.

MS. LAMONE:
(Off microphone, unintelligible) keep you warm on your way out to Colorado and a box of Godiva chocolates.  So we all just wanted to let you know how much we really appreciate everything that you’ve done for us.

COMMISSIONER DAVIDSON:
Thank you, Linda.

MS. LAMONE:
Thank you.

COMMISSIONER DAVIDSON:
And I hope to see all soon.  Thanks so much.

DR. GALLAGHER:     Very good.  With that I think we stand adjourned and I want to thank everybody.

(Meeting Adjourned)

(END OF AUDIO CD RECORDING)
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