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DR. GALLAGHER:     Good morning, everybody.  I’d like to go ahead and call our final day into session.

And I’m going to start with an apology in advance.  I’m going to be sneaking out on three occasions today to either make a phone call or have a quick meeting.  These are just calls from what the rest of the agency is doing so I have something at 10:00 a.m., at noon, and at 2:00 p.m.

So if I’m not back or if you see me quietly making a break for the door it’s because of these other conflicts and I apologize in advance.  But my very capable co-chair has agreed to take charge and she’ll do a better job then I am and you’ll probably be done by the time I get back.
(LAUGHTER)


So I’m going to welcome you back.  We start this morning with a series of reports on the various working groups.


I’d like to suggest one quick change this morning.  I’m going to invite Matt to come up just before we do the Usability Working Group just to give a little context.  We thought it would be very helpful to talk about why the auditability breakout was requested by the EAC.

Other then that I think we’re holding to the schedule and as we move into the post lunch discussion period, as you see we have quite a bit of time prepared for discussion but of course that depends on how much business we have and so we can work through that as the time comes.


So let me re-invite Sharon up to the podium to get us started this morning.  Thank you, Sharon.


MS. LASKOWSKI:     Good morning, I’m Sharon Laskowski.

DR. GALLAGHER:     I should also mention we’re expecting Ron Gardner to join us by phone at some point today as well.


MS. LASKOWSKI:     I have to clear my head from UOCAVA activities and think Usability and Accessibility Working Group and what have been the main themes.


So basically I’m going to summarize what the Working Group has been discussing via e-mail and tele-con over the past few months.


Overall our goals are to identify and prioritize issues relating to improving the usability and accessibility of voting systems and we address these issues through research to be performed by NIST and others.  So by others I mean we look to what academia is doing in terms of research to support this.  We look at what’s going to be coming out of the EAC drafts programs et cetera.


And the goal of the research is to then result in improved VVSG requirements, test methods, and recommendations to the EAC.  And we have been doing this through bi-weekly discussions, collaboration with other working groups, and NIST research.


Our focus in the past few months has been primarily accessibility.  We’ve had numerous discussions concerning VVSG requirements, interpretations, and testing including discussions of paper and the acts of barriers associated with paper.


Our work is also guided by two TGDC work items, for NIST to examine VVSG 2.0 requirements for accessibility including voter verification, that is voter verifiable paper records, and also a report on accessibility and usability considerations for remote electronic UOCAVA voting which I spoke about yesterday.


Understanding the intention of the requirements and how to test them is very important for usability and accessibility.

For VVSG 1.1 and 2.0 we have draft test methods and we have a validation in progress.  By validation I mean we’ve developed these test methods.  We want to make sure that we’ve documented them in a such way that someone else could pick up those test methods and repeat them as we intended them to be done.  So we’re in the process of letting a contract to get started with having people look at that.

We did a little in-house validation because we built a voter user interface that we’re going to be using as part of our test methods on a touch screen.  Nothing underneath it, just the user interface and the interaction, and actually Ben Long from the voting team and someone else from my group that has not been involved in the voting team who built it, to then go through at least the design test methods.  So we’ve kind of done some preliminary validation.


We also have a draft document on qualifications of the testers to run the chapter three usability and accessibility test methods and we’ve just completed the draft and circulated it to our working group, and the next step is to coordinate with NVLAP to make sure it’s in alignment, harmonized with the way NVLAP accredits labs.

And because there’s going to be a change in that contractors can be hired specifically for these tests, we’ve got to understand from NVLAP kind of how that’s all going to work, and how the qualifications fit in, how can we verify those qualifications, et cetera.


We also are in the process with help from Ed Smith in acquiring newer systems from a voting system lab and it’s an announcement that will register and we’ve started to contact manufacturers.

It’s critical to our work because we look at the interaction with the system and to have some of the systems in-house for us to understand better, for us to do the validation for example, and to beta test some of our usability testing with actual users.


A topic that was under discussion from the Working Group has been additional guidance documents perhaps for how to run the test methods properly.  We haven’t started work on that but certainly that might be helpful background information.


Actually I take that back.  We did last year, guidance for how to do a usability test report.  We have two documents, one that gives a template for the test report and one that provides guidance on how to fill it out because some of the tests have to be performed by the manufacturer as well as the test lab and we did guidance for both of those about a year ago.

Because we don’t operate in a vacuum, we are interested in implementations, approaches, and architectures being discussed in the other working groups.

Collaboration with other working groups and experts is critical and in particular we had Ben coordinate with the Auditability Working Group to make sure that work is consistent with accessibility requirements, and also as new approaches come up to look at the usability aspect of those new approaches.


We’ve also been coordinating with the UOCAVA Working Group.  Our Working Group feels that usability and accessibility for the pilot testing and for deployment should be engineered from the outset.  You can’t add it in later.


And as I said, I already discussed the usability and accessibility consideration documents yesterday.


I’ve got I think three slides on just kind of areas where I think more research is needed.  Dexterity research continues to be needed to improve voting systems.  There’s such a wide variability amongst people with dexterity disabilities and often they are accommodated with personal assistive technology like switches.


Personal assistive technology is not addressed in VVSG 2.0 and while we’ve tried to accommodate as much as possible in doing universal design that can accommodate many disabilities.  That next step, getting that next set of people that can be accommodated with the universal design that is big enough, clear buttons, contrast, et cetera, and the solutions here could be requirements to allow voters to use their own personal assistive technology.

And along with that you need requirements for the kind of scanning of the ballot to support the switches, how the switches work.  You’ve got a scanning of the screen and the voter uses a switch to then stop the scanning and choose whatever is appearing in that scanning.  So there’s a bunch of scanning algorithms and depending on how many switches you have, you can adjust accordingly.


And we’ve also seen research such as sound activation rather than physical switches.  That’s Juan Gilbert’s research.  So we want to keep on top of what those new solutions are as well.


Requirements for low vision and considerations for an aging population could be improved.  We haven’t really done experiments with aging populations specifically for the purpose of improving to the VVSG.  Right now the approach to accommodate low vision is some magnification.  Of course you can adjust contrast and font size.


Audio read back for very low vision, but for paper this is not optimal, especially for the aging population with new vision problems and reduced cognitive capability, it’s hard to just listen.  You need to kind of get some visual cues as well.

And testing with the older populations, then cover additional and proof requirements but further research is needed in this area.


We’re continuing our research on performance based usability.  We’re validating the benchmark, that’s in progress.  We got a bit of a delay because they changed our human subject study rules and so I had to redo that paperwork and I’m in the process of getting new approval to continue that work.

I mentioned that we built a touch screen.  It’s what we call a calibration or control machine so when you run a benchmark test or wherever there’s a benchmark test, they would run it both on this calibration machine that has known values and the voting system under TEST, so if they don’t get the expected results for the control calibration machine and something went wrong with their usability testing.


The usability testing is not feasible for accessible voting systems because you would need such large number of users to get repeatability.  So we do have some potential protocols for usability testing with people with disabilities that are suitable for a pass/fail conformance test.


We’ve developed some data on the requirement for testability throughout the voting session.  Accessibility throughout the voting session means we don’t really look at the accuracy of the vote but can a voter with a disability from the time they walk up to the voting system and cast their vote, can they do that independently without assistance.


So there the test runs sets of voters through very well defined (unintelligible).  We collect data.  We’re looking for show stoppers so to speak.  And then you have a usability expert that looks and makes a determination of is this a show stopper in terms of this independence throughout the voting session.


So we’re hypothesizing and we have to repeat the test with another researcher to see if indeed we get repeatable results but we believe that some combination of this performance data in forming expert analysis would produce feasible test method.


And we want to apply that for an accessibility benchmark test for the system just like we have a usability benchmark test for the systems that are for users who are not disabled.


So I want to talk about, and this is also a segue into David Flater’s discussion, it does play well.  We had a lot of discussion about manual dexterity and paper.  You heard a little bit about that yesterday so we thought it would a good idea just to remind people of what the requirements are.


And VVSG 1.1 was revised by the EAC to make the capability to submit a ballot mandatory for voters with dexterity limitations and in fact the exact wording is that if the normal procedure is for voters to submit their own ballots, the accessible voting station shall provide features that enable that submission.


And VVSG 1.1 also has that requirement and travisual VVSG 1.0 was survived by the EAC in the final version to make it clear that if the paper record is either treated as the official ballot or could be the controlling record used to recount the visually disabled, voters must be able to verify the paper record itself.

In other words, it’s a should if there’s a VVPAT, it becomes a shall requirement if that VVPAT, if the paper record is an official ballot or used for a recount.


In general, automatic paper handling mechanisms and systems to allow verification of print and alternative formats have yet to be commercially available and deployed to meet these requirements.


So that concludes my talk and I’d be happy to take questions and make clarifications.  It’s early, our brains aren’t thinking as quickly as they will in an hour.

DR. GALLAGHER:     I have a quick question for you.  You had mentioned that personal assistive technology is not covered under VVSG 2.0 but since that’s personal equipment it would seem to me that it would probably come in, in the form of almost interface requirements, an interoperability requirement.  How is that addressed right now, and I’m just asking?

MS. LASKOWSKI:     We did not have to address it in the past because we viewed the voting system as a public kiosk with no personal assistive technology except for you could bring your headphones.  We don’t really think of phones as personal assistive technology and it’s got jacks for that, a standard jack.


I’ve talked to a number of people, experts in the community such as Gregg Vandergeiden at the Trade Center and there are some fairly standard ports so it appears that the interoperability is not an issue but I’m investigating that further within the next year.  I’ve got a contract now to look at some of those issues but from what the experts tell me it’s not an issue.


MALE SPEAKER:     One of the things that VVSG has been bad at for a long time is the idea of interoperability and interchangeable components.  In fact the interoperability with personal assistive devices would really be a first.  It would be the first case where we stopped looking at the voting system as a package and talk about an external component which plugs into it and performs an essential function for some class of users.


I hope we can learn from this how to do better making other components interoperable because in fact I think interoperable components are something that the field has cried out for, for a long time.


MS. LASKOWSKI:     Yes, it’s a bit of a degenerate case but it’s a good starting point because you’re not going to be loading up software specifically to your device, you just have to have a switch operable.  Diane.


MS. GOLDEN:
Yes, just to sort of clarify.  The current VVSG takes the position that voters should not be required to bring their own assistive technology.  It’s violent on the issue of whether or not they are allowed to bring their own and interface and there was really no attempt to make sure that there was an easy interface.

So the current VVSG is set up so that if you come in and you happen to use prosthetics you’re probably going to be able to interface if your prosthetic works like whatever it’s replacing in terms of bodily function.

Past that, the whole issue of switch interface is kind of where this came from because the systems that are set up to use a switch, well, switches have evolved over the last ten years so that they almost all use the same standard port.

So the fact that the machine is set up to use a pneumatic air switch except in (unintelligible) for something else means that anybody with a dual switch could come in and plug their own switch in as long as it’s dual function and it will work exactly the same.


That begs the question, is that allowable or not and you get to that security question again, is there some evil mal-wear in somebody’s personal joystick if they plug it in and substitute the standard switch that came with the voting system.  So that’s one of those issues.

Of course on our end everybody says it’s a port, it’s a connector.  It’s just swapping out a mouse for a track ball or anything else.  It’s just a peripheral attachment.  But then you get the security people wrinkling up so that’s one of the issues.


MS. LASKOWSKI:      Although I have looked at that and there doesn’t seem to be an issue with it.


MS. GOLDEN:
But that’s where 1.0 is silent.  It’s clear that you can’t be required to bring your own AT, that’s the idea, but it’s silent about whether you can use your own AT to interface.


MALE SPEAKER:     As long as personal assistive technology interfaces through a simple on/off switch port of some kind, the security risks posed a very small.  If the next generation personal assistive technology all comes with USB connectors, all bets are off.

And in fact this is something where the natural market pressure could push us into an area where it becomes inconceivable that we could secure the devices, particularly since just about every USB device comes with its own driver and people would say well, I have to plug this in, I have to mount my driver, and oh, security just disappears.


MALE SPEAKER:     I was going to say something similar.  It’s probably doable without very much trouble for simple things.  The more complicated things, you really better think about the problem in advance and set the interface properly.


For example, if we had something that was very (unintelligible) of the USB interface, whatever, then what it’s talking to on the voting machine is going to basically translate that into yes and no or up and down or something but a very restricted interface to the secure part of the machine.


So it can be done when you design it in from the beginning rather than trying to add it on later.  If we think about it from the start I don’t think there will be an insurmountable security problem.  As Doug said, the more sophisticated the interface the more difficult the challenge is.


DR. GALLAGHER:     Any other questions?  Great, thank you very much.

MS. LASKOSSKI:     Thank you.


DR. GALLAGHER:     Matt, this is where we stuck you in to give us a brief bit of context, and then we’ll go to David.


MR. MASTERSON:     Well, good morning.  Commissioner Davidson asked me to briefly get up and provide a little bit of background on where this idea of alternatives to software independence with the Auditability Working Group came from so that you have that as perspective for the discussions that David is going to bring.


So the idea of alternatives to software independence in the paper that actually NIST wrote on that topic came about as a result of the public comment period that we held for the next iteration of the standards.


During that public comment period many of you participated in or at least read the transcripts or saw the roundtable discussions that we had regarding several issues, one of which was software independence.


Software independence, it’s probably not a surprise, happened to be the most commented on topic of anything in the next iteration of the standard and opinions on software independence ranged from absolute and total support to absolute and total rejection and there was everything else in between.


And so when we were reviewing the comments both from the roundtables as well as the comments received by our Standards Board and Board of Advisors and the comments during the public comment period, the written comments, it became clear to us that a decision was going to have to be made on software independence and whether to keep it in there, to not keep it in there, to revise it in some way, whatever, it needed to be dealt with.  It was a polarizing topic to say the least.


So this idea of alternatives to software independence came as simply a means to help inform the commissioners’ policy decision.  It does not suggest that a decision has been made to remove software independence or to apply an alternative to software independence.  It’s simply the EACs due diligence in looking at all the alternatives that might be out there in order to be able to properly respond to the comments received.


And to be very clear, one of the responses that the commissioners can make is we think software independence is good and we’re going to keep it in.  It could be we think some of these alternatives are good and we believe that in a layered approach applied, they meet what we need as far as the threat to be addressed, or it could be we’re going in a completely different direction.

There’s a decision for the commissioners to make but it would be irresponsible not to explore other options, alternatives, however you want to say it before making the decision.


So that’s the background.  Again this was the most commented on topic and the comments ranged all the way across the board and so the commissioners felt it was of extreme importance to explore all avenues to understand why software independence was in there and explore the possible other ways of mitigating the threat profile that software independence was attempting to mitigate before making a decision.

So that’s the background on that.  That’s why the alternatives to software independence paper that NIST wrote was made, and then the charge was made to the TGDC at your alls last meeting on that.


I don’t know if there are any questions but we thought it might be helpful background to provide that.


MR. RAGSDALE:     Russ Ragsdale.  Matt, were there any reasonable alternatives submitted?

(LAUGHTER)


MR. MASTERSON:     We hope so.  We hope at least that what you all are discussing today at least first thought at the very least.  Whether something is reasonable or not as an alternative I guess is going to be for you all to help us with and then the commissioners ultimately decide.


MR. MASTERSON:     All right, thank you.  I look forward to hearing the discussion.


DR. GALLAGHER:     Thank you, Matt.  It’s always helpful to recalibrate why we were here and so one of the ways the TGDC followed up on this of course was to set up these working groups and so I’m delighted to have David come up and join us and give us an update on this working group’s activities.  Thank you, David.


MR. FLATER:
Thank you.  The way the TGDC has operated has been within the working groups we proceed based on consensus and unanimous consent as much as possible, and when we have an issue in which we cannot reach unanimity or a clear consensus we bring it before the full committee for a vote, for a decision to be made and this working group finds itself at such a juncture.

This presentation contains some talking points that the working group has agreed to put on the table in order to set the stage for a robust dialogue to follow.  So the inclusion of talking points in this presentation does not mean that they have unanimous support of the working group.  We just want to get all the options on the table so we can have a good discussion about them.

So let’s begin with the EACs charge to the working group.  The EAC directs the TGDC to develop draft requirements for audit methods to achieve the goal of software independence.  The goal of this work is to develop requirements for the auditability of the election system without requiring a specific technology.  The starting point for these requirements should be the work already completed by (unintelligible) alternatives to SI.

As the working group has done its diligence on the alternatives to SI that we are aware of, we have found ourselves apparently backed into a corner, each one either does not meet the goal of SI as we currently understand it, or can’t be delivered in the form of requirements that would go in a VVSG, or it’s an alternative that is research for which we do not already have a commercially available example and so it is unclear if it is in fact a viable alternative.
Now this slide gives one tiny part of the rationale for SI.  To give the full rationale for SI would be a day long presentation but this particular point has shown itself to be an acid test that distinguishes software independence from other definitions of auditability that we might use.

Except as plausible, there could be one rogue or coerced software engineer in each independent supplier of voting equipment to the jurisdiction or other alternate hypothesis to get us to the same place.  If we accept this then all that electronic records in the voting system are potentially compromised and if there are no other records that’s not possible to compare records to audit the result.

This is an example of a threat where there’s probably a lot of agreement that the impact is high but with respect to the probability of it occurring, we get both extremes of the spectrum.

There was a discussion yesterday that the evaluation of the probability could be subjective and so there’s the possibility for that to be influenced by the desired outcome.
We might substitute the question, what is your level of comfort with the requirement for SI, high, medium, or low and we might find that the results of that question correlate strongly with the answer of what do we think the likelihood of this attack is.

So the goal of SI has boiled down to an absolute minimum as we understand and of course one of the points that can be debated and discussed is to mitigate this threat and others that are easier, and the mitigation is discussed in the VVSG the 2007 draft, independent voter verifiable records.
Independent records enable a meaningful audit, voter verification establishes the independent validity of those records, and as we all know paper records satisfy that definition.

Now alternatives that mitigated the threat without using paper were not prohibited in the 2007 TGDC draft.  What VVSG actually required was either independent voter verifiable records, IVVR or an (unintelligible) class submission.

Now the intent of the term IVVR was introduced specifically to avoid having a flat out mandate for paper appearing in the VVSG (unintelligible) draft.  That’s the intent of the term.  Now the extent, what examples do we have of conforming systems, this is where we run into other discussions because the paperless solutions are still researching.

Now from the absence of a commercially available example we cannot logically conclude that the requirements are more restrictive then necessary to achieve the goal or that no conforming paperless solution can possibly exist.
Now one opportunity for moving forward on the charge was to simply accept these as hypotheses, just assume these to be case and move forward from that but the working group did not reach consensus on simply accepting those statements as given.

Now with respect to alternatives to SI, these do not precisely follow the text (unintelligible) appears in VVSG 1.0 but they cover largely the same territory.

First of all we have electronic independent verification devices.  For example, one that attaches to the display output of a DRE and simply takes screen captures at select moments to get a passive record of what goes on.

The consequences of this are that it is at best an incomplete response to the rogue programmer (unintelligible) that was discussed on a previous slide.  If we accept as plausible the possibility of these rogue programmers, this means there is going to one more rogue programmer.  It’s still a relatively small number of rogue programmers.

Another option is parallel testing.  This is not the same kind of audit.  We’re not auditing by comparing records here, we’re auditing the behavior of the voting system to get confidence it’s doing what it’s supposed to do another way.

And this is what Russ alluded to yesterday when he said that one of the -- at one point we were saying that all systems are auditable.  You can do parallel testing on pretty much anything.

Now from a security point of view one of the discussions we get into is it’s an arms race, that for each parallel test strategy one can use, one can construct a more convoluted attack in which the fact that the system is being paralleled tested could somehow be detected and so that in turn causes you to have to do more complicated testing.

The more pragmatic problem however is that parallel testing does not come as requirements on the voting system.  This is a procedural requirement so if our charge is deliver VVSG requirements on voting systems, parallel testing does not appear in that form.  It instead appears as an absence of requirements.

If we choose this alternative we essentially are taking requirements out of the VVSG and saying, the voting system can be anything and then we are assuming that these procedures will be in place to mitigate the threat.

Another alternative is software assurance.  This sort of attacks the concern at the root.  If the concern is untrustworthy software, then what do we have to do for us to trust the software, and unfortunately this gets us into a scheme where again we’re going beyond what can be required in the VVSG.  This requires us to commit to changes that are outside the scope of what the TGDC can recommend.

End to end crypto is a different system design that’s been discussed starting with the 2007 VVSG.  From a security engineering perspective it holds great promise, however this is in a category of things that are researchee.

We cannot point to an example in the field and say not only does this satisfy the goal of SI but it also has already been shown to be satisfactory from an accessibility and usability and deployability standpoint so this gets back to the discussion of do we in fact have to demonstrate that it is real on the ground as opposed to pie in the sky.
Finally there are unknown unknowns.  There is always the possibility a new alternative will be invented that we don’t know of yet, but again what is the level of proof that is required that something is feasible before we accept that as giving us confidence to go forward with a particular direction for the VVSG.

Now we did try sort of a different approach in one of our meetings.  Let’s go back to this diagram where we have auditability up here and SI is one way of achieving auditability and let’s just start with trying to get a definition for auditability.

And the proposal was based on some analysis.  Let’s say auditability is the ability to do an automated independent recount.  Now it is important to note that we did not have unanimous agreement on the requirement for automation because this brings in other security concerns et cetera, et cetera.

But the general idea of this was to get something comparable to shipping optical scanned ballots to a neighboring county to be recounted by different people on different equipment to get a second opinion on the vote.

But the critical issue here was not whether or not automation is required, it was again the goal of software independence mitigating that threat.

This definition does not put voter verifiability on the critical path and if voter verifiability is not included, this essentially omits into conformity the IVD possibility, the all electronic system with an independent verification device and then we have the same discussion that this is at best an incomplete response to the rogue programmer’s threat.  Is it truly an independent record if we accept it’s plausible that it may have been compromised by the same small conspiracy of people?
Now there was a separate discussion about the issue of taking verification off the critical path or making it random in some ways and this was to discuss concerns about the accessibility of voter verification.

And this also is an interesting discussion, I mean it has something to do with how we found ourselves discussing these issues again and it appears that there have been misunderstandings about what exactly the 2007 TGDC draft required and did not require with regard to paper records and accessibility.

Whether or not we agree that that’s what the letter of the requirement says, it is a fact that the paper record accessibility requirements in VVSG 2.0 were intended to be more general, i.e. stronger then the ones in VVSG 1.0 and yet some people have apparently gotten the impression that software independence in VVSG 2.0 was pushing back against the accessibility requirements and this may have been a misunderstanding that the terms software independence maybe convey that you’re not allowed to use software to support all audio read back for accessibility.

That was not the intent and that was not what was written in VVSG 2.0.  There was in fact a compromise made.  You can use software to support all audio read back and this compromise was done recognizing that it is not feasible to provide an identical experience for every voter and that simply prohibiting or limiting voter verification would not be a win.  This would not be increasing the accessibility.  It would be decreasing the functionality.

So the major part of the controversy here was about the absence of conforming implementation.  You’ve got discussions about supporting accessibility through audio read back and also through mitigations or ways to support the paper handling, and the question is, if we don’t have commercially available examples of these systems then is this a real option.

If we put the standard out saying that this is required but we don’t have an example of a conforming system, can we nevertheless bless that standard going forward or do we think that this is just pie in the sky.

So that is a big discussion but the important point is if there is agreement to pursue some alternatives to SI, then agreement on the reasons for rejecting SI is not required.  All the details about well, accessibility, it’s at odds with accessibility somehow, we don’t really have to reach consensus on that if we reach consensus to pursue the alternatives.

However if there is not agreement to pursue some alternatives to SI then we have this compromise that was reached in the VVSG 2.0 draft and we’ve not yet identified a better compromise that’s a win for everyone.

Now each activity concerns, I think this was discussed yesterday with Russ and Donetta, that one of the forces acting on the 2007 draft was fear of what this would do to jurisdictions in our current systems.

And I think we’ve fully established that, maybe we fully established within our group but we haven’t communicated adequately, that we’re looking at a forward looking timeframe, that the existence of this standard does not mean that for example systems that are non-conforming are going to be confiscated.
Now we come to the options.  First option is essentially to endorse one or more of the existing paperless alternatives to software independence and it’s not sufficient just simply to say well, we’re going to go with option one because of the issues I raised earlier, that there are implied policy decisions that assumptions behind our choice of which of these alternatives should be included or taken off the table.
And depending on what our jurisdiction is we may be unable for example to pursue the alternative of parallel testing because it only meets the goal of SI if we assume the existence of a procedure over which we have no control.  So that’s a policy decision.

(Unintelligible) to all electronic systems with an independent verification device we have to answer the rogue programmers threat that was discussed as the abridged rationale for SI in some fashion, either by agreeing that we find this to have a low probability of occurring or agreeing that we’re going to move forward with an incomplete mitigation to that threat.

We’ve heard discussions that okay, we’re seeing all electronic systems being deployed already like it or not, and so we should catch up with what’s happening on the ground and deal with that and that would be accepting incomplete mitigation.

Similarly parallel testing of software, Sharon tested this similar issue that if the goal of SI is going to be satisfied using these approaches, we are buying into things that are going to happen outside of our jurisdiction, outside of the scope of the TGDC and the VVSG, and that’s an important decision that needs to be agreed upon with the EAC in the room.

And it is important to note also that in order to get a definition of auditability that is different in software independence it does mean we need to relax one of the constraints otherwise we just find ourselves with a definition of auditability that becomes SI, it is SI.

Second option, I’ve discussed in fact that there were a lot of misunderstandings about what exactly the 2007 draft said and as I’ve heard in discussions within the working group, it seems that quite often it was oversimplified, that it came across as 2007 mandates paper and it doesn’t do that exactly.

And it really boils down to what is the personal stance with regards to the necessity to have an example in the field that is paperless that also satisfies the software independence requirements.

If your stance is show me the system or I don’t believe it’s credible, I don’t believe it’s an alternative then yeah, you sort of equate SI with the paper mandate.

Again with regards to the paper ballot accessibility requirements, the conflict that sometimes has been discussed between accessibility and security, a compromise was reached in the 2007 draft.  There was a requirement for software independence, requirements for accessibility were in there too.

So perhaps there was a misunderstanding here that if we just communicate what it exactly said then some of the controversy might die down.

Again with regards to affectivity, we accept that it is not necessarily the case that a conforming system has to exist now.  This is a forward looking standard if we simply accept as plausible that the developments will continue until alternatives exist.

So option two is a communication option.  We think that by and large the intent was correct for the 2007 VVSG and we just need to communicate it better.
Option three is a bit less optimistic.  Option three sort of assumes that we’re not going to reach an agreement about the necessity for a conforming paperless example to exist and yet if we don’t have a clear answer to that part of the SI premises or the SI argument, we are going to hypothesize it to be false.

You know, are we going to hypothesize this threat to be a low likelihood, are we going to say that the argument that led from that threat to the conclusion was somehow invalid.

If we’re not going to take issue with any part of the SI argument then we’re forced to accept the conclusion and option three essentially says okay, maybe that’s where we are and we don’t have to like it but let’s look around.

We’re hearing that the market is shifting to op scan increasingly.  I’ve heard statements to the effect that no one is working on all electronic systems at this point and it’s not clear that if we write requirements for all electronic systems that there will be any buyers at this point.
So the question here for option three is are we fighting the previous battle or should we simply look at what we have here is a market share for opt scan, leave the door open for future opportunities but perhaps we just focus on opt scan and enhancements there too.

And with that I conclude and I thank you for your time.

DR. GALLAGHER:     The floor is open.

MR. RAGSDALE:     Russ Ragsdale.  Dr. Gallagher, yesterday you mentioned an approach, best available technology.  Could you indulge me with a brief explanation of how NIST handles that and some standard setting?

DR. GALLAGHER:     I don’t know if I can.  The comparison I was making yesterday had to do actually with the regulatory approach that EPA takes in looking at technology selection to address regulatory goals.

It’s interesting to note that in that environment there’s actually two very distinct approaches.  A different regulatory agency actually takes the opposite perspective entirely.  That would the Nuclear Regulatory Commission.

So what EPA typically does is they actually define a regulatory goal which may be technologically unreachable so that poses a dilemma for anyone who’s under this regulatory environment.

So what that forces them to do then is to separately basically define a hard regulatory floor and that discussion is based on best available technology and so equipment certification allowability is built in there.

And then what they do is they periodically reevaluate that regulatory floor because the goal is supposed to be what they’re striving -- in fact there’s a ratchet built into the regulation so you can never move away from the goal.  So you have to assess new technology opportunities in the sense only that they move you closer.

In the context of how that is incorporated in the standards development, I think David’s talk actually touched on this for me, is that a lot of this is interplay with what the certification process means and what’s in its scope, is this the floor, and then you move beyond it and what is the scope of the content.

And one of the questions I was going to ask David is that he made the comment several times that parallel testing is a problem because it presupposes the existence of a process that you depend on to achieve your goal but it’s not in the scope of the certification, do I understand that correctly?

MR. FLATER:
That’s correct.

DR. GALLAGHER:     And I found that interesting because isn’t it true that even for a system, you know, forgetting parallel testing, aren’t there numerous processes occurring in the voting process that are outside the scope of that certification already?
MR. FLATER:
That is also correct and it’s an issue for the committee, what is their comfort level and certainly from the security perspective there’s often an impetus to -- well, even from a usability perspective, if you’re aware of threats there is a possibility the system can be used wrongly.

It’s a win if you can engineer a system that will mitigate that threat technically without imposing any additional burden on the user, i.e. instead of giving the user a plug that goes in two ways, one of which results in a catastrophe, give them a plug that’s bigger on one side so they can only put in one way and there’s no lose there, you’ve just made a better system.
So the argument here is, is parallel testing one of those things, that it’s a mitigation for the plug that can go in either way and maybe we should just instead design the better plug.  Yes, that is a debatable argument.

DR. GALLAGHER:     Russ, I didn’t answer your question.  Belinda, do you have any examples that you can think of?

MS COLLINS:
(Off microphone, unintelligible).

MALE SPEAKER:     A couple of comments.  So on the parallel testing, the idea is not just something that, you know, is a procedural question that can’t be mandated but it’s something that we have experience with and good data that suggests that it simply doesn’t work very well for election officials.

There’s been a few jurisdictions that have tried parallel testing.  It’s really not been deployed widely and of the ones who have tried it, the typical experience has been to de-deploy because it’s expensive and of questionable value.

So coming back to David’s talk and the broader themes, I guess I would throw in two comments to the mix.

One comment I would make, a brief one on SI is, I see probably the strongest argument for software independence is not the rogue programmer threat which is a bit extreme, but it seems to me that that requirement comes out of the fact that if you believe we need a way to check that the equipment worked properly in an election, that seems to lead you to the SI requirement.

In other words, if there are allegations after the election that the equipment didn’t work properly in a way that changed the election outcome, now you need a way to be able to check up on that.

So on IDV, independent dual verification, maybe that’s one of the biggest topics that was raised in David’s talk and I guess I have two concerns with independent dual verification, with IDV.
So first is cost.  I’m concerned that if you take independent dual verification seriously then that will significantly increase the cost of systems development, it will require developing new systems from scratch, changing the way we develop systems.

If you take it seriously it means you need two separately independently developed versions of the voting system which I mean you’re going to be re-implementing things twice so that sounds like at least doubling the cost and if you add in integration type thing and changes to the certification process, maybe it’s more then that.

Of course if you don’t take the true independence, you know, you don’t go all the way towards true independence then maybe the cost is less then that but then the argument for why independent dual verification is effective is dubious.

So my first concern is that the cost is going to push people away from gaining true independence and so the two supposedly intended to be independent components may not actually be.

And the second concern which is probably more significant has to do with the effectiveness, that even if we build (unintelligible) systems, following independent dual verification doing the very best we can, that I’m concerned it won’t be effective at our goals of auditability and the other goals we have.

The core premise seems to me that if we take the same task and we implement software to do it twice by two totally separate development teams, the chances that they make the same mistake in both is very, very low, so low that we can essentially ignore it.

But I don’t think the experience of software development actually bears that out and I think those of us who have taught classes to students who are learning programming actually have seen this phenomenon over and over again where we issue an assignment to 100 students and we get back and there are two or three common errors that appear very frequently among the large number of responses that come back.

And what that gets at is the risk of common mode failures, failures between two development teams correlated so it’s not implausible to imagine you have a similar kind of mistake in both implementations.  And there’s a variety of reasons why that might be and there’s some scientific literature that maybe I won’t bore you with, that finds evidence for that in an actual setting.
So to summarize, I am concerned that IDV, independent dual verification is not a good basis for achieving auditability.

MS. MCGEEHAN:     I have a couple of points also or comments in response to you, David.

I think my first comment in response to David Flater’s presentation, and by the way David did a great job in our working group because it was a tough one and he maintained very nice, professional decorum and you did a great job David and you did this morning as well.

One of the main points I’d like to make is that everything in the election arena and maybe in other arenas as well is a balancing act.  It’s always that trade off between access and integrity.

Deadline to register to vote, that’s a compromise.  Reasons to vote absentee by mail, current security systems with paper based systems, are all the result of a compromise because you’re never going to get the perfect system.

My concern about SI is that it seems to be looking at the security of an electronic voting system without taking that balancing into effect.  The practical effect that I see today is that those jurisdictions that have tried to implement DREs are faced with vendors that don’t want to support DREs anymore.

Part of that is the political reality in those legislatures that have required paper.  I think some of it is where 2.0 is.  If I were a vendor setting out to develop a new voting system I don’t think I’d go down the DRE road.

The vendors that are certified in our state have told us, you know what, we’re going back to paper.  We’re coming up with all these new precinct optical scan systems.

I think that’s a real sad statement because I think we need to have innovation and I’ve said this in the working group so for those of you that have heard this on the tele-con this is a repeat, but where voting is going these days is in early voting by personal appearance, super precincts.  Those are some of the good, positive experiments where voters have better access to the polls, to the ballots.

If we eliminate electronic voting or if we have these complicated hybrid systems, that has the impact of curtailing those programs, making them more difficult or impossible.

So I think by requiring software independence even though some day you could make a DRE perhaps that would comply, that’s not anything in the foreseeable future so I see that it cuts off completely DRE technology.

Again, I think we need to go back to what our focus is.  We’re supposed to be setting a minimum level of standards.

If a jurisdiction wants to impose the requirement of voter verification, they can do that but there’s nothing in the law that requires that it be auditable and voter verifiable and I think that’s really what complicates it, what makes software independence so hard.  HAVA just talks about being able to audit the system.

And then lastly on the IDV, I mean I have no idea, I’d love to hear from Ed as to what would the impact be on current DRE technology and how complicated that would be.

To me I see it as kind of a compromise because it seems like we can still move forward with electronic voting but yet we add some important security safeguards that aren’t there today.

MALE SPEAKER:     For all that I’m normally a security person, when I was first asked about if I was interested in joining this group my response was my big concern is not security, it’s just ordinary bugs, ordinary failures, yet there are a very few examples of election fraud tied to the characteristics of DRE machines.

Doug, I think you said there are many more examples where there are strange and wondrous documented results that can’t be explained except by saying the software doesn’t work.

We do have mysterious ones like the Sarasota congressional race four years ago.  We can deal with the paper tapes that (Unintelligible) posted pictures of showing the numbers on the printed tapes from the voting machines don’t add up.  Many, many more examples.  We just don’t know why or didn’t know why something was misbehaving.  What do we do then?

I’m really much more concerned about ordinary bugs and codes.  What do we do about that?  One are the characteristics of software failures is that there’s no way to recover from some of these things and you can lose a lot more.

I grew up in an area with lever voting machines and if one of these things jammed, you knew it was jammed. Yeah, there are more complicated failures.  Basically it was a one at a time sort of failure.  Software you can get every machine in a precinct in a county misbehaving and you’d have no idea why.  I don’t know what to do about this with software bugs.
I was looking at a paper, technical paper, I won’t bore you with the details, from 1993 from the Naval Research Lab analyzing 50 security flaws and they found that more then 40 percent of them had nothing to do with the code but with the specifications.

And if you have two teams of programmers writing a program to the same specifications and the specifications are wrong, the best programmers in the world don’t like to produce bad results because they were told to do the wrong thing.  More then 40 percent of the security flaws they studied in 1993 were bad specifications.

There have been other studies that give the same results.  I’ll tell one more story.  Does anyone here but me remember the first attempt to launch a space shuttle Columbia in 1980?  What happened, on worldwide TV it failed.  It wouldn’t launch, they got an anomaly, it wouldn’t launch.  It took them a while to figure out what the problem was.

Ultimately it was the fact that they had two different software implementations that were totally different, a 1 in 67 chance of this happening it turned out, and when did it happen, worldwide TV because they went for the dual implementations to try to get it right because this is life critical and so on.
Dual implementations are not a panacea.  I worry about it.

MALE SPEAKER:     It occurs to me that there are two conversations happening at the same time right now and I have a deep appreciation for what you just said Ann, there’s a desire to move away from SI and there’s a second question, do we have a reasonable replacement for it.

And I think some of what I’m hearing this morning is people are trying to complete those two discussions at the same time and I think that’s a little bit dangerous.
I would agree with a lot of the technical concerns that I heard from David and Steve.  IDV in particular addresses a particular class of problems, a particular class of security problems that have to do with how you build the software, how you program the software.

There are an entire universe of other problems which are artifacts not of how the code was designed but how the system was specified as Steve mentioned, the kind of hardware you use, the kind of procedures you use to use that equipment, that are simply just not going to be addressed in any way by something like IDV.

We’ve also heard this morning things like parallel testing.  I think it has its deficiencies.  The other approach with the software assurance, I think in all fairness makes some good slide ware but I don’t really know what that means.  It seems like kind of magic wand to me.  I don’t know how you would apply it to address all the concerns.

So I’m a little concerned that we may be getting ahead of ourselves in a desire to move away from SI or some on the committee’s desire to move away from SI without really having a full appreciation for the limitations of the other alternatives, that desire to find an alternative may be pushing us to make recommendations which may end up, well, in the case of what I heard this morning incomplete.

COMMISSIONER DAVIDSON:     Donetta Davidson.  And obviously I have no vote in this whatsoever.  I want to ask a question though or I guess I want to put something in your mind to think about.

While we’re talking about this, in my mind the things that Steve talked about, and Patrick, what you talked about and even a touch on David, programmers making the same mistake twice or different programmers making kind of the same type of mistake, don’t you think we have to think about how we stop that before the election instead of making sure that it didn’t happen after the election?
I mean to me logic and accuracy testing and things like that that catch human error or problems with software or things like that, I want you to also think about that, I guess is what I’m trying to say.

I think at the end yes, we need to know that we can audit and know that we’ve got somehow or another, our totals are correct but I also think that we need to really somehow or another make sure upfront that things are correct.

I’d sure rather have a lot of work upfront and have a smooth election then seeing a county’s name in the paper because there was a programming error, or a software problem, or something like that.

So I’m throwing it out, and maybe it doesn’t belong in this discussion but I would like for you to think about it.

MALE SPEAKER:     I’ll add that to a list of things that I’ll be addressing, but first I want to say, I’m confused because the initial presentation I saw, we talked about independent verification devices and the example given was something that captures screen shots of every screen presented to the user.

And then when David and Steve were responding they talked about independent dual verification so we have IDD versus IDV and as far as I can tell those are two completely different attempts at alternatives to software independence, one of which was originally intended to be very simple add on device.

It would only capture screen shots, in fact the oldest proposal for that that I’m aware of was a proposal to actually have a film camera that would capture a screen shot of every summary screen.  That was patented and the patent has long since expired.

And the trouble with every independent verification device I’ve seen, not independent dual verification but independent verification device, is that they all seem to have weaknesses in voter privacy.

This is certainly true of Juan Gilbert’s video disc recorder verification device and I think it’s very true of the 35mm camera taking screen shots of the verification screens.  Those capture the votes in the order they were cast in a manner that makes it very easy to see who cast which ballot.

There was a proposal, I forget who came out with it, it was called a vote meter, does anyone remember the vote meter?  It was supposed to be a little bongle that would plug into the side of the voting machine and independently record all transactions so you could recover the totals from it separately from everything else.

The independent verification devices have been explored extensively and essentially everyone that I’m aware of has secret ballot problems.

Independent dual verification is where you really build two machines in one and it has all these problems that were discussing of doubling the price.
So the next question I have is this question of what is available technology.  In the EPA standard setting case, they’re setting standards for power plants and available technology is scrubbers and settling ponds and things like that that will take the affluent and deal with it.  It’s component technology.  It’s not complete plant technology.

And the trouble with the voting system arena is that we deal with complete voting systems and the fact that someone has come out with a new kind of touch screen or the fact that someone has come out with a new kind of thermal printer, it’s not available technology in the voting arena until someone packages all the components together into a voting system which is a very expensive proposition.

No one will make the technology available until they’re sure there’s going to be a market for it and they aren’t sure there’s going to be a market for it until they’re sure it will conform to a standard.

And unfortunately that means that the technology won’t be available until the EAC endorses a new standard and at that point the development of an actual voting product I think begins.  Until then it’s a gamble whether that voting product will even conform and so you’d be foolish to spend money on developing it at that point.
This makes it very difficult to talk about well, there’s no available technology so we can’t do it because it’s such a standard driven process and has been since 1990.

So now back to Donetta’s question should L&A testing catch bugs, I wish it were so but it’s very clear that we have bugs that survive generations of use before someone does something that tickles the bug enough that it shows itself.

Essentially every software product in use today is loaded with bugs.  I’ve got a laptop computer here.  It’s as complicated as any touch screen voting machine because in fact several touch screen voting machines that have made to market are just laptop technology repackaged.

And I know for a fact that there are new software releases every couple of weeks, most of which are correcting bugs in last weeks release.  We’ve reached the point now where in the typical software product once the number of bugs declines to a certain point, every correction is likely to introduce new bugs.

Bugs just are a fact of life in software and we know that we’re always going to be running buggy software that will always exhibit some bug that we never anticipated in our testing.  Testing is at this point, we never expect it to catch all the bugs.

And the rogue programmer story, there have been lots of delightful rogue programmer stories in industry.  My favorite is the rogue inclusion of a flight simulator game in Microsoft Excel.  If you created a spreadsheet with exactly the right dimensions and put the right content in some cell on the spreadsheet, Excel would go away from your screen, it was Excel ‘97 I think, and it would turn into a flight simulator game.
The first time that happened it was unapproved.  It got through all of Microsoft’s internal quality testing and it was a big application and this kind of thing, it’s a category of software called Easter Eggs.  It has been around for a long time.

Programmers include Easter Eggs in software because it’s sort of fun and the Easter Eggs as a category are benign, they aren’t vandalism but when we have this category of benign things that sneak through quality testing produced by rogue testers, a category that’s big enough to have a name, hunting for the Easter Eggs in new software products is sort of fun.

If that category has a name we suspect that there are plenty of rogue features that are put into systems that are not benign, that are put there for the benefit of somebody else.  Most of them fortunately are benign.

DR. GALLAGHER:     There were two questions there.  Did you want to comment on either one?

MR. FLATER:     I just had 20 seconds to address Doug’s first point, the glossing over of IDV versus IVD.  This is actually something I did deliberately.  The 35mm camera example is a case where we have a witness device which is sufficiently transparent that we might trust that there’s no rogue programmer opportunity here.

The reason why I made this glossing over is because in today’s world most of the witness type devices we deal with are themselves electronic and are subject to the same threat as the independent verification or the IDV systems were so I didn’t bother to split those out.

MALE SPEAKER:     I just wanted to maybe speak a little broadly to the next question.

Software quality as it exists today is a function of time and money and you never get to the point where you’re a 100 percent.  The fact of the matter is anything as simple as that computer, Doug’s laptop, has several hundred million lines of source code and that’s fairly complex logic over several 100 million lines.

So the best you can hope is that when you build software if you spend money upfront to do the design well, you hire top quality engineers and top quality testers, you’re going to have good quality.

If you spend money over time on that software it will largely get better and that’s how you get the improvement.  By spending a lot of money upfront you can get assurances that none of these bugs exist.

History has shown that even the most well thought out, well designed, heavily tested software has some vulnerable pieces that you’re going to be able to exploit and essentially no amount of money is going to prevent you from avoiding that reality.

So to pretend that if we could spend money upfront or do the right thing, we just don’t have the technology, we just don’t know enough about software computer science as a community to say we’re 100 percent sure this is the perfect solution.

So of course spending an enormous amount of money, and time, and energy, and doing things like threat modeling is enormously important in making the quality that you deliver to the community or to the voters high quality, but it’s just not possible to get to the point where we say well, then we don’t need to do anything on the back end to be able to verify that it worked correctly after the fact.  We’re just not going to get there, at least today.

COMMISSIONER DAVIDSON:
And I wasn’t suggesting that we drop the back end, don’t get me wrong.  I’m certainly not suggesting that, but when I was hearing you talk about programmers that concerned me because I thought well, that has to be caught upfront, any mistake that we possibly can through that process.

And I thought you were throwing that in to be caught at the end instead of the beginning and I wanted to make sure that we weren’t going down two different roads and that’s what I thought we were doing.  We were kind of combining everything and I want to keep this of what we can really accomplish at the end.  I think that is what we’re trying to do.

MALE SPEAKER:     Two quick points.  One is that I know what you’re saying, software is buggy.  Yes, it would be lovely to eliminate the bugs but the profession seems to be unable to do and I don’t think it will ever be able to do it.
My car has anti-lock brakes and it has electronic stability controls and so on, but it also has seatbelts and airbags because accidents are going to happen whether it’s my fault, the other driver’s fault, or mechanical failure.  Things are going to happen.  It’s got protective measures to deal with that problem.

The other point about the role of testing, there’s a saying in the computer business that testing can only show the presence of flaws and never their absence because of more subtle problems.

You test things against the specification.  When you’re testing a car you don’t check that it can reach 30,000 feet or not because the specifications for a car don’t call for it fly.

When you test a computer program you look at what the specs say.  You must be able to accept an input of up to 4000 characters and for decades people say specs of 4000 characters, I’ll try.  One, ten, 100, 4000, but the specs didn’t say must reject anything greater so no one tested that until we learned about 20 years ago, oh my God, there’s a security problem if people do that.

People got a little bit better about specs but as I said, more then 40 percent of the security flaws identified in the Naval Research Lab study were in the specifications and all your tests are going to show that you conformed to the specs not that the specs are correct.

We saw an example of some confusion and disagreement about what the requirements from this group from 2007 meant.  That’s only three years ago and not nearly as detailed as program specifications and if we can’t agree only three years later what it meant, well, that’s the problem that programmers see when they get a pile this thick of specifications and they have to implement to make a fair number of more or less arbitrary decisions about what the spec means.

MS. GOLDEN:
I hate to actually ask the question, I need clarification, but I think I do at the end of all of this, and I’ve been on those phone calls David so bear with me.  I’m back to this independent verification device concept and I need help with two points from the security folks.

So the independent, and I’m not talking about the second concept of the two systems, I’m actually talking about the original concept, hooking a little camera up and just taking a screen shot or moving to something more electronic then that.

Is there a concern first off with that approach moving from the simplistic Polaroid camera taking pictures versus a digital electronic capturing of the screen?  You said something about the concern because it’s electronic software driven, if one can be corrupted the other can.

So is that off the table in terms of meeting auditability and being an appropriate alternative to quite frankly paper because of two electronic approaches, both of which the software can be contaminated and/or is it also a problem because that secondary independent verification device is not voter verified?

Do you see where I’m going with this, or is it both that creates the problem that that’s not an acceptable alternative?  Does that make sense in terms of the question?
MALE SPEAKER:     Which David did you want to answer the question?

(LAUGHTER)


MS. GOLDEN:
Either David, I don’t care.  I’ll take both answers.


MALE SPEAKER:     I think the answer is both.  The minute that you take voter verification off the critical path it does raise questions about the validity of the second record because even if there’s a completely transparent recording device, if it hasn’t been inspected by the voter and it’s malfunctioning in some way, there would be no validation that it’s actually done what it’s intended.

And a 35mm film camera, the most likely problem is it’s just blank, you know, something has failed to expose the film and so you don’t have a second record and you’re lost your auditability because you lost the second record.


But with regards to the shift from the film camera to electronic, this gets back to addressing that SI goal, that SI threat that if the problem is that we think that we have rogue or coerced programmers, it says you have a digital camera, it becomes possible or credible for us to coerce the programmer at the manufacturer of the camera to include a way to change what it records and that’s not as much a threat for film camera.


MS. GOLDEN:
So if I can rephrase this then, I don’t see where there would ever be an alternative other than paper unless I’m just really dense, which could be the case, because what you’re telling me is you can’t trust anything secondary that’s software based nor can you trust anything that isn’t directly voter verifiable and static and I don’t know what that is other then print on paper, that is static and voter verifiable.


What other alternative would there ever be then to a paper ballot or am I just missing something?


MS. MCGEEHAN:     Ann McGeehan.  One point I have to make is that voter verification of a ballot or how it’s going to be counted does not exist.  It’s not a requirement in law.  It doesn’t exist today for paper.  I just want to make that point because I feel like by requiring voter verification for electronic systems you’re setting a much higher standard.


I mean there are guarantees but bottom line you don’t know, when you mark your optical scan it can get marked by somebody else and it happens and there are documented prosecutions of this happening.


Now there may be some rogue programmer threats out there. I’m not aware of any validation of a rogue programmer.  Maybe there is but I’m not aware of it, whereas there are concrete cases of people manipulating paper ballots.  So you may think you know how your ballot is going to be counted but you don’t really know.


DR. GALLAGHER:     I’m going to interrupt for a second just because of time.  This discussion I think is going to need to continue.

The Working Group has come to us basically with an impasse and this is a specific task that has been charged to the TGDC by the EAC and so I think this is going to be one of these topics for this afternoon, which is quite open, that we’re going to have to come back to.  So what I’d like to do is, don’t drop it but maintain your questions.

And I think I just want to make a comment that at a very high level now, stepping back, what we are dealing with right now is very germane to our discussion yesterday.


We are explicitly talking about, it’s a risk management problem and the risk is addressing the easy ability to create a large systemic failure in software based systems and the question is what mitigation paths do you put in to address that risk and what are the consequences of those choices.


And this may be as was suggested yesterday by David, this David, this may in fact be the poster child for taking this methodology and specifically tackling and wracking out what exactly we’re trying to preserve which is basically avoiding or minimizing the risk of a single point of failure, the fact that a software mistake malicious or not, can cause a widespread loss of integrity of this voting system, and then look systematically at what some of these consequences are.


One of the things I’m noticing in the discussion is that some of the mitigation controls that are proposed are becoming design principles or requirements in the system and that’s why these inversions can happen in these discussions if you’re not very careful.


And so let’s come back to this discussion this afternoon but what I’d like to be able to do when we’re done is be able to either send something back to the Working Group with a charge to go further and maybe in a particular way, or we give them explicit guidance in terms of how we’d like to go forward.

But there were questions at both, what were the activities meant in the context of the past TGDC guidance, and then there were specific issues that they were frankly at an impasse on.


And with that let me go ahead and send us into break for the next 15 minutes.  I will be late returning and I apologize for that but Donetta will restart David at 10:15 a.m.  Thank you.





(Adjourned for Break)


COMMISSIONER DAVIDSON:
All right, we’re ready to start again and we’ll start back with our conversation that we were having before.

You know, in starting that, Russ asked me a question yesterday and I don’t know if I answered it as closely as I should have or as detailed as I should have.


We look at this as the next iteration.  We do know that voting equipment is very expensive for our states and counties and obviously the manufacturers in developing what the voting equipment is going to be and designing it and everything else that takes place, this really is the next iteration for voting equipment.  I mean it’s out there, whatever you feel that we need in the future.


It will not change what the states and counties are utilizing right now.  You’ll be able to continue that until you feel that you need new equipment, whether it’s by state law for because the equipment is just not holding up, whatever the case might be, that I can tell you.


You know the testing part of it.  How soon we will quit testing to 2005, that is what the commissioners have not discussed and we have not made any decision of when we would stop testing to the 2005.


With that said I think that makes it hopefully a little clearer to what we see in the future for this.  We know it’s going to take time to develop it after even we have the guidelines in place so we do look to you, the TGDC, to give us some direction and we do appreciate all of your hard work.


So with that we’ll start the conversation again.  Has anybody got questions or a statement they’d like to make as we reconvene?  I see a hand up over there.


MALE SPEAKER:     I was trying to put my hand up in the earlier session and learned that perhaps my laptop was hiding my microphone so I will try to keep it out in view.


One thing I appreciate about the presentation and about the approach that’s being taken is that we are leading with the term auditability which is what I think this issue is all about.


The issue that this is about is whether or not we can audit these VRE systems and so I think part of what we have to wrestle with is what is our definition, what do we mean that we can audit these machines.


So I will throw out my own tentative definition which is one, where not only can we show that the results are correct but if there’s one that we can reconstruct, what the results should have been if we discovered that there is a major problem in the process.


And let me provide two examples that I think where this principle of auditability comes into play.  One was, and I don’t remember the state, Doug probably does, where the DREs accepted up to something like 5,000 votes and then after 5,000 votes it didn’t give any kind of an error, it didn’t give any kind of indication that things weren’t working, it just didn’t record the votes.


Had it been auditable according to my definition of auditability, there would have been some form of records that could have been used to reconstruct what those results should have been on that machine.


Another example of that I believe is Sarasota.  Now I may not be sufficiently scientifically skeptical because I happen to believe I know what went wrong there and I think it had nothing to do with buggy software, I think it had everything to do with the page design.


But not having a paper trail left the question open for a long time and I think the direct result of leaving that question open was that Florida decided that they couldn’t use this equipment anymore and mandated the OCR type of equipment.


And I think quite candidly that’s a shame.  I think it’s a shame that that kind of incidence happened and it forced the state to go in that direction but both of cases make a case not that oh, things are buggy, things could be buggy, quite candidly as election officials we have to accept that there’s a certain amount of risk in even putting on an election.

Our poll workers screw up on a regular basis.  Our election staffs make mistakes.  We put in all sorts of systems that try to protect both our election workers and our poll worker staff and we do this testing.

And so when you talk about all these bugs and stuff that might or might not be on a system, it’s like, yeah, but that’s noise.  We know there are risks but we think that this is an acceptable risk.  We did this testing.  We were able to verify that it works correctly.  We can accept that risk.


I think what we need to talk about is, is it an important value to us to have equipment where we can establish what the results should have been and like in the Florida case, verify that what the machine recorded was the way the voters voted.


Now they may not have voted the way they intended because of ballot design but that is in fact the way they voted and the machine didn’t screw up, but we have a different problem.


So I think those are some of the kinds of issues that we have to get at when we are wrestling with these issues.  

And I think where we came out in the last TGDC was to look at all of these different kinds of technology and come to the conclusion that at this point in time paper is the only viable technology we see that provides these kinds of characteristics.


So anyway as an election official that’s my perspective on it.  I know that there are some states that like Washington where I’m from, we made the decision to go to VV path before any of this was on the TGDC and all that stuff, and other states have made different decisions.

But I would argue that those are important characteristics of a voting system.


And one other thing that I would like to throw into this discussion here is that ultimately what we are saying here is that a system must be capable of being audited.  There is nothing in our mandate that says the state is required to use the audit capabilities of a system.

So for example if auditability equals SI or equals voter verifiable paper audit trail, at this point in time the states still have the independence to say to a vendor, sure I want your system but don’t put that VD path on here.  Now from my perspective that’s a mistake but that’s the right of any state official to make that decision.

So throwing a few more things into this.


COMMISSIONER DAVIDSON:
Any other statements or questions?


When Dr. Gallagher gets back I’m going to ask Matt to come up to the podium and make a statement about this issue, about EAC and where we’re coming from just to kind of bring it to closure so you have it before this afternoon.


But we’ll move on right now to David again.  You’re back up and this time you’re discussing marginal marks.


MR. FLATER:
Yes, thank you.  This report is relatively simple.


The charge of this group was to investigate the development of a standard reference set of ballot markings representative of the type of marks that voters make on each common type of optical scanner, marks sense ballot with the goal of enabling VSTLs and acceptance testers to test and document the responses of scanners with the explicit non-goal of finding what is a valid vote because that is something that the states are each required to do.


Now we’ve done some preliminary work or different members of the group have done preliminary.  Dr. Jones has a shared a draft paper in which some examination has been done of scans of ballots from Humble County.


I myself did an informal review of ballots that NIST had retained from previous human factors work.  Both of these data sources had active write-in campaigns and this became significant because of the coincidental findings that we had in these two different efforts.


The most frequent anomaly was misuse of write-in lines.  Many people would write a name on the write-in line but not fill the target.

There was also a common phenomenon of emphasis, so called emphasis write-ins where a person checks the boxes, fills the target for a choice that is listed on the ballot already but then proceeds to also write the same name in a write-in line below and there’s some interesting hypothesis about why this is happening.

It was not that it’s emphasis but that the word write-in appearing on the ballot is being interpreted as an instruction to the voter so it’s similar to writing a check.  It’s really important that you get the amount right.  It’s really important that I vote for the right person so I’m going to check the box and also write the name in.

It’s ambiguous to the human being who was reading this ballot, and of course that’s another one of the frequent anomalies is that people seem to fill out optical scan ballots on the assumption that it’s going to be looked at by a human and not simply run through a scanner.

So they will scribble things out and they will write notes in the margin and so forth with the expectation that someone is actually going to see these.


And then we have the more sort of routine things like just putting check marks and X’s instead of fully filling in the oval or there’s also bleed through and smudges resulting from the choice of marking utensil used.

And we had examples of cross out corrections, and marked write-ins, and miscellaneous checks and X’s and lines through targets that are non-conforming marks.


Now this was all just work that contributes to this but the main objective is actually the subject of a solicitation that’s been posted that is currently active on fed.biz.opps and I’d like to give a very strong word of thank you to Paul Miller for organizing some volunteers in the State of Washington to assist in this research. 

It’s going to be data collection from ballots to support an analysis that will lead into the identification of a test set of marks that will answer the charge to the Working Group.


And that’s it.


COMMISSIONER DAVIDSON:
Are there questions for David?


You’re going to let him off that easy?  All right, David.  I guess you’re all finished.  Thank you.


Next up is Nelson Hastings and he’s going to give us a report on logging requirements on VVSG 2.0.

MR. HASTINGS:     Thank you.  This is going to actually be a three part presentation on event logging requirements and how they relate to the VVSG.

I’m going to talk particularly about what are the requirements found in VVSG 2.0.  Doug is going to give a presentation on some experiences he has had related to event logs, and David Wagner is going to give a presentation on the studies he did for the State of California.


At the last TGDC meeting Doug proposed a resolution related to standards and event logs, basically stating that the event log requirements in the VVSG are somewhat vague on what data should be collected in those logs.  He also points out that when those logs have been used in post election audits, this had mixed results, some good, some bad and wanted to explore the possibility of setting standards for the contents of event logs.


So section 5.7 of VVSG 2.0 contains the requirements related to the event logs.  The event log requirements can be broken out roughly into three different categories of requirements, the information to be generated and captured in the event log, the protection of the information in the event logs, and the management of the contents of the event log.


I’m going to focus based on the resolution that was proposed.  I’m going to really focus on just the information that’s called out to be collected in event logs in 2.0 just so the basic principle of all the information should not invalidate voter privacy and ballot secrecy.

VVSG 2.0 for each entry into the event log has these standard items, the system identifier, where that event occurred, the event identifier, was it an issue related to logging on, was it an issue related to installing software, those types of things.


Time stamp, when did that event occur and the results of the event, was it successful, did it fail, and when applicable what user triggers that event and if a resource was requested, what was that resource.


The next three slides are going to give a real quick sampling of the types of events that are called out to be logged in the VVSG.  The full complete list is found in Table 5-5 in the VVSG but that’s extensive and a lot of detail so I don’t want to go down that.


So basically we classified different events by different categories so the first category was general system event functions so that things such as changing the configuration of the system, when did the system start up and shut down, or when were files created or deleted off that system, and the results of any system readiness tests that were done.

There were also authentication and access control events that were called out so any log in attempts both success and failures, log out events, and attempts to access any specific resource.


In addition, there are software related events so when software was installed initially, when did upgrades or patches occur to that system, were there any changes to the software configuration, so does it use a default directory path or is it something else, a different directory path that it might have changed to, and any connection attempts to databases.


We also had cryptographic events such as the changing of cryptographic keys, such as the creation or deleting of those keys, when those keys are used to find various pieces of information.

And then voting related events, the opening and closing of polls, cast ballots, when the cast ballot occurs, the cast ballot itself is not captured in the log but the fact that the event, that a ballot was cast is captured.  And then ballot definition creation and modification.


So that just gives you a flavor of the types of events that VVSG 2.0 calls out.


So I’m going to turn it over to Doug at this point.


MR. JONES:
So what I’d like to do is point out some additional things.

Unfortunately despite the fact that we’ve had event logs in our voting systems since 1990, they’ve rarely been used although I believe they’re potentially very valuable.


The primary value of these event logs is in routine auditing for the purpose of continuous quality improvement and for post election forensics.


This is not the same as the audit trail or the kind of post election auditing which is being discussed in the context of VD path and our contentious discussion before the break.


This kind of auditing is typically done after election certification.  It’s typically done for the purpose of monitoring the quality of the election and administration, typically internally although in some cases done by an external auditing agency and largely for the purpose of making sure that we do better next time, that we monitor our deployment of resources and get things right.


I can’t push the next slide button here.  I thought the off button on my microphone would work, it didn’t.

(LAUGHTER)


So to give you an example of use, when Miami Dade County acquired ivotronic voting systems after the election of 2000, they installed these in an environment where they had routine post election auditing in place back into the punch card era.

And the county audit and management department which was separate county department from the elections department, had routinely come into the election office after every election, after the results were certified and run an audit on the conduct of the election.


And so when they got ivotronics, one of the people in the audit management department, Mr. Suarez, set out to figure out how to conduct an audit of the ivotronics and he discovered the event logs within the ivotronics and after the very first small municipal elections which they ran in the run up to the first major deployment of the ivotronic, he went over the event logs from the machines with a fine tooth comb and he discovered several useful things.


One was that one intent of the machines that were deployed to the polling places and made available to voters, were not plugged in on election day.  This is an obvious thing that election workers to be reminded to do.  When they run on batteries through the day they end up with the battery discharging and eventually the screen goes blank.


Fortunately testing demonstrated that this didn’t cause the machines to lose any votes but they became progressively harder to use, but more importantly found that some of the event logs contained incorrect reports of the serial numbers.

And in fact some of the vote total reports showed incorrect reports of the serial numbers on the machines and in fact investigation showed that the machines whose serial numbers were reported had been in the warehouse on the day of the election and the machines that were deployed, their serial numbers didn’t show up in his investigation.


This of course led to a serious investigation.  An outside consultant was brought in, me, and ES&S and the state election department were informed and there were some big meetings.


But the long term conclusion, it took a while doing experiments, ES&S was very constructive in working out with this, I spent some time experimenting in the county election office and we ended up concluding that there were two independent software or firmware bugs which conspired together to cause the symptoms which we observed and they were triggered by the low battery event.


So if you tested these machines properly plugged in, you would have never noticed it was the fact that poll workers weren’t plugging in the machines that was triggering the symptoms that included misreporting of machine serial numbers.  These bugs were of course corrected but the ability to do that kind of auditing I think is very valuable.

So there are other potential uses of event logs and they aren’t being very well done because they require tools that we don’t have.

It’s easy to ask by event log analysis, were there enough voting machines at the polling places.  Your ideal pattern with DRE machines is to have one machine that’s sitting essentially idle, that’s your spare machine that you need to get through the day if one of the other machines fails.


It’s easy to ask, is the pattern of use on the machines reflective of having that extra one machine worth at capacity.  Were there too many machines?  You can look at the pattern of use of the machines and the event logs that kept vote records and determine whether you’ve got more machines then you needed at the polling place in which case someone has spent too much money.


When were the polls opened?  You’d like the polls to be opened at 6:00 a.m. or whatever the legal opening time is.  When was the last vote cast?  You’d like it to be sort of around 9:00 p.m. or whatever the legal closing time is.  I’m used to 6:00 a.m. to 9:00 p.m. in Iowa.  It’s a long day.

When was the last vote cast?  You don’t expect that to be at 9:00 p.m.  If there was a line at the polling place it will be after 9:00 p.m. because you’re required to let everyone who is waiting in line vote, but if you see no usage and then a whole bunch of votes cast after 9:00 p.m. that’s really suspicious.


How long was the line at closing time?  The number of votes cast after 9:00 p.m. would be your measure of that.  These are useful things which can be extracted from event logs and allow you to improve your deployment of equipment at the next election, and I think we should be supporting an environment which encourages the development of this use.


Well, unfortunately there are a lot of barriers to event log use and David Wagner’s study for California I think is the most comprehensive study of what the barriers are right now.


California’s response to Dave Wagner’s report was the issuing of a best practices document and that document I think is a very encouraging one.  It makes me believe that we really should recommend that the EAC promulgate best practices for log retention and use.  An obvious input to that process is the document that came out of California.

And I also think we could ask for something fairly simple from VVSG 2.0, a standard export format for logs, something as simple as common separated value format which can be input into just about anything.

And there are a lot of tools which can allow people to massage such things that would allow an auditor just taking Excel or any other spreadsheet to chew on an audit log and make sense of it, whereas today the logs are in proprietary poorly documented formats.

And I think we need to require public documentation of what is logged, where the logs are, and what the logs mean.  It’s not enough merely to say that the logs must exist and that those logs may remain obscure.

And I think this has real value to elections in the routine conduct of elections, quite distinct from the kind of auditing which has been discussed in our more contentious discussion this morning.  So that’s it.

COMMISSIONER DAVIDSON:
Thank you, Doug.  David, is your presentation also the one that was handed out yesterday?


MR. WAGNER:
Yes.  David Wagner here.  I’m reporting on a study that was commissioned by the Office of the California Secretary of State.

In that report the purpose of the report was to analyze six voting systems that are approved for use in the State of California.  That includes four voting systems made by ES&S, Hard Premier, and Sequoia that are fairly widely used, not just in California but in a number of other states, as well as some California specific system.


I thought the results might be of interest because of the systems that are used outside California and so I’ll just very briefly summarize the findings on those four more widely used systems.


You can also find the report on the California Secretary of State’s web page for more details.


So how would we want to use audit logs?  Ideally if they were going to be used I imagine the lifecycle something like this.

Each device probably is generating audit logs so you may have many devices generating entries for an audit log.

Then the audit logs need to be analyzed or assessed and you probably need to collect those audit logs from the many disparate devices ideally to a single central location and then analyze them.

And it would be nice if the analysis tool could output some reports in a format that’s understandable to election officials or the user that provides direct actionable information that could use.


So looking at how well the four deployed voting systems in California do at meeting and supporting that kind of a use, that kind of a use audit log, here’s a summary of the key findings from my study.


If we look at a generation of audit log entries, I saw some strengths and some weaknesses among the systems.  One of the strengths is that all the systems record events in the audit log when certain conditions occur like for instance the polls are opened or closed, in many of the systems when a vote is cast those are time stamped.  They appear to follow what the standards of the time required.


A weakness or an opportunity for improvement in the systems was that the event logs while useful for some purposes were not sufficiently complete for many other purposes from which you might want to put the use to.

I’ll give you just one example from my own experience. When investigating the Sarasota County disputed election we had some allegations from voters that the machine misbehaved in a certain way.  We would have liked to have tested, looked at the audit logs to see whether there was any evidence of that, and what we found was that the audit logs did not provide enough information to do that kind of direct examination.


So I would say that in terms of the generation activity, the primary weakness is that the logs log only a limited set of events.  That may reflect the state of what the standards require at the time.


In terms of collection of only one of the systems helps automate the process of collecting a log to a single central location.  Many of the other systems provide no support for automated log collection.


In terms of analysis, none of the systems I looked at, provided capabilities for routine analysis of event logs or audit logs to provide reports to election officials that would be useful to them in their day to day jobs.  So that’s an opportunity for improvement.


In addition there was generally poor, no support for archiving audit logs or exporting them to some publicly documented format that could be then an input to analysis tool, a third party analysis tool I would say.


So the summary is I would say there were broad variations among the voting systems.  Some of the voting systems provided better support than others.  There’s also opportunities for improvement if we wanted to take those opportunities.  I’ll take questions if there are any on the subject.

COMMISSIONER DAVIDSON:
I was going to say we’ll open it up for questions for all three of the presenters.


So I guess the one question that I have David, is in Doug’s presentation he talked about part of it being maybe a resolution to EAC asking them if they would take up doing a best practices or doing a paper on audit logs.

And then you didn’t go quite that far but what part of this do you see that should be in the standards and what part of it should be in the EAC for proposed changes that we should be making to some of our procedures?


MR. WAGNER:
Dave Wagner again.  Well, I don’t have a specific recommendation for the TGDC.  I think that’s up to the committee as a whole.  The purpose of this study was more to document the state of the art and the systems that were previously certified and deployed.  So I think if we wanted to make some improvements you could look at each one of these areas and there are some potential opportunities for improvement.


In terms of generation one possible direction could be to specify more precisely what is required to be logged, I think as Nelson described, that was something that was in the 2007 drafts.

In terms of collection there are opportunities for asking for systems to provide support for automated routine collection of logs to a central location.  In terms of analysis there’s a possibility for asking as Doug mentioned for export to a publicly documented format but again I’m not recommending or advocating any particular specific direction.  I’m just identifying opportunities.


COMMISSIONER DAVIDSON:
Okay, questions?  Yes, Patrick.


MR. MCDANIEL:
David, was there any counter measures against forgery or manipulation of the logs in any of the systems?


MR. WAGNER:
David Wagner.  Generally speaking protecting against forgery or deliberate tampering with the logs is not a focus of the systems and there were no mechanisms to try to prevent technological manipulations of the audit logs.  That simply wasn’t their purpose and I think that reflects the requirements in the standard and that’s arguably a perfectly reasonable design decision.


COMMISSIONER DAVIDSON:
Other questions?  Doug, did you have a statement you wanted to make?


MR. JONES:
Well, in answer to your question about the division of responsibility of EAC and TGDC, I think everything relating to practices is something that’s in the realm of best practices recommendations from the EAC to the states and election jurisdictions and so practices regarding the archiving of audit log information, clearly the EAC can make recommendations as a best practice that this information be retained routinely.


In fact I suspect that if the Justice Department were asked they’d say of course it should be retained for 22 months under the current retention statutes but it’s not clear that it is being retained.

Informally I’ve heard stories from some counties, oh, we never do that, it’s too much work, and I’ve heard stories from other counties, well, yes, it’s a public record, you can request it.

And Miami Dade County used to routinely record it to CD Roms and they’d sell you a copy of the CD Rom for the cost of duplication which I thought was a very appropriate model for treating them as public records.

But a survey of practices and recommendations for best practices is the kind of thing the EAC is good at and I think should do here, whereas questions about export format and then the need for tools to gather the logs and collect them, I think those are in the domain of standards.

If the recommendation is that the logs be retained then it’s obvious that the standards should not be such that a vendor can sell a system with barriers to retention and one way to put a barrier to retention is not to inform the customer that the log exists and not to provide the customer with tools to archive the log.


I wouldn’t recommend that we require the construction of analysis tools.  I think that requiring export in a common format so that the community of customers can use tools like spreadsheets and use tools that they might develop.

I think that in general auditing tools, whether we’re talking about continuous quality improvement audits or post election audits, in general auditing tools want that software independence and usually get it because the fact is auditing tools based on a standard data format should be fairly easy to produce and should be the kind of things that one could routinely just use standard off the shelf data manipulation tools to play with.


These are things that people who are in the auditing business, bank auditors and financial auditors, routinely have tool kits that include a variety of these things and we just need to make sure the data is exported in a format that these tool kits can consume.


COMMISSIONER DAVIDSON:
Ed.


MR. JONES:
A few comments to build on some of the comments that have already been made.


One, the existence of the audit logs, where they are, how to retrieve them and such is in the TDP, that’s been a requirement of the 2002 and the 2005, VSS and VVSG.


A comment about the system study that has been studied I believe for all 2002 certified systems, and for a number of reasons California has some of the oldest systems in the country.


Today’s systems, what I see in the manufacturing base are moving to XML exports.  I think CSA might be in a few of the vendor (unintelligible) too but XML for certain as people outsource them to (unintelligible) common data formatting of that.

But I agree with your comments, the practices part, yes, absolutely should be in a best practices guide as are the many best practice guide the ACS has published, and then the standards, the requirements of what should be logged, what sort of tools should be developed and put into place and certified along with the system or inside the system should be in VVSG 2.0.


COMMISSIONER DAVIDSON:
One of the things I think about is you can have requirements but part of this, you’re writing testable guidelines so I mean you’ve got requirements there that you want them to meet but can the labs test to those and I think it’s (unintelligible) maybe answered that.

MALE SPEAKER:     I think so.  I think the content of the log is fairly cut and dry.  Here’s a list.  You must log at least all of these events as Nelson (unintelligible) and as you find in one of the RFIs published by the EAC, yeah, I think that’s very testable.


I think we can even go so far as to put together some scenarios that reflect some real world conditions where audit logs are essential to reconstruct issues surrounding the election and have those turn into portions of the test plan and test cases to run against the system and say, yes, in some simulations of real world issues the system can indeed produce collectable, a poor choice of words here, but analyzable documents, records, to audit and reconstruct the election.  So yes, I think they can.

COMMISSIONER DAVIDSON:
Steve, you had your hand up.


MR. BELLOVIN:     I’m not entirely certain what I personally feel about this but an issue worth discussing both here and in other contexts is should we specify a data interchange format, you know, what the format should be, what the minimum content should be because that would allow mix and match, one vendor’s machines with another vendor’s analysis tools.  When you have standards you can get much more competition in that and it might promote the growth of that industry.

Going further, standards for example, things like ballot definitions would allow a precinct to have a variety of machines with different accessibility characteristics but only one ballot programming effort by the election administrators.

I can go on and on like this but common data formats are very powerful things.  They’re also a very difficult thing to do well so I’m not advocating it now, just tossing it out for consideration in this particular case included.


COMMISSIONER DAVIDSON:
Doug, and then shall we move on.


MR. JONES:     Brief comment on Ed Smith’s notion, comment that technical data packages for the voting system disclosed the logs and document them.

Technical data packages are typically not read by county election officials and I think we need to make sure that the manuals for the routine administration of the system include documentation of how to extract, store, and export the logs.  And that’s where we haven’t had the uniformity.  It’s been in the TDP since the first certifications to the 1990 standards.


COMMISSIONER DAVIDSON:
Anybody else, final statements?


Okay, I’ll go ahead then and introduce Matt.  Are you finding his presentation, the 1.1?


MR. MASTERSON:     No presentation, just brief update.


COMMISSIONER DAVIDSON:
No presentation, but I asked him to make a statement.  We closed that first session with talking a little bit more on the SI and what really EAC is looking at and maybe it will give you some help this afternoon.


MR. MASTERSON:     Sure.  Commissioner Davidson and I talked a little bit at the break and I just thought it might be useful to point out with the SI discussion as you all get into talking about possible resolutions or motions or whatever they may be referred to, and it kind of goes back to my initial comments on this issue and that is the charge to the TGDC that Commissioner Davidson laid out at the last meeting did not require you all to re-debate the software independence issue.

We’ve heard that.  We’ve certainly heard it again and again during the public comment, it’s useful.  What we’re hoping is that instead you all can provide, and maybe alternatives is an unfair word because alternatives suggest that some sort of equality that may not exist between the other options in software independence, but what we’re looking for is other items that could possibly be used as requirements in the document, in the requirements document instead of software independence.


And so I would think, and obviously it’s your alls decision on how to go about doing it, those sort of alternatives would have positives and negatives in comparison to what’s there as in software independence to point out to the EAC.

So it can say, you know, IDV or whatever, here’s what it is, here’s some strengths and here’s some weaknesses in comparison to what software independence brings, you know, whether it’s the specific threat that David spoke to or something else.


I mean all we’re really looking for is good information to be able to make a solid policy decision on software independence or other … and you all are our resource for that.  That’s how we get the information.

It was commented on again a lot and so we just want all the information at our fingertips to be able to make, and when I say we, the EAC, to make a good informed decision.


So I hope that helps scope it so you all don’t have to continue to have the software independence argument, although I love listening to it.

(LAUGHTER)


You know, I figured maybe a new discussion would be interesting for you all.  So hopefully that helps scope a little bit of what the working group is doing as well as the discussion this afternoon.

So with that I make the smooth transfer into an update on VVSG, the update to the 2005 VVSG, and I hesitate to call it VVSG 1.1 only because that’s a policy decision for the commissioners to make on the naming convention, and it was something that was commented on so I don’t want to name before it’s actually named I guess.


So when I refer to the update to the 2005 VVSG just as a refresher, this is something that the EAC undertook to do, to take sections of that next iteration document that was made in 2007 by the TGDC and update certain portions of the 2005 to make it a more testable less ambiguous document where we could.

And there were certain perimeters that we outlined including not wanting to cause major hardware changes and whatnot, being able to implement it quickly so that we can improve our testing process more efficiently now and really deal with some of the challenging questions like SI in the next iteration.

And so the update on that is we held a public comment periods.  We have gone through all the comments with NIST, made some changes to the document and created policy considerations for the commissioners that they will look at and consider at an upcoming public meeting.  And once those policy decisions are presented and made, the document will be updated accordingly to the policy decisions made, then published and finalized.


So we hope to have it done soon.  There were several challenging policy decisions in areas of accessibility and security as well as the naming one that the commissioners need to consider before making that decision.


And tying into that discussion there will be on August 5th, an accessibility discussion here in Washington D.C. at the Access Board of which a transcript will be created to discuss some of those issues that are presented to the commissioners.

And they won’t surprise you.  They’re in the areas of equal verification, how to verify the ballot as well as equal ability to submit a paper ballot.  And we’ll cover a couple of other issues but those are the core topics for this accessibility discussion on August 5th to help give the commissioners additional background as they consider those policy decisions.


So that’s the update on that one and an inevitable question I think is when will it be enacted or when will it come into place and the answer is that’s also a policy decision on how to handle that and so the commissioners will make that decision as well and we’ll put it as part of the VSSG.


So I don’t know if there are any questions about the update to the 2005 or where we are but I’m happy to field them.


Good, thank you.


DR. GALLAGHER:     Thank you, Matt.  Since we have no questions let’s move to our next item which is a report on the NIST developed test suites.  Alan Goldfine

MR. GOLDFINE:     Thanks.  When Matt was talking it hit me once again how in a sense complicated or confusing the terminology is here.  You know, we have a 1.0 standard, 1.1, 2.0, 2005, 2007, next iteration revised and so on.  It’s very hard for me to keep straight which one we are talking about.

Then when we throw in the topic that I’m going to be talking about which are test suites that correspond to each of the specifications, it just multiples the problem.  You start thinking what is the status of the draft, when was the public review, was there even a public review, you know, confusing the 2.0 public review with 1.1 public review, the test suite of the specifications.  It gets a little confusing so I’ve tried to keep that in mind as I’ve developed this quick talk.

Okay, starting out, in connection with 2.0 2007, NIST developed a set of public test suites to be used as part of the EAC testing and certification program.  The test suites, I’m emphasizing now these are the test suites, not the originals, you know, the basic specifications were posted publicly in April 2009.  We didn’t get very much feedback.  We got a couple of sets of comments as I recall from a couple of the test labs and not much beyond that but so be it.

When the VVSG 1.1 effort began or progressed and parts of the 2.0 requirements were ported or retrofitted to create VVSG 1.1, correspondingly in parallel the 2.0 tests that we developed were extracted from 2.0, edited to be consistent with the public review draft of VVSG 1.1 and in that matter we had a 1.1 test suite which is essentially still under development.

The 1.1 test suites, and I generally have to emphasize this because of you might say the hybrid nature of the 1.1 specifications.  Some of it was carried over unchanged directly from 1.0, other parts were ported, retrofitted from 2.0 which in some cases replaced, in other cases extended the specifications.

I’m emphasizing here that the 1.1 test suites that were developed by NIST do not provide tests for those requirements in 1.1 that were not ported from VVSG 2.0.


So many of the older requirements that were carried over from 1.0 into 1.1 which never had a formal publicly available test suite, still don’t, it’s the requirements in 1.1, I’m over simplifying here, but the requirements that came from 2.0 that now have a draft publicly available test suite.


Now the advantages of public test suites, you know, we’ve stated these considerations for years, use of the public test suites hopefully will produce consistent results and promote the transparency of the testing process across testing labs, will assist manufacturers in the development of conforming products by providing precise test specifications.

Of course then you run the risk of manufacturers designing to the test suite rather then to specs but that’s a whole other can of worms which is always a consideration.


And certainly and not least, a set of public test suites can help reduce the cost of testing since each test lab would no longer need to develop its own test suites.  There may be modifications for specific equipment and so on but the basic test suites would be uniform.

Looking ahead, to some extent as was said by Matt, our problem is that we were chasing a moving target.  The 1.1 specifications are not carved in concrete yet.  They’re under public review, we’ve discussed them with the EAC, everyone is moving towards a conclusion but we’re not quite there yet so the 1.1 test suites will need to be updated accordingly once VVSG 1.1 is final.

This is particularly important in the area of referencing particular sections, section headings, section numbers, and so on, which are very much subject to change in the final portion of the development effort of 1.1.


The next steps for the test suite include vetting the test suite beyond what we’ve already done with test labs and with other interested parties, and soliciting detailed reviews, possibly running additional validation projects and so on.

And to conclude, our understanding is that EAC does plan to require the test labs to use the final test suites once they are finalized, approved, and released.


Any questions?


DR. GALLAGHER:     Alan, I had a question on the validation of the tests.  To what extent have the proposed test suites been validated because you point out here they have not really gone to the testing laboratories for sort of a more formal review and vetting process?  So these I assume were NIST sanctioned, so how would you characterize the status of vetting activity?

MR. GOLDFINE:
There’s a two part answer.  First, a lot of it depends upon what we mean by validation, how formal and extensive a procedure.  Is that simply a review and a discussion or does it mean a formal testing, the test procedure where you walk through the entire thing on equipment.


Having said that, my understanding is that the EAC is planning in the immediate months ahead an aggressive consultation with the test labs to pretty thoroughly vet, I’ll use the term validate, these draft test suites.  So I think yeah, there definitely are fairly concrete plans ready to be executed.  Matt, do you want to say something?

MR. MASTERSON:     Sure, I always want to say something.  Yeah, I mean that’s correct.  We’re going to work with the labs to make sure that the test suites are useable by them.  It’s one thing to develop them in a laboratory, it’s another thing to actually have to put them into practice.


Whether I’d call that a validation I guess is up to NIST terminology as far as what validation is and how it needs to be accomplished.  I know a NAVLAP for instance has some validation requirements for our test labs so I would expect that our test suites are validated just like our labs have to validate their suites.


MS. GOLDEN:
Just sort of a general question.  I’m most familiar with the draft test suites related to accessibility, but overall to what extent are all of the standards in a metric measurable form versus in a more subjective, requires an expert opinion type of testing?

And I guess my question is just trying to get a feel overall for all of the VVSG, you know, how much of it is kind of a metric testable standard versus how much of it is much more subjective and would require very specialized expertise in XY or Z?


MR. GOLDFINE:     I’ve never gone through and counted each test in each of the component test suites and so on.  My gut feeling is that the majority are in fact fairly objective tests rather than expert judgments.

I know in at least one of the test suites, the one for hardware that I was responsible for we did everything we could to formalize the tests or those requirements that were subjective.

We created a formal concept of a questionnaire, a test checklist, an actual specific test checklist that the expert would have to go through and provided as much advice as we possibly could to assist this but in many cases well, you’re familiar as anyone else, you just can’t get away from -- you know, this thing isn’t quantifiable.

You’ve got to rely on expert judgment and the key is to formalize this and to give the expert as much advice and assistance as possible but I can’t give you a numerical number whether it’s 30 percent, 50 percent, 70 percent, you know, something like that.


MR. MASTERSON:     The only other thing I’d add to that, I mean I know where you’re coming from with the question absolutely and it’s a challenge for all of our labs, not just one of our labs, all of our labs particularly in usability, accessibility but in some of the other areas as well.


One of the ways we attempted to tackle that, well, it’s twofold really, one was to take as much of the specific language from the next iteration that we could that eliminated at least some of that subjectivity.


And the other thing is we insisted with the test suites and talked to NIST about having specific pass/fail criteria in the test suite so at least as best we could we could have very specific pass/fail there.


Now with that said, you know that with some of them you’re going to need some expert judgment in some of those areas but we tried to tackle that both by clarifying the requirement and inserting specific pass/fail criteria into the suite.


MS. GOLDEN:
Well, yeah, and what I was really trying to think about is this usability, accessibility, it’s just another outlyer anomaly which we tend to be in an awful lot of places, or if it is more of a permeation and I think what I’m hearing is that it’s a threefold issue, that we need to look at the plain language of whatever, 1.1 or whatever the heck the next thing is called.

We need to make very sure the language there is as clear as it can possibly be and with as much measurability and metrics you can possibly put in there, and then we need as much direction in the test suites to eliminate confusion again, and then we need to address the expertise issue.

But just providing some expertise probably isn’t going to solve the problem if the standards aren’t clear and/or they’re still ambiguous and open to interpretation, and the testing protocols aren’t really specific and clear.  So I’m thinking it’s probably a three step process we need to engage in.


MR. MASTERSON:     Totally and absolutely agree and I would say that usability, accessibility is not an outlyer in this instance.  I know you in security share this vote a little bit.  There are certainly some security requirements that fall into that category that rely on expert judgment at times and we can tighten those up as well.


MR. GOLDFINE:     I’d go even further then Matt just did, even in an area like hardware testing which you would think would be the least susceptible to that.  I’m guessing that maybe 15 or 20 percent of the tests are in fact questioning errors, test checklists that are to be performed by experts leading to a pass/fail criteria.

That was a good point that Matt brought up, that although this presupposes that, you’ve got to have that but even if hardware testing has its areas, then you’re not that much of an outlyer.


DR. GALLAGHER:     Any other questions?  Answered all your questions.  Thank you Alan, appreciate that very much.


We have a decision to make.  We are about seven minutes ahead of schedule for our early lunch hour which is scheduled to start at 11:30 a.m.

Depending on your blood sugar levels we can go ahead and break a little early and reconvene as scheduled at 12:30 p.m. or if you feel a need to push on we could ask John to give us the 15 minute next session now and start a little late.  Is there any strong sense from the committee?  Keep going?  John, are you ready to do that?  That will leave the afternoon basically open for us to go back to discussion.


MR. WACK:     I can be pretty brief too.  I’m not sure there’s much controversy here.


So basically at the last meeting a number of you submitted resolutions and throughout all the talks today and yesterday a number of those resolutions were addressed in UOCAVA et cetera.


So there were three or four that weren’t addressed and I just want to go through those quickly and so what I’ll do is I’ll just talk about them, and I’ll ask if you have questions, if you could hold them until the end and then we can address any questions.


So we had a resolution submitted by Phil Jenkins.  It was a tasking for the TGDC to collect and report comments regarding election management guides, Quick Start guides that the EAC produces and there was a fair amount of discussion around this particular resolution.

And what we did here at NIST was somewhat from that discussion, decided that the intent was to insure that the EAC guides are aligned with their standards.


And we would just propose basically then that we could draft a statement from the TGDC to the EAC to insure that the future guidelines, Quick Start guides are aligned with 1.1, 2.0 standards.  So that’s our proposal there.


With e-poll books, that was part of the charge to the TGDC from the EAC and we had some discussion about writing new requirements and the discussion basically was that stay away from registration databases, maintain kind of that boundary that we had when we were doing the 2007 VVSG, and right now take a light touch on any existing requirements, that this is a lower priority so that’s basically how we have viewed it.

We have not addressed new requirements for e-poll books at this particular point in time.  I would say by and large we’ve primarily focused on UOCAVA related work.


Now with test labs there’s been this issue for a while of voting system test labs need to be able to test themselves for certain areas such as security, usability and so on and so forth that are considered core areas.

And the problem there as you all know is that if you do need some expert analysis you’re likely going to have to contract out a lab that specializes in that.

With one or two of the labs we heard that they were having difficulty keeping security people that were up to date, that were more recent graduates because they just didn’t have sufficient volume of systems coming through the test labs so there was a basically a need to be able to contract that out.

So EAC and NAVLAP did meet to start on this and NAVLAP will be rewriting parts of this handbook 150 to allow for this and the EAC will be making changes in its guidelines.


Along with that NAVLAP basically needs some qualifications in there.  So basically a usability lab is required that there be some qualifications that can be used to judge whether that lab is sufficiently qualified and so on and so forth.  So we’ve started on that and I think we have an in-house draft already on qualifications for usability and accessibility testing.


Common data format, request NIST work with IEEE P1622 and what we’ve done is basically that we have been working with IEEE P1622.  We’ve been on a committee engaged in a number of discussions.  The scenario has changed and I think I talked about this earlier when I was talking about the UOCAVA Working Group.  The scenario has somewhat changed from 2007 in that there are a number of contenders for a common data format.

It may be possible that we need several common data formats.  I don’t really know the answer to that question but it might be we need a common data format for log files.  We might need a common data format that basically handles reporting, and a common data format for device communication.  So we’re working with those issues right now.

I think what I’ve heard from the EAC is they view this as a high priority.  They envision that testing might be more efficient and cheaper if it could be automated to some degree and having a common data format would certainly help in that area.  So we are going to continue pressing ahead on this and there will be subsequent reports in future TGDC meetings.


With that I am through.  Do you have any questions?  None whatsoever.  Pat, I believe I’m through.


DR. GALLAGHER:     So not only did we squeeze that in but we squeezed it in and stayed on time so you’re still going to get your lunch on time.

Let me prepare then to break us for a one hour lunch break.  The afternoon session and the remainder of the meeting which will be determined when we decide we have no more business will center around discussion and any actions.

I’m not aware of any draft resolutions, is that correct?  Have we received any?  We have the one that was brought up yesterday and discussed quickly that I will raise after lunch.

But I wanted to simply remind the committee, and it’s worth doing this each time because this committee is constructed unlike any federal advisory committee that I know, there are two distinct roles that you play.

One according to HAVA is that this committee provides assistance to the EAC in the development of technical guidelines and guidance.  The other role is that this committee can ask NIST to support it.  That’s also in HAVA.

And so you actually have these two voices, and we talked about this at the last meeting, where you are an advisory committee to the EAC and in fact the issue of SI that Matt raised is essential to this, and then the issues that are in front of that working group and we’ll certainly be discussing that after lunch.

But this is your chance to be charge for two agencies not one, and so I encourage you during lunch to be thinking about any issues you want to raise and provide voice to that can provide guidance.

I do realize that there have not been a lot of actionable activities on this meeting this time.  This has largely been in the nature of status updates but in that context this is also a chance to provide guidance or course correction as you’re looking at what’s been happening in these different areas.  So please think about that I’ll look forward to a good discussion after lunch.  We’ll let Donetta say something.


COMMISSIONER DAVIDSON:
The one thing on our requirements and writing the maintenance that we do, all of our Quick Starts and everything like that, the resolutions that you might take up and you might give us feedback on what you would like for us to do, obviously this is an advisory committee and you need to realize you’re giving us advice.  We can take that advice or not.  At times with our committees we have chosen not to take the advice.

I just want to forewarn, but we will always report to you later on what our progress is obviously.  We won’t give you an answer that day but later at the next meeting or whatever we will report back to you on the progress or whether we decide to move forward.

Obviously so far we haven’t heard anything out of line but just keep that in mind.  It’s an advisory committee and it’s not one that is in stone that you can give us direction.  We have a budget.

(LAUGHTER)


DR. GALLAGHER:     Let’s stand adjourned until 12:30 p.m.  Thank you.

(Adjourned for Lunch)

DR. GALLAGHER:     I’m going to take advantage of the relative quiet that somehow happens spontaneously to call us back into session.

This may be our final session depending on how much activity we have this afternoon.  It’s basically unscripted from this point on so we’re facing the Wild West here.


My understanding is we have no draft resolutions from members at this time.  We have the one that we briefly talked about yesterday.  I’m going to actually propose that we table that as a resolution and I’ll explain why as we go forward.  But if that’s incorrect, of course you are always free from the floor to raise a possible issue.

I’m not too concerned about this because we saw from the agenda that -- I have had discussions with a number of you throughout the past two days.  This has been very much of a status type meeting.

We will have other times of course where we’re pushing work products more aggressively and of course that will change the tone of the meeting quite a bit but in this case we started a log of things at the last TGDC.

The working group structure is up.  We’ve had a chance to hear about progress and activities that are current within those working groups.

We’ve had some very good discussions and I think at the very least even if there are no actionable resolutions that we vote on at this meeting, I do want to have this opportunity to bring these conclusions, that the discussions continue because they are providing valuable input to both NIST and the EAC.


So the one question or issue that I would like to begin the discussion on is to pick up again from the end of the discussion we had after David’s presentation on the Auditability Working Group and the reason I bring this up in particular is that the EAC has specifically asked the TGDC for input.

And so I actually want to turn the discussion around a little bit and I’m doing this primarily to stimulate a discussion not because I’m trying to drive you to a particular place.  I’m going to do it by typing a little bit to the discussion we had yesterday.

So if I understand it, Matt, you can jump to the podium if I mischaracterize what you said, what Matt told us in terms of the context for the discussion on auditability and SI was that the Commission is going to make a decision about this policy question.  And what the Commission is asking of us is to put them in the best possible position to deliberate and make that decision.


So I take that as meaning that it is not necessarily the case that the only way we provide that input to the Commission is, here is the answer that we think you should take.

In fact they’ve pretty openly said, in fact the charge to us was explicit, that we could give them a range of options and I think probably the most useful thing since they’re looking at this from not making a down select or a selection but from making a policy perspective, is providing the context for understanding what those options mean because as we learned in our discussion this morning, there are consequences to each one of these decisions and they are very serious consequences.

So I’d like to pick up that discussion and one of the things I wanted to point out was this is very germane to the discussion we had yesterday about risk and let me try to put it as David was urging us to do yesterday in a more concrete format.


When you’re looking, and always remember I’m an amateur at this area, so when you’re looking at the issue of the performance of a voting system, the emphasis of what we were talking about this morning was a concern, a valid threat that software based systems because you replicate the machinery and so widely are susceptible to common mode failures with relatively simple mistakes put into the system, whether those are accidental or benign, in fact we had a discussion that in fact it’s a mistake rich environment possibly.


And so we can have a discussion at two different levels.  We can have a discussion about how much risk are we willing to accept into a voting system in terms of the ability to have a high integrity of the vote and the ability to recover if there is a fault which is what a lot of the auditability does, it preserves the ability to do a recount.  And based on that decision of acceptable risk you can propose controlling technologies that get you there.

And we heard a number of discussions today including different technologies, independent technologies, or independent verification, voter verified records.  There’s a whole host of issues that come up.


So my concern is the following.  I think speaking as a technical person I would much rather the Commission come back and give us guidance when they make this decision about the risk environment that is acceptable.  What is the requirement for auditability in the voting system that is a desirable path or necessary to have and then based on that decision that they make, let us have the technical discussion about the technology classes that may or may not meet that.


What I’m worried about is that sometimes we end up immediately talking about the specific attributes of certain technology options instead of the overriding question about what is the design goal, the requirement for auditability in the system.  What is the requirement for this type of integrity against a single mode failure in our standard?  And if we have that policy guidance I think our job in terms of looking at this technically is higher.


So I did that to sort of tie the discussion we had this morning with the one we had yesterday and one option and one of the reasons I was going to suggest we table yesterday’s draft resolution is it was brought up that it was too broad, we’re not ready to go forward with a risk framework.

But in fact it seems to me that if the working group working on accessibility were to reframe that discussion in the context of the risk goal, that is the design goal that is at risk of being lost and in terms of these controls that may in fact be the most useful framework for this input to come back to the EAC as they consider a policy discussion.


So with that let me just be quiet and open this up for continued discussion.


COMMISSIONER DAVIDSON:
One thing I need to clarify, the Commission in this case, we’re at the point where we’re really finalizing the guidelines on 1.1 for test so we’re looking for the group to give us some guidelines because we have to sit down at the table beside NIST and say what are our options and how do we move forward in writing these.


And Matt, would you explain a little bit better to make sure that the committee knows where we’re at, at this point?


MR. MASTERSON:     Sure.  The only thing I was going to clarify is that software independence is not in question or part of the discussion for 1.1.  It’s not include in 1.1 and so it would be to help us to move forward with 2.0 and the policy decisions for 2.0 or the next iteration, whatever the terminology is.  So that’s where we are right now is looking at those policy decisions as we begin to scope the EACs perusion of that document.


MR. RAGSDALE:     Russ Ragsdale.  Maybe it’s just for my edification, when the question is asked how much risk are we willing to accept, how do we articulate that?  If we haven’t quantified risk or maybe we have, I don’t know, how do we report back to EAC, we are willing to take this amount of risk?  How do you define that?


DR. GALLAGHER:     And again we could ask some of the risk experts here to talk about it but I think we should not over engineer this question.  I think strictly speaking we talk about risk as probability times consequence and that’s fine but we also had a long discussion that probabilities in this context are extremely difficult to assess.


It is possible to have a meaningful discussion about the consequence side alone.  In other words the risk of systematic failure that would prevent you from having a credible outcome of an election without the ability to go back and conduct an independent recount, irrespective of the probability of it happening may be an unacceptable outcome and it can be stated that way.


And just like in the security arena, you’re talking about vulnerabilities and threats.  We have a very difficult time talking about quantifying the threat environment.  It is very dynamic.  It depends on the threat factors and in fact a lot of the discussion focuses on vulnerability management because that’s something you control.


And I think the same thing happens in this case, is we can talk about the level of unintended consequence as we want and I think it’s fair then to say a design goal or designed principle is avoiding certain types of catastrophic failures or vulnerabilities in that sense.

And from that if we have a clear articulation of what that is, I think it gives us a platform for weighing -- I think what’s happening here is this is a clear case where there’s a risk that we’re trying to address and every time we put in a controlling technology it’s having strong impacts in other areas whether those areas are cost, accessibility, or complexity.


And so we need a framework for being able to say, here’s what we’re trying to address and we think it’s basically a core performance requirement in 2.0 and then here’s how we consider the options that are there.  At least that’s the way I think about it.


MR. RAGSDALE:     There was a group of us that met at lunch today and in many ways I think that our discussion reflected the comments that you made and I was charged with drafting a resolution which is very ugly looking right now and I don’t write well in haste, but it would be something that I would be willing to introduce if folks were willing to hack at it and make it a better product.


DR. GALLAGHER:     Well, you could turn to the table behind you and our professional hackers will do their best.

(LAUGHTER)


Any other comments or discussions on the discussion we had with auditability?

You know, we have two options here.  We can directly provide advice to the EAC at this point.  My sense is that we weren’t ready to do that.  But we also had our own working group coming to us for guidance so it seems to me the other option is we could try to provide some guidance back to the working group.

MR. RAGSDALE:     The resolution that I drafted provides some instruction back to the auditability committee.


MALE SPEAKER:     So having heard over lunch a brief discussion of this proposed resolution, it basically says what you said, and it’s very nice to hear the same proposal coming from two independent sources saying that what we need is a coherent picture showing what the different alternatives are, what their costs are, and what their benefits are so the policy decisions can be made by the EAC.

And I think that the basic job then that the working group is going to be tasked with is to lay out all the options instead of arguing about which they prefer, and laying out the options in as structured a manner as possible so that it’s clear where the debate is and what each side in that debate is willing to give and take.  I think there’s more then one side considering the number of alternatives.


MALE SPEAKER:     I think the notion of understanding or quantifying risk is kind of a non-starter.  Security as I imagine usability, accessibility, you know, is entirely inherently contextual.

Where the situation in which it happens, the individuals, how much coffee they’ve had that day, whether the machine has a good -- but all of these things play into the risk and so looking for that silver bullet number I think as we discussed yesterday at length is not feasible.


What is feasible and it sounds like we’re starting to really come to unanimity on this, is we can enumerate for the different technologies that it is going to be able to achieve reliably, the things that it’s probably not going to be able to achieve reliably.

And I think that’s the kind of structure that’s going to be usable for the EAC and of course all of that will be a caveat as all things are.  If that’s the kind of structure that would be usable to the EAC, maybe this is going to be a fruitful direction.


So I guess my question is really directed to you Donetta, is that the kind of advice you’re looking for?


COMMISSIONER DAVIDSON:
Well, I’m anxious to see the resolution because I mean I’m getting a little -- and I wasn’t at the table.  If he’s right on top of it, it must have been (unintelligible) or something so I’m anxious to see the resolution and then I probably can give you a little bit more of my opinion once I do that.  Thank you.


DR. GALLAGHER:     It looks like we’re doing this sort of stall here as our crafters are doing this.

(LAUGHTER)


So we’ll give it a few more minutes.  Are there any other sort of general comments?  Russ.


MR. RAGSDALE:     Russ Ragsdale.  I guess if I understand what this booming resolution is --

(LAUGHTER)


It will be directing the working group to go back and clearly define some number of options to bring back and resist the temptation to debate the merits of -- it may require more discipline then we actually have, I don’t know.

(LAUGHTER)


MALE SPEAKER:     Since I think we have some consensus here that even what we mean by auditability is somewhat nebulous, it asks them to draft a definition of what that characteristic is, what are the characteristics of a voting system that is auditable, what characteristics would that system have, and irregardless of whether the technology actually exists, just can say this is what we would like to have and then take a look at what’s available or what the alternatives are and to the degree to which they meet that goal and the degree to which they don’t meet that goal.

And I think that allows the different voices on the committee to gang up on the weaknesses if they don’t like it and gang up on the strengths if they like it and be able to compromise.  I’ll let you put that weakness in the report if I can put the strength in the report.

DR. GALLAGHER:     I appreciate this discussion.  I think that as a general issue, not specific to what our booming resolution may say, but I think this committee will in fact operate in two modes very often and this is sort of intrinsic to a technology based committee.


On one hand the technology has policy ramifications and this committee will function to support the policy makers, in this case the Commission.  In that case what we’re doing is we’re helping them understand the ramifications of what these tradeoffs are and basically help them make a decision.  And I think that’s what we’re talking about in this case with that type of charge.


The other mode that we will operate in is that when the policy decision has been made we will be supporting and developing technical guidelines that support those policy goals and frankly we’ve needed that.  There’s been cases, and I think what the working group was struggling with the fact that there in fact were policy ambiguities that they were looking at and in the face of clear guidance they could move forward.


So this committee will have to be adroit at sort of being able to pivot and operate in those two modes and in the case where we’re giving policy guidance, putting options on the table and explaining the consequences of those options is probably the most important thing we can do.

Then when the EAC makes decisions, we have in some ways now a policy environment in which we can make decisions about technology choices.  So in a general sense I’m quite pleased with this mode if that’s how this plans out.


So how are we doing over there?  You guys are working so hard you brought the system down, is that what happened?


For the benefit of those who may be on the phone listening in since I don’t know, let me read the proposed resolution offered by Paul Miller.  It has two bullets.  The first one is the TGDC charges the auditability subcommittee with the responsibility of drafting a definition of auditability and what characteristics an auditable system would possess.

This definition of these characteristics should be developed independently of special technology and even a consideration of whether or not the technology exists.  The TGDC should then or should also prepare a report that evaluates SI and alternative technology and its strengths or weaknesses for meeting the auditability objective.

So it’s a two part proposal, one sort of defining the goal and the other one evaluating technologies against the goal.  And I open up the floor for discussion.


MS. GOLDEN:
I’m looking at David Flater.  Can you kind of recap, did we not start the committee with you proposing a definition and we never got past the definition because the discussion went right into the same troth, or did I miss -- I mean those of you that were on this committee from the beginning, wasn’t that what you tried to get us to do out of the shoots and we wouldn’t let you basically or we couldn’t agree?


MR. FLATER:
Yes, actually there was one slide in my presentation about the definition that was proposed about the ability to do an automated independent recount and we did come back to the same issues that what we will accept as a definition of auditability tends to be strongly influenced by the consequences and the consequences boil down to SI and paper
So depending on what conclusion you’re hoping to achieve works backwards to what definition you are willing to accept and what your assessment of the probability of various risks is going to be.  So there is a high likelihood that going through this exercise may wind up back with the same three options on the table.


DR. GALLAGHER:     David, let me ask you a follow-up question.  Your point is well taken but your definition itself has consequences right off the bat and in the context that this is an exercise to put the policy framework in the clearest possible light for the EAC, would it in fact be helpful if instead of coming up with a definition in which case you have to hammer out the consequences argument there, there could be allowed several possible definitions of auditability in which case the working group would just highlight the consequences of the different approaches?

In other words, again it’s somewhat at a higher level, raising the policy issue that’s intrinsic to this definition, making it explicit and providing some of the analysis that would support it because it seems to be that could very well be the nature of the discussion that might happen at the Commission, what do we mean by auditability and those requirements.

MR. FLATER:     That does provide more flexibility and we may have dueling definitions of auditability and once again we may be faced with a very similar decision to be made that again if we have dueling definitions, each one has different consequences.  One will admit to existing paperless systems, one requires paper, one is hoping for a future development.


MR. WAGNER:
Dave Wagner.  I acknowledge the risk that you’re alluding to Diane, and I certainly can’t say it’s not present.


Maybe I’m an optimist.  Maybe it’s worth a try to see if we can articulate a definition that is separated from the technology and whether any technology exists as Paul suggested.


I’m not sure that we had a conversation in the Auditability Working Group that’s at quite the level that Paul mentioned.  I think Paul mentioned earlier a high level characteristic that we might expect or might ask for a voting system to achieve.  Maybe we could come to some agreement at that level. 
I feel like the automated independent recount definition when it was introduced got introduced with a bunch of baggage that was associated with some specific technologies and so that may be one reason why when attempting to talk about things in those terms that we very quickly bogged down.  But maybe there’s a chance that if we follow Paul’s sage advice that we can get some agreement at that high level.


COMMISSIONER DAVIDSON:
Earlier Patrick asked me what I thought (unintelligible) and I’m not speaking for the other commissioners, but I like what you’ve done in the resolution because you’re not tying it to technology and it allows for technology to grow because this is the future that we’re talking about.

So if you could do that for the EAC I think it would be a great deal of help and that way the manufacturers are set out, they’ve got to meet these requirements and how they choose to meet them may be different ways.


MR. MCDANIEL:     Patrick McDaniel.  I would second what David W. just said.  I think Paul threw out a definition that everybody at the table just immediately nodded because it was at the appropriate level of a detraction.  It was not tied to a particular technology.


So I’m actually optimistic that we’re going to be able to find a definition that people are at least comfortable with if not in complete agreement with.  So I agree.

I fear if we devolve into dueling definitions and dueling projections of technology on definitions what you’re going to get out of this process is not going to have any coherency at all.  It just doesn’t seem like an exercise that’s going to end in any kind of recommendations that people can move on.  Thanks.

COMMISSIONER DAVIDSON:
I think if we had dueling recommendations then we would be faced with trying to do more research to figure out which one we should be taking.

And I don’t know Matt if you have something you want to add.  I do like the one that you would come up with better then dueling.


MS. MCGEEHAN:     Ann McGeehan.  I was just going to say I think though what you might get might be hard for the EAC because I think even if we were able to agree on one definition of auditability, once we kind of define all these different alternatives, how SI would meet the requirement, and how IVD or all the different things, that’s where the EAC is going to have the policy decision to make and that’s what you seem to ask for.

You want an alternative so this would give you alternatives.  I don’t think it’s going to give you the silver bullet but at least it will get us off the dime moving forward and talking and really hashing it through.


DR. GALLAGHER:     It may in fact be a little bit of a red herring in the sense of whether or not this working group comes up with one or more working definitions of possible working definitions of auditabilty.  The fact that you’re articulating the consequences of both the definition and the underlying characteristics is going to provide the type of context to sort of see that.


From my perspective auditability is not an intrinsic -- you know, these are systems that are designed to vote not audit.  The reason you’re putting an auditability requirement in the system is to take into account a possible malfunction of the system and so you’re always looking at your auditability requirement in the context of that goal.  How does it prevent or help you recover from that malfunction and I think it’s very natural.

We heard it already in David’s presentation and I think it will come out as you look at any given definition of auditability and the resulting characteristics, what you’re going to basically be dealing with is this -- because I think it’s not going to be are they different, it’s how strong is the definition of auditability.

Is this strength of auditability sufficient to carry out that role that we’re worried about in addressing a failure mode and I think the analysis which I think the first bullet addresses should tease that out in a way that I think would be helpful to the commissioners.

I’m not sensing a lot of opposition here so rather then squeeze blood out of turnip -- yes, Patrick.


MR. MCDANIEL:     I would just say it’s sort of speculative to decide right now whether we go to singular or multiple.  I would just move that we try with one and if we all are happy with that then we move forward.  If we need to move in that direction that’s fine.


The other nit on the second bullet point, it says the TGDC should prepare a report.  I assume that’s the auditability subcommittee.


DR. GALLAGHER:     Yes, we can fix that.  Matt.


MR. MASTERSON:     I have a small nit that I think will clarify for us as well in the second bullet, where it says, and its strengths, I think it should say and their strengths instead of just referring to SI.  So I just thought that would clarify.


DR. GALLAGHER:     Any other comments on the language?


MS. GOLDEN:
This is just a question but we’ve looked at a lot of materials that TGDC has developed on SI and old papers and new papers, so is what we’re getting at trying to sensitize all that or something, or somehow package it in a different way that lays things out on a continuum or something?

I’m just trying to visualize an end product.  There’s a lot of stuff out there.  I mean this is an issue that’s been around the block a few hundred times so I’m trying to figure out in terms of a real concrete deliverable, how that is different or how it needs to be packaged in a way to meet the EACs needs or to get to the end goal we’re looking for.


MR. MILLER:
Diane, this is Paul.  I might ask Dave to respond to this question as well.  I think to a certain degree this is calling for packaging some of the research and work that was done previously and certainly I’m sure that David would bring that to the table in the discussions that the auditability committee would have.


But I think the value of what this is, is that it has pulled together and focused in a way that EAC Commission could deal with and it would also perhaps present succinctly the values and differences that the EAC would perhaps have some options to pick from and understand that at the time they’re picking it, what they’re doing.

And I don’t think that that’s ever been clearly laid out in a clear format where policy makers could make a clear decision based on the information that’s in front of them.


DR. GALLAGHER:     David, I don’t know if you wanted to add anything or not.


MR. WAGNER:
Paul said it all.


DR. GALLAGHER:     I was glad to hear that answer.  I had sort of interpreted it that way but it was good to hear that.  I was thinking of this as basically that the first bullet is providing a context and now it’s basically an analysis of existing work putting these options into that context so that the EAC can make this policy.


Yes, Russ.


MR. RAGSDALE:     This is Russ Ragsdale.  I’m still struggling with this a bit.  The definition of auditability, help me out.  What I think I’m hearing is tasking the work group with setting a definition of auditability that is irrespective of current technologies.  It’s what the system should have, those characteristics forward thinking.

And then with what we know, technologies that we know today, develop some number of alternatives and where those alternatives either meet or fall short of that definition.  Is that about what we’re contemplating?


MALE SPEAKER:    Yes, and I think what our understanding was, what my understanding is, I can talk about my understanding I guess and hope that I was understanding it the same way everybody else was, was a high level definition for example, and I think it was alluded to down here, that I made the comment that in my mind one of the characteristics of auditability is that you can reconstruct what the count should have been, and then take a look at what technologies are available and what the strengths and weaknesses of those technologies would be in accomplishing that particular policy objective.


And I think when you state it at that level, I think there would be nodding of heads around the table, yeah, we do want systems that can reconstruct what happened.

I think where it becomes contentious is when perhaps there’s a feeling on one side that the cost of that is not worth the benefit of it and that’s where we wrestle with the policy aspects.
But if we can at least get it out on the table and say this is what’s desirable, you know, this is one option, here’s what its costs are, here’s what it’s benefits are, and work from that direction then we can provide the kind of information that I think that the EAC is looking for.  Does that square with what --


DR. GALLAGHER:     Very good.  So one interesting comment, we use the term independent of specific technology.  The other term that’s often used in standards context is we’re looking for definition that’s based on performance.  In other words, what this system has, what the auditability function has to do, not how it does it.

And the second bullet starts looking at the hows, what are the technologies that can perform that function so the technology independent definition is a functional definition and that’s one of the reasons it becomes very powerful.

So I’m not hearing a lot of disagreement.  With the caveat of addressing some of the nits that came up, is there any other discussion on language, and then if there’s not any objection then we can consider this and move on from this topic.  Any other comments on language?

So rather then a formal vote since we seem to have broad agreement, how do we want to do this, is there any dissent to this resolution?  By acclamation we’ll consider this resolution subject to the changes we discussed and reopen the meeting for any general discussion on other items that came up at today’s meeting that the committee would like to follow up on.  Doug.


MR. JONES:
It was suggested that I ask for my final slide to be represented because that could be a resolution or two.  And I think specifically the recommendation that the EAC promulgation of best practices for log retention and use is an area which could be a formal recommendation from TGDC to the EAC.


I don’t really know that it needs to say more and I don’t know that we need -- if fact I believe we shouldn’t direct the EAC to conduct a specific study of this because it may well be more expedient for them to fold it into some other studies that are already or soon to be contemplated.  I’d rather just like this to be formal advice to the EAC and so that could be a resolution.  I don’t know that it needs more work crafting it but of course I invite any word crafting anyone wants to suggest.


DR. GALLAGHER:     So let’s have some discussion on the first bullet.  Any thoughts from the committee?  Go ahead, Paul.


MR. MILLER:
The question I would have is I do think one of the issues in voting systems would be collecting that log information from the multiple devices and present a detailed --

MR. JONES:
But that’s a standards issue, that’s not an EAC issue.  That’s something that becomes our job.


MALE SPEAKER:     Doug, does that second point mean just the format CSV or something considerately more complex and specifies what has to be in data fields?  And so are you talking about the full fledged definition of the interchange format?

MR. JONES:
Let’s talk about that later.  Bullet one.


DR. GALLAGHER:     Let me just take the temperature of the room.  Is there an opposition to bullet one at all?  Any objection if we by acclamation include this in our recommendations to the EAC?  Donetta.


COMMISSIONER DAVIDSON:
Can this be a Quick Start?  A Quick Start is much quicker to get done then us working through our management guidelines.  There’s far more study and everything.  I mean obviously when we do a Quick Start then we usually follow-up with a management guideline that follows but that is a great deal more work involved.

MR. JONES:
I think this is the kind of thing that I consider appropriately at the discretion of the EAC.


COMMISSIONER DAVIDSON:
All right, good.  I just didn’t know if you wanted it in the --


DR. GALLAGHER:     Very good.  So by acclamation we’ll include this in our resolutions from this meeting.  It does not specify how the EAC does this but basically points out there should be a promulgation of best practice in the log.
Doug, do you want to move to the other two bullets for any discussion?


MR. JONES:
Well, this is an area where I just don’t have the see 2.0 light in my head so that I can quote paragraph and chapter and so I need help from people who know it to know what’s missing in it because I know it has lots of this.

It may well be however that the export tool that makes it easy to get and to gather, and to archive the event logs is the missing piece and also of course some kind of data format standard and I don’t mean to suggest that CSV is the right one but it’s an obviously sufficiently simple one.


MR. HASTINGS:     Let me see if I can remember what’s in 2.0.  As far as the standard export format for the logs, I think the way the standard was written is it was very vague and basically said something to the effect of a format that’s publicly available and left it at that and didn’t say anything more.  I believe that’s where that stood so it wasn’t as specific as CSV or (unintelligible) or whatever.  I feel that some of the work that we’re doing in the common data format might actually help that so that’s a good thing.

With respect to public documentation of what is logged, in the standard there’s that table that has the events that need to be logged.  I’d like more analysis of that from my perspective because we had created that table and didn’t get much feedback in the public comment period about that except some comments that said it was too much and then some said it was too little but never really a good analysis of that.

Where it’s logged and how it’s logged, there are two piece of a documentation in VVSG.  There’s the technical documentation that’s really TDP types of things, and then there’s the user manual documentation and I’m pretty sure that technical documentation talks about where and how.  The user documentation may just talk about where and maybe not so much the technical how of it.  So there are places in 2.0 that requirements could be added to actually strengthen this area.

MR. JONES:
So in your impression do we need to give you formal direction to push you to do that or do you think this might just happen, because I get the impression that some of these things are already in the coming?

MR. HASTINGS:     Let me go back to the export format.  I’ll read you the requirement.  It says the voting device shall store logs in a publicly documented format, such as X&L for including utility to export the logs into a publicly documented format for offline dealing.  So that’s the requirement.


MR. JONES:
It’s actually coming very close to where we need to be.


MR. HASTINGS:     Like I said, I think more analysis on the events to be logged, that’s probably an area where we could look at things.


MR. JONES:
The other thing is the problem that (unintelligible) seems to be doing well at, of providing an easy way to archive the event logs and where other vendors appear not to be as convenient.  I don’t remember anything about that issue in the standards.  Documenting presence of data was there.


MR. HASTINGS:     There were some requirements on the management of the log itself on providing tools to view the log and that kind of thing.  A little (unintelligible) on all the detailed requirements but there is a placeholder for that.


I’m getting some advice here that there are requirements that do actually require the logs to be digitally signed and exported at the end of the election.


MR. JONES:
At that point then I think 2.0 seems to take care of the issues.


DR. GALLAGHER:     David and then Steve.


MR. WAGNER:
This is Dave Wagner.  Doug, this is your call because this is I believe your resolution.  What’s intended as a friendly suggestion if you want to continue in this direction is that the TGDC might charge NIST with examining whether there are any requirements that are appropriate for the export archival or collection of audit logs and report back to the TGDC.

So in other words rather than attempting to work this out on the fly, that this is something that the TGDC could ask NIST to take a look at and let us know what they find, if you wish.  That’s your call.


DR. GALLAGHER:     Yes, I want to make that comment.  Since the 2.0 is basically still within the TGDC in some sense, it’s still open, what you’re basically doing is you’re highlighting issues that you want us to pay attention to, to those remaining items.

I don’t know that we have to go to a formal resolution on those.  What we can do is take note of those, almost either notes from the TGDC or sense of the TGDC, you will see the issues when they come up for consideration formally by the TGDC, have a mechanism where we look at that to make sure to address the issues that you raised.

MR. JONES:
I agree that formal action is not

required.  I do want to be kept up to date on what’s there.

DR. GALLAGHER:     I think it would be important to

keep a record of this for the EAC as it comes back up.  Steve.


MR. BELLOVIN:     Did I hear you correctly that the current working group says that log the export for offline viewing?  If so I really don’t like the word viewing.  You want something that easily offline use -- machine process will -- this is not a (unintelligible) point.

It’s a very important point.  You want to be able to do all the wonderful things that Doug was talking about earlier with this log in and not just look at it on a pretty screen.

MALE SPEAKER:     And the wording was viewing so that’s an edit that could --


MALE SPEAKER:     I would strongly recommend that.


MALE SPEAKER:     You don’t want just images for your log file?

(LAUGHTER)


They’re a lot of fun and they don’t take up much space.

(LAUGHTER)


DR. GALLAGHER:     So wearing my other hat I will ask the NIST staff to keep note of these issues that are identified in the course of discussion to make sure they’re routed in the appropriate activities either from the TGDC or NIST side and also to make sure we tee those up at the TGDC when those issues come up for formal consideration at some future point where these standards are being considered so we close the loop if you will.


Anybody else?  Doug, did you want to consider the second bullet in the same context or we just treat it the same way?


MR. JONES:
I think bullets two and three are really one thing and I think it’s all disposed of right now.


COMMISSIONER DAVIDSON:
Back to one, the first recommendation, I would like to make a suggestion and ask you to change one word.  Instead of promulgate I would like for you to consider developing.  That would be much better because that would be best practices.  So develop best practices that would in line with what we do.


MR. JONES:
That’s perfectly reasonable to me.


DR. GALLAGHER:     Any objection to that change?  We’ll strike the word promulgate and replace with develop, sidesteps one of authority issues and other touchy things.


So with that let me reopen the discussion again.  Any other items that the committee would like to bring to the full group for further discussion?


MR. PALMER:     On day one we discussed the timeline for the high level guidelines and in the working group we discussed the EAC, NIST, TGDC Roadmap and some of the dates that sort stuck out for me.  What are we going to be responsible for, what does the TGDC need to do to fulfill our part of this.

And I noted that the high level guidelines are due in March 2011 and we had some good discussions yesterday but I sort of want to ask, does NIST have from us what they -- do we have what we need to basically give the EAC recommended guidelines by that date?

An from my calculations, obviously the TGDC is going to want to review whatever guidelines or standards we have proposed in draft form and sort of modify, tweak, revise as necessary so we can give a product at some point that’s approved by the committee to the EAC.

And so if you just go backwards, some time in late 2010, we have to sort of have some product to give the EAC so they can do what they’re going to do on the policy side.
I was thinking that the TGDC as a whole needs to have something by the end of the fiscal year, some time in October.  That gives us a few months to discuss in the working group (unintelligible) offline so we have some sort of product for our next meeting to basically discuss.  I was a little lost yesterday about what the task was.  I mean we do have a Roadmap.

I just want to make sure where we need to be and I guess would like to hear some concerns from NIST or the EAC as to are we there, are we not on track, or what, because we’re here today.

I mean looking at the first presentation, I think it was UOCAVA Working Group, and it talked about a lot of the issues that we brought up in the resolution last time.  NIST has done a great job with these reports.

You know, we talked about risk and some of the issues and then the plans were to discuss the high level guidelines and risk management over the next couple of days and that’s today, these two couple days.

So if I can get some help here and we can just start a conversation about where we go.


MS. GOLDEN:
Can I add to that?  It’s not just UOCAVA but it’s also the remote voting thing that’s kind of the extension off of that because I have documents in front of me that have to do with remote voting but it’s not specifically UOCAVA and then there are some that are.

So I’m still struggling to figure out what the standards role is in terms of for UOCAVA specifically, and then for remote voting that’s not UOCAVA specifically.

DR. GALLAGHER:     So we have some questions about the Roadmap and what this means in terms of both the schedule that we’re looking at as a committee, when should we expect to see things coming up, and I think it will also helpful to hear in that, because there’s a lot of players in this, NIST is doing things, TGDC, and we might ask for a

re-clarification of that.

This is where I get to pretend I’m not NIST.  I’m going to ask the NIST and EAC folks to try to answer that question for us.  David, did you have something (unintelligible)?


MR. WAGNER:
Dave Wagner.  I just wanted to second and share the concerns that Don Palmer raised and I think it’s not just that we need to hear a schedule from other people, I think it’s that we need to develop a plan to move forward on the UOCAVA issues and that plan can’t be we’re going to wait for six months and then all of a sudden decide that oh my gosh, we’ve got to meet this deadline for the Roadmap and we haven’t started.

So I feel like we have our work cut out for us and we need to get started and it’s not clear to me what the task to get started is.


DR. GALLAGHER:     A couple of questions built in there, Matt.


MR. MASTERSON:     Sure, I’ll try my best to answer them and hopefully clarify.


So I can answer Diane’s, that is the easiest, and that is any reference to the Roadmap or the high level non-testable guidelines, any of those references to the Roadmap all have to do with UOCAVA.

So the remote electronic absentee voting system or the guidelines for it or whatever, all in reference to UOCAVA in getting us to that goal of having testable requirements for FVAP to design that system.  So that’s in the UOCAVA context question.

For you, the answer is a little tougher in that I would say from being on some of the calls and hearing no, you don’t have what you need yet to be able to create those high level guidelines characteristics, for lack of a better term.


I think one of the first steps will be the information/work product that’s garnered out of this UOCAVA Summit, the hope out of this Summit on the 6th and 7th of August is to at least begin to grasp some of those characteristics including security, usability, accessibility, whatnot in that summit.  So I hope a tangible work product will be given to you all to help inform your work in those high level guidelines.


From there I think there’s just a lot of work to be done between the working group and the EAC and NIST to scope out those high level guidelines.  As I said yesterday and I think just today, what we’re looking for is characteristics that we can then begin to build on to build towards those requirements.

And so I think getting the pilot kiosk requirements will help because characteristics are identified in there that can scope it as well as the work at the Summit and then noodling through the rest.

So I mean the spring 2011 timeframe, March 2011 is aggressive.  I don’t think there’s anything going on this fall so you should have plenty of time this fall.
(LAUGHTER)


We know it’s tough.  You know, we’ll do everything we can to help support the TGDC and NIST in the effort to get us there and do the best we can with it.


DR. GALLAGHER:     Matt, let me ask a follow-up questions.  So a lot of what we heard yesterday in the presentations were these reports coming out of NIST and really these reports provide the context right there.  They’re addressing security, usability, and other cross cuts in UOCAVA that are going to be the basis with which these guidelines are developed.  So there’s clearly a stage and you collect your information, then you develop your guidelines.

One of the issues that is confusing is that it’s not clear when that fact-finding phase ends and to what extent it’s given, and then I think there’s another ambiguity and that is that the high level nature of these guidelines may not be explicit enough or actionable enough that we take the input and turn it into the guidance you want.

So there may in fact be a missing ingredient and David probably put his finger on it, a very distinct plan, not the Roadmap, that’s the high level choreography, but for the TGDC when do we take that input and what exactly comes out so that just from a committee operations perspective which is what I was hearing, we know what’s coming and what’s being asked of us and that either exists somewhere, we just haven’t heard it, or it may not exist in which case we may want to consider somebody to develop it so that we as a committee have something to make our plans with.


MR. MASTERSON:     So I believe it does not exist yet.  I think a takeaway from that comment and these thoughts is that the EAC and FVAP specifically need to provide you all some guidance in what’s meant by the high level non-testable guidelines so we can specify.

And I’m optimistic that we’ll have a better handle on what we mean by that perhaps after this UOCAVA Summit so that we can say, ah, this is the level of granularity that we’re looking for from you all on that.

So I think that the action item is back to us and FVAP specifically to provide you all after that meeting with a specific idea of what we’re looking for as far as characteristics, what level of characteristics we’re looking for.


COMMISSIONER DAVIDSON:
Matt, I have a question.  Yesterday we also talked about that NIST was going to collect a lot of information on what states are doing and to what level of security are they utilizing currently.  That’s something that NIST can start and continue to do while we’re doing this other isn’t it?  I mean it’s not like NIST has to wait until after this Summit.  Of course the summit is right around the corner, but they don’t have to wait until after the Summit to be able to accomplish starting -- I know they have to go through the Paper Reduction Act and that takes some time.

So if they’re surveying states, what they’re doing, and FVAP what they’re doing currently with the three or four vendors that they have and doing the research there, could they start that?

MR. MASTERSON:     I think there’s probably lots that not only NIST but EAC and FVAP could be doing right now to help support the TGDC in this task and the other ones.  That’s a good example.

I think as we sort talked about yesterday, FVAP needs to get a better hold and perhaps better guidance on the acceptable level of risk that they’re willing to accept for their system that (unintelligible) and so a further handle on that would be helpful I think as well understanding the current system.

You know, Bob Carey talked a lot about understanding the risks inherent in the current system and then trying to correlate it to what we’re talking about and so I think there’s leg work to be done there as well.  I mean the answer is yes, I think there’s a lot to be done to helping to inform NIST.


COMMISSIONER DAVIDSON:
Since Bob’s not here, is that something the committee should decide upon, doing a recommendation?


MR. MASTERSON:     I guess I’d leave that for the committee to decide.


MALE SPEAKER:     I didn’t understand that statement.


COMMISSIONER DAVIDSON:
Well, Matt was talking about Bob Carey, you know, he was talking about the risk and acceptability and we haven’t heard from FVAP yet to give us some details so that TGDC can work and NIST, and work from that point on developing guidelines.  So I don’t how you want to handle that.

In my thinking, Bob is the client, our client.  In trying to provide him with the needs that he needs to move forward to put out a new system meaning a guideline that he’d have to build that system to so if there’s upfront material we need from him -- that may be needed to be presented to him.


MR. RAGSDALE:     Russ Ragsdale.  Not to suggest making this process anymore convoluted but has the EAC contemplated resolving the standards for the Board of Advisors?


MR. MASTERSON:     With this task specifically, obviously it’s not in there.  With several other tasks in the Roadmap you’ll see that the consultation with the Board of Advisors and Standards Board is mentioned and encouraged.

And the reason it’s not with this task specifically is because we saw this as technical high level guidelines, but I think your point is well taken that certainly at the end users, the election officials on both those boards as well as the other officials, that input would probably be very valuable.


MR. WAGNER:
Dave Wagner.  So I’ll just to speak to you personally.  I don’t know if anyone else in the TGDC agrees with this.

I think one of the valuable aspects of the TGDC meeting is the chance to take stock about how much progress we’ve made and to think ahead about where we want to be at the next TGDC meeting and what we need to do now to make sure that we’re ready to have that so that we use our next TGDC meeting productively.


Personal opinion, I feel that in the UOCAVA Working Group I’m concerned we’re not on track to have something for adoption at our next TGDC meeting and so we might want to go back and think about how to get on track.

And one that I would raise as a possible suggestion is that perhaps NIST could look at what are some of the issues that we will need to discuss among the UOCAVA Working Group to reach the goal that we have in mind in spring 2011, in other words to get these high level non-testable characteristics and then put together a plan for the UOCAVA Working Group about the set of issues and then schedule the tele-con so that we can just start a discussion on each of those issues and start that early (unintelligible) waiting until the last minute.
Now others may completely disagree and so this is

just one potential voice but I thought here’s an opportunity to start that thinking early.

DR. GALLAGHER:     So I guess my reaction Dave is I was sort of getting to the same position as you in terms of how I felt about this.

So one of the things is that this committee has to do something and what you normally do in a case like this is you turn into a project, and you define what tasks have to be done, and when they have to be started, and how much time and you kind of rack this up.


NIST as the technical support to this committee can certainly prepare a draft plan that is circulated to the TGDC members that we could generate even electronically and start looking at what’s coming up and what in fact would be ready.

The one thing that makes this process a little bit tricky, that we have to watch is that we don’t control the timeframe in and of ourselves.  Certain things have to happen with FVAP and the EAC for us to be able to in fact write those guidelines.  We should also identify those milestones.

So some of what’s been happening is preparing the technical policy papers that are in fact feeding back up stream to FVAP and the EAC.  Then they’re going to make some decisions, then the specifications basically come back to us and then we can write guidelines.

So there’s a bit of choreography going on here but my guess is there are certain activities that are independent of those decisions that can be underway.

Donetta alluded to some of them.  There are some that you can get so far and then we need to wait until that decision is made.  At least we would know in that case that we’re not the holdup, that we went that far and now we’re waiting for the decision and then we’d know what happens after that decision.

So I think that’s not difficult and I think as a committee we would all feel better if we sort of knew what the game plan was at the level we understand it right now.

So I’d be happy to make that request of the NIST staff to support that type of planning document.  But I’d also like to hear any other discussion on that from the committee.

MR. PALMER:
Don Palmer.  Some of the fundamentals, and we talked about this in one of the UOCAVA Working Group meetings and then I missed the next meeting.

You know, it’s sort of trying to narrow the issues and from an elected official or a election official, you worry about the sensibility of whatever voting system, electronic voting system for UOCAVA voters, going to reach a large number of UOCAVA voters.

Obviously the security of the ballot is going to be something that’s an issue, the physical security of where that person votes, be it a personal computer or a kiosk so you’re narrowing the issues.

And then there’s other issues, but what I’m hearing from the Chairman is that we’re waiting for FVAP to tell us their acceptable level or we’re going to provide recommendations to the EAC who then votes on those recommendations to FVAP.


DR. GALLAGHER:     Matt could clarify if I have this wrong but my understanding is that these high level guidelines are issued by the Commission to FVAP, is that right?  No.


MR. MASTERSON:     Kind of, how’s that for an answer, maybe.

(LAUGHTER)


They will be used by the EAC and FVAP to help drive the development of the final requirements.  So the EAC will take them back to FVAP.  I don’t know if I would say issued is the right word, and discussed with FVAP to see if there is agreement to then drive the development of the requirement.

So the idea in discussions of the Roadmap of this was that if EAC could use its technical wing and the TGDC to come up with some desirable characteristics, that then FVAP would agree on it, say yes, that’s how we feel our system should be, that could then frame the requirements as developed.  So that was the thought process behind it.

I mean it’s plausible I suppose for the TGDC to come back and say technically speaking you don’t really want high level guidelines, you would rather have this that will help frame that, but the intent behind it was to instead of trying to take a big bit out of something that’s enormous, we were trying to scope it a little bit and at least frame the issues for ourselves.

DR. GALLAGHER:     Don, the way I was kind of thinking about this was we’re kind of acting like subcontractor here and what we have to do is produce something that’s going to be useful to FVAP and the EAC.

And so what I meant by waiting for them, we haven’t yet heard exactly what these high level characteristics or guidelines, what the scope is and what they want so we can continue to do some work.

We have some idea of the major areas but at some point we need to hear from them, this is the level and what we’re shooting for and we haven’t heard that yet and in fact some of the holdup seems to be, some of the information coming out so some of the risk input that FVAP was looking for and some of the other is basically being turned into sausage there in terms of okay, here’s what we think we’re looking for and then that would come back to us and frankly give us a much more detailed sort of specification in terms of what we actually have to produce.  It’s not as formal as it would normally be but there seems to be a little bit of back and forth.  Dave.


MR. WAGNER:
Dave Wagner.  I hope this doesn’t distract from this productive conversation.  While we’re on this topic I wonder if we could get a little bit of a clarification what the charge -- I’m looking at the slide and I see it refers to remote electronic absentee voting systems and I’m thinking the same thing that Diane may have been thinking earlier, does that limit it to UOCAVA or is that remote electronic absentee voting systems in general?


MR. MASTERSON:     That’s limited to UOCAVA.  That phrase is actually a congressional phrase from the Defense Authorization Act and we’re tasked with developing guidelines for remote electronic absentee voting systems.  So it is a UOCAVA specific phrase.


MR. PALMER:
This is Don Palmer.  Can I clarify?  I just want to clarify one thing.  Now that’s because we’ve been charged in the Roadmap as a response to Congress on how we’re going to meet their request, but TGDC is also -- I mean we can do research and propose standards for remote electronic voting, is that not true?

MR. MASTERSON:     Non-UOCAVA specific, is that your question?


MR. PALMER:
Non-UOCAVA, exactly.


MR. MASTERSON:     HAVA envisioned that you all could do research in an area including looking at the use of the Internet in voting, that’s a portion of HAVA talking about that, so I guess the answer would be at least HAVA considered the TGDC looking at that as a possible research area.


DR. GALLAGHER:     I think the answer according to the quick look at HAVA is that it’s certainly within our scope, it’s not subject to any specific Roadmap timeframe or anything else.


MS. GOLDEN:
I’m still mulling this over.  How likely is it since that’s the wording, and I was confused about there being some connectivity and then un-connectivity, how likely is it that whenever there is a set of standards for remote electronic absentee voting system that it’s supposed to be limited to UOCAVA, that they will actually be used for remote electronic absentee voting that’s non-UOCAVA because there will be guidelines there and those guidelines are for remote electronic absentee voting and that would not necessarily be limited to uniform military or not.

So I guess what I’m asking is, if there are guidelines and they apply to that type of voting approach, is it likely that voting jurisdictions will use them for that purpose even if it’s not “UOCAVA”?


MR. MASTERSON:     So I’m extremely hesitant to guess at likelihoods as you all were with some of the security stuff, right.

But what I am willing to say is that when these requirements that are outlined as part of the Defense Authorization Act and then mentioned again in the MOVE Act are finally completed, they have to be given by the EAC to the Secretary of Defense specifically for the development of FVAP, UOCAVA systems to be used in the statistically significant, what Bob Carey talked about yesterday.

So as far as our development of these requirements, it’s very clear what the purpose is, why we’re doing them, why we have to move forward with them, and what’s to be done with them when completed which is given to the Secretary of Defense to be used in that demonstration project

So as far as I’m concerned in our work on this it’s our modis, you know, why we’re doing this is extremely clear.  Congress wanted us to give these to FVAP so that they could then do this demonstration project.

So I would like to say the chance is slim because that’s specifically what these are being written for but I have no idea what someone might do with them.


DR. GALLAGHER:     Any other discussion on this issue?  The one thing I heard is that we will, and I don’t know if we have to turn this into a resolution, but NIST will consider it a charge to develop a plan for consideration by the committee so that we start to understand our tasking.


MALE SPEAKER:     Do we feel comfortable with a date that we can shoot for, for some sort of (unintelligible) that we can start, we are hands on and start looking at and proposing revisions or additions?

DR. GALLAGHER:     The plan for?


MALE SPEAKER:     The high level guidelines.


DR. GALLAGHER:     Well, the high level guidelines as I understand it do have a tentative target date so the way I would imagine the plan going together is you work backwards, is that right?


MR. MASTERSON:     Yes, I mean it says March 2011 I think in the Roadmap, or spring 2011, spring obviously a little more flexibility for definition but you work backwards a little bit from that.  I mean the other tasking is obviously EAC and FVAP need to tell you exactly what we’re looking for as far as high level guidelines.

DR. GALLAGHER:     So Don, I was actually going to propose initially an intermediate deadline for you.  This committee would like to know well in advance of the next meeting -- you know, we will have a productive next meeting, I think Dave laid that out very nicely.

So it has to be within the next couple of months at the latest that you would see the first draft of this plan, that we would be working back from that deadline, how much work product and where do we expect to be at the next committee meeting, and what has to happen before that for us to get to that point.

So I could imagine that’s something we could share without too much delay so that we have the good hunk of time.  And I think like all good plans this is not going to be something that we beg to perfection.

I think it will be most useful if we know what we know now, we work backwards from that date, we get a draft on the table and then we would send that out to the committee membership to iterate, get your thoughts on that.

I suspect this will be much more useful to all of us if it’s a vehicle for us to work together on this and not some rigid separate plan because we already have the Roadmap.

MR. MASTERSON:     November 2nd Don, that’s when we’d like to see it.


DR. GALLAGHER:     Any other comments?  Thank you, Matt.


MALE SPEAKER:     It’s actually kind of a question and it’s in this area I think.  David and I are both part of this UOCAVA Summit in August and there may be others here that are and as I understand it, part of it is to develop some high level characteristics of what the desirable characteristics of this type of system would be.

I’m not clear on where that information goes and whether that’s something that that end -- of the UOCAVA subcommittee or what comes out of this and I recognize that the relationships here are somewhat complex, it’s with NIST, and EAC, and FVAP that all kind of coordinate this.


DR. GALLAGHER:     I would say good question.  Does anybody have a good answer?

(LAUGHTER)


MALE SPEAKER:     I’m helping organize the conference so I can take a stab at that.  So I think in general one of the challenges that we face is understanding what level of security, and what level of accessibility requirements, and what level of usability requirements do we need and that’s input that we really need from the policy makers.

Bob Carey yesterday said how he views what we should use to drive the acceptable requirements and he says that’s the current UOCAVA voting process.

So the sort of course that we’re on with the UOCAVA workshop and potential future workshops is first to identify what the risks of the current system are and then try to develop criteria and measures to compare future systems against the current system.

And then the third step which is what you identified is to then try to identify characteristics of systems that would meet that comparable level of security, usability, and accessibility.  So I think we can view those characteristics as sort of the goals for what the system has to accomplish.

They wouldn’t necessarily be testable as we were talking about with the auditability group earlier today.  What are the characteristics of the system, they’re performance based or whatever, and I think once we can develop those characteristics those are the high level non-testable guidelines.

I’m not sure that at this workshop on August 6th and 7th that we’ll quite get to that point.  I think the real goal is trying to identify the risks of the current system and try to have these ways of comparing future systems against the current system and if we can get that far I think that will be good input to the TGDC and to NIST as we work on the high level guidelines.

But as we discussed earlier we’re certainly going to need to get some more feedback from the EAC and FVAP on what they need from this deliverable.  Does that help to answer your question?


DR. GALLAGHER:     There is a workshop report?


MALE SPEAKER:     We’re hoping to have a workshop report.  We’re trying to arrange for professional facilitators.

Let me back up because I know not everybody has been involved in the planning for this workshop.  It’s a two day workshop.

The first day is going to have invited speakers and panelists to try to lay the groundwork for the second day of the workshop which will have break out sessions.  The breakout sessions will be where the work is going to get done here.  And that’s where we’re going to ask the participants of this workshop to try to identify the risks of the current system and to develop these ways to compare systems.

So yes, we’re hoping then with that we’ll be able to have something fairly concrete that we walk away from the workshop with.


DR. GALLAGHER:     And that would be shared with TGDC I presume.


MALE SPEAKER:     Yes, absolutely.


DR. GALLAGHER:     Thank you.  Any other comments on that?  So we are at two o’clock.  We’re scheduled for a short 15 minute break.  I have a feeling we’re getting close to the end of our action items or discussion but that’s just a sense.  But let’s take the 15 minutes.

I’m going to step out and Donetta will restart us promptly at 2:15 p.m. but please let us know if there are other items coming up.  I’m not trying to push you out but I’m also trying to respect time and I don’t want to drag this on unneeded.  So please give us some feedback in terms of other items that you’d like to raise and if there’s not anything we’ll move quickly I think after this towards adjournment.  All right, so we will adjourn until 2:15 p.m.

(Adjourned for Break)


COMMISSIONER DAVIDSON:
We had a break and when we get started back we kind of lose our train of thought and everything but I know that we’re kind of wrapping up everything so I want to bring us back to order and ask if there is any more comment or issues that we should be discussing of if we need to discuss further UOCAVA issues that you had out there.  So it’s open to the floor.

MR. WAGNER:
David Wagner here.  I just wanted to reiterate the point that I feel is still a little murky about the work we’re doing that I’m not entirely sure we’re clear that we will have a clear standard that is clearly limited to UOCAVA systems or whether it will be remote electronic absentee voting systems.


And so I wanted to put out the suggestion that this might be one of the first discussions that we among the UOCAVA Working Group might want to have very soon, is there consensus among the TGDC that we want to focus solely on UOCAVA and is there consensus among the TGDC that we will be comfortable in these guidelines with a clear statement saying these guidelines are only intended for use in the UOCAVA context and there’s no suggestion that we’ve -- which is a very special context and that we’re not making any suggestions beyond that.


MALE SPEAKER:     I’m not on the working group but from what I understand the EAC is under a time deadline from the law, from Congress, so I would recommend introducing any elements that might delay the work of that working group.


COMMISSIONER DAVIDSON:
Any other discussion to that point?  Anybody else?


MS. GOLDEN:
I don’t know but I think I’m on the same page.  There are just issues in the broader context that are different but in a limited context and I think that’s where I keep getting -- it’s difficult to deal with thinking about standards applying in a limited context versus the broader context.

And I’m not on that working group either so I’m operating from a bit of a vacuum and trying to wrap my brain around how those standards that are going to be developed.

And even with a caveat upfront, I guess that’s what I was getting at with my question, even with the caveat upfront I think it’s going to be awfully tempting to say well, if they work here, they’ll work here and I don’t know if that’s a good thing or a bad thing quite frankly because I don’t know what they’re going to look like but if they are developed very context specific then it could be a bad thing to apply them in other contexts or if they are developed from a more broad perspective then it could be a good thing.  I don’t know.

COMMISSIONER DAVIDSON:
Matt, I’m going to ask you to come to the mic if you would please.  Yes, we are under a mandate from Congress but our mandate in the Congress under UOCAVA is different than what’s in HAVA itself.  So do you want explain the differences?  I mean this one that we’re working on I think we felt like was the UOCAVA.  I’ll let you talk for yourself.


MR. MASTERSON:     Yes, there’s no mandate in HAVA and there is a mandate in the Defense Authorization Act.  We have to produce remote electron absentee voting guidelines for FVAP.

So I think what I’m hearing as a concern is that these are going to be taken and expanded out when that’s not the intent.

I guess the only way I can answer that is the same way I answered it before which is for our purposes, the intent is congressionally mandated to be given over to FVAP for the development of UOCAVA, remote electronic absentee voting system.

And the charge that Commissioner Davidson gave at the last meeting referring to this was UOCAVA specific and that’s why the UOCAVA Working Group is doing it.  If there is more clarity that EAC could provide to help scope that in order to eliminate the concern we’re certainly willing to do that.


MR. WAGNER:
Dave Wagner.  I’m actually not looking for more clarity from the EAC.  I’ve think you’ve been wonderfully clear and that’s extremely helpful.


I think that I wanted to raise this among the other TGDC members, that I wanted to make a suggestion, put the suggestion way out early that whatever non-testable guidelines we come up with have a very clear caveat that they are scoped as intended for the UOCAVA context which is a special context and we’ve only thought through the issues in that context and we’re not attempting to make a statement beyond that context.

So that was a suggestion I wanted to put out early to enable us to meet this deadline and I wanted to put it out early so that if there are folks who are uncomfortable with that I hope they will speak up, even if they’re folks not on the UOCAVA Working Group.


COMMISSIONER DAVIDSON:
Doug.


MR. JONES:
I have a question about how to make these goals and one thought is that we might need to repartition some working groups.

I think for example the Marginal Marks Working Group is pretty much going to be silent for the next period because we have some contracts out or contracts will be out and that will produce some results that we hope will put us in a position to move towards a decent standard in that direction.

We don’t need to be working that busy for the next six months and we have some big things to do in the UOCAVA domain and the question is should we repartition our own labor in any way to get there.  Is there some way we can say take that big UOCAVA monster, pare it down into pieces that can be addressed in parallel by different groups.

COMMISSIONER DAVIDSON:
Any comments? 


MR. PALMER:
This is Don Palmer.  The UOCAVA Working Group is basically open to all members of the TGDC and if you’re on the Marginal Marks which I am as well, I would just ask you to join in on the working group. It’s open to everybody so perhaps the next meeting we have we can delineate some of the work.


COMMISSIONER DAVIDSON:
Otherwise you’re saying that could be discussed at your next UOCAVA Working Group meeting that NIST will be facilitating?


MR. PALMER:
Yes.


COMMISSIONER DAVISION:
Diane.


MS. GOLDEN:
I have a question.  Obviously the auditability group is getting pealed back, dance some where, do another tango.

(LAUGHTER)


But I guess what’s occurring to me is the same thing you’re bringing up.  The UOCAVA group in my mind is going to address auditability issues, security, accessibility while we’ve got a separate auditability group dancing again and a separate accessibility group.

So I’m kind of with you.  I’m not sure how to mesh these together again, and what’s the most efficient work structure to tackle this thing.


COMMISSIONER DAVIDSON:
Other comments?  Do any of the NIST employees have suggestions or some comments you’d like to make?  Marty.


MR. HERMAN:     Well, I don’t know that I can just say right now what the best way to do that is but certainly what I would recommend is that if we have more people join the UOCAVA group we can discuss first thing, discuss maybe how to break that up into two different UOCAVA groups.

And I agree with the statement that there’s so much that needs to be done here that it would be good (unintelligible), and to determine what aspects would one group focus on and then what the other group of the UOCAVA would focus on.

And so that would be my thoughts, first of all get more people into the group and then determine how to break it up into the most efficient way and start talking about that at the very next working group meeting.


COMMISSIONER DAVIDSON:
Those that are interested in joining that group, do they contact you?


MALE SPEAKER:     They can certain contact me, that will work.


COMMISSINER DAVIDSON:
Any other questions to Marty or statements that members would like to make?


MALE SPEAKER:     Earlier, I think it was Patrick McDaniel commented on some parallels between the problems with assessing security and the problems with assessing human factors and accessibility, and there are some parallels.

In both areas we tend to rely a lot on expert opinion and it’s awfully hard to test and this creates some parallels but I think it’s worth exploring the differences as well because I think these differences are part of the reason for the near deadlock in the auditability group.

I say near deadlock because we got a resolution through today that makes sense but as near as I can tell having done some work on both sides of the fence, there are some aspects of human factors and accessibility where it’s rather easy to put numbers on it.

We know roughly what fraction of the population have visual disabilities of each of a number of different severities.  I recently did research where we showed pretty well what fraction of voters will not proofread their summary screens if the touch screen response time goes up to a quarter second from being under a tenth of a second.  This has a real impact on the rate at which people notice and correct errors.

We can put numbers on a lot of the human factor things with relatively straightforward experiments or just by doing population demographics.

In security I don’t think we can put numbers on it.  Security questions had some strong parallels, for example in the Nuclear Regulatory world if you ask how many nuclear reactor meltdowns have there been in U.S. history, I’m aware of two of them.

After each one there was a major rewrite of essentially the entire regulatory structure and the result is it’s very hard to use history to predict the rate at which similar failures will occur in the future because the entire framework got changed.

Every time there’s a major case of election fraud we rewrite a lot of laws to try to make sure that doesn’t happen again.

The regulatory structure changes and the result is history doesn’t teach us enough to help us be sure of what the probability of similar case is in the future.  All we say is the past tells us that despite our best efforts these things occasionally occur.

And those two domains are so different in that regard that it’s really hard to compare risk from one domain to the other and I think that’s the heart of the problem here and I don’t know how to solve the problem except that I think people on both sides have to be aware of the differences.  Patrick said this was worth discussing too so he may have a response.

MALE SPEAKER:     So at the risk of being a little more philosophic, particularly at the end of two long days, I think I would disagree somewhat with your assertion.  I think that usability and accessibility as security is, is a failure of imagination.

Usability works where you can anticipate how people think and how people interact.  Security is the art of understanding how people are going to manipulate the systems in sometimes malicious ways and so I think there’s a lot of the techniques that you can use.

Now I’m not an expert in accessibility so I may be way off base here but I think a lot of the techniques we can use which we discussed yesterday, that we can model what the goals of these systems are and then systematically apply techniques for understanding that the risks of failure to achieve those goals applies equally and equally profitably in both domains.

Are they the same thing?  No, I don’t think so but I certainly think that a lot of the overlap, a lot of techniques we can use in one domain will certainly have applicability to the other and that’s the only thing I’m certainly driving towards.

DR. GALLAGHER:     I came back at an interesting time.  Diane.

MS. GOLDEN:
If we’re going to be really philosophical I will do my song and dance about the separation between usability and accessibility.  And they are similar and there’s some definite overlaps but usability is a very different concept from accessibility as a legal mandate and usability is all on a gradation of more and more usable, less and less usable.


Accessibility has a bottom floor where it doesn’t matter how usable it is, and the classic examples are if I’m in a chair and I can’t get in the door it doesn’t matter how usable the toilet is or how usable anything in there is, it doesn’t matter, can’t get in the door, the whole thing is off the table.


So there’s a basic floor when you can’t handle the ballot, when you can’t see the ballot, it’s a different concept from the gradation of usability, and granted you can get usability at such a core level that it almost creates non-function but still it’s on the scale.


And I always worry about when we go into court, the disability community has spent so much time with all of these statutes, and regulations, and requirements to get a basic floor of access out there and when you go into the court the last thing you want to walk into court with is a bunch of usability information.

What you want is that hard data, that standard that says the building was inaccessible.  The door width was wrong, the slope was wrong, and you have that concrete standard that says it did not meet the basic floor of accessibility.

What you don’t want is to have to march in 100 people who say I could get in the door because my chair was smaller than her chair.  I have more arm strength so I could make the slope and she couldn’t.  The courts hate that so that’s part of the dilemma with the VVSG usability and accessibility standards.

There are usability standards there but imbedded in there is a basic floor legal mandate and that’s what’s got to be crystal clear, you know, it meets or it doesn’t because that’s the legal requirement for one accessible voting machine per polling place and that’s what is going to be litigated, and that’s why those standards just have to have a different look and feel in my mind or we’ve done everybody a disservice. 
We’ve the manufacturers a disservice, we’ve done the community a disservice, and the courts will end up making all kinds of decisions about what is and isn’t accessible which is not where we want to be.

MALE SPEAKER:     Diane, I think you’re mostly right.  Part of it is the accessibility requirements are better understood than the usability.  As you say, the question of just what the slope should be and just what the width should be, at one point you can argue that and after I assume a lot of debates and back and forth, someone said this is the men who are figuring it and trying -- it doesn’t make it inherently right or wrong, merely (unintelligible).

Usability is most of all a case where we don’t quite know enough to set those minimum standards but as you yourself noted you can get something that is so badly designed from a usability perspective that it’s actively unusable to people.

Usability security system is actually one of my research areas.  I’ve seen some really appalling bad systems in that respect.


MALE SPEAKER:     In California top to bottom review of accessibility in voting machines made it clear that while the voting machines on the market today may meet some legal standard that says they are by definition accessible, it turned out the accessibility features were sufficiently unusable, that blind users who were in the category that the features were most targeted at were unable to use the machines.

Well, it’s just like the problem with ADA accessibility on building entrances where each building is required to have one ADA accessible entrance so one way to lower the cost of accessibility is to connect the buildings so that the one entrance can be at one end of a mile long building.  This is not necessarily very useful.

I was an election observer in Holland watching the first blind voter ever to use the new accessibility Netaft voting machine at a real polling place.

And just by coincidence I got to watch, and after a half an hour a technician was called and after another half hour the technician diagnosed the problem which was that the accessible voting system wasn’t very accessible if you couldn’t see and the accessibility features basically required that you be able to see in order to make it work.  It’s terribly unfortunate.  It was audio accessible but you had to be able to see where your finger was.


DR. GALLAGHER:     I’m at the disadvantage of not exactly knowing what precipitated the discussion, whether there was something specific.  It has been a very interesting discussion.

I think irrespective of how challenging it is for us to simultaneously consider these different areas, it is exactly why this committee was put into place and these discussions go a long way I think in helping us develop both the understanding we need across the committee to have these discussions but also in some cases the framework to put apples against oranges and have a sensible discussion.

And this will continue to be a point of friction.  This committee was not designed to be of one view, it was constructed intentionally to bring different viewpoints together and I for one welcome that.  I would rather have those discussions here where we can have it on this basis then have it done in other environments where it’s much less tractable.

So I will always be open to input from the committee individually or collectively about ways that we can facilitate those discussions so we make sure that the best of all of these different viewpoints are brought to bear and that we inform the Commission and everyone else about the consequences of various decisions that they will inevitably be making in this area.

So I’m very pleased to hear this discussion and I look forward to it continuing as I know it will both in the general sense and when we get down to brass tacks on some of the tough issues where we’re looking at things.

Yes, Diane.


MS. GOLDEN:
Follow-up on this discussion, it’s about the draft papers that had to do with the test labs doing some contracting.

Is there an action item on the table for us related to that or should there be or not, or other than providing feedback just individually on the draft, or is that something that -- I guess I’m just asking procedurally what’s the next step there and maybe what’s the timeline.

DR. GALLAGHER:     Sharon, do you want to give us just a quick where are we at with those guidelines?  I think you were the one who raised this for the voting labs qualifications, the contractors.


MS. LASKOWSKI:     Right, so we know the EAC and NV Lab, and correct me if I’m wrong Donetta, are going to be discussing how to do contracts for experts in the usability, accessibility, and security areas.  So I don’t know if that’s under the TGDC, how the TGDC interacts with that.

We obviously will be doing some supporting documentation, for example for the qualifications for those people, but that’s with the goal of this contracting so I don’t really know what the role of the TGDC is in this either.


COMMISSIONER DAVIDSON:
No, I think that’s separate from what the TGDC does but I wondered if there was another contract that you were talking about or a report that NIST has provided.

There’s some out for comments right now that individually you can make comments on that Andy talked about obviously and certainly will be circulating the qualifications document as we look at that.

I have already circulated it to usability and accessibility working groups, just individual comments because other people are interested, but I think that’s the purpose of that.

And then this committee as a whole usually does not take a stand on any of the documentation that they’re working on, you know, like Andy prepared and presented.  Not saying you can’t, that you like it or you’d like to change something or whatever but I think you definitely want to read it in depth.  But individual comments are definitely welcomed on their system at nist.gov.


MS. LASKOWSKI:     Absolutely, I’ll recycle such feedback as we can get.


MS. GOLDEN:
And I’m correct, a draft went out on accessibility and there’s another one out on security?


MS. LASKOWSKI:     Those are the UOCAVA considerations, no on the qualifications.


COMMISSIONER DAVIDSON:
Would you like Andy to come up and tell you what all is out for comment?


MS. GOLDEN:
Sure.  So there isn’t a draft one on expertise for the test labs for contracting for security, correct?


MS. LASKOWSKI:     No.


MS. GOLDEN:
There is not, okay.  I think I’ve got it but it would be helpful maybe to --

MR. REGENSCHEID:
You’d like some clarification on which documents are out for public comment right now.  There are three documents in all.  There’s two security documents and one usability and accessibility document.

The two security documents are the security consideration for remote electronic UOCAVA voting documents that I presented as well as a security best practice for electronic transmission of UOCAVA election materials and those documents will be out for public comment until September 1st.

And there’s also Sharon’s usability and accessibility consideration document that she spoke about and I don’t know when her comment period closes.  Yes, about the same time.


MS. GOLDEN:
So she’s got two documents out, the one on the considerations for remote voting and then she’s got the test lab, the expertise thing, and that was what I was trying to get out.  There isn’t one for security, correct?


MR. REGENSCHEID:
Right, we don’t have a document prepared for that.  And I don’t believe Sharon’s document has been made available yet.


DR. GALLAGHER:     Thank you, Andrew.  Any other comments, questions, or issues?


MALE SPEAKER:
The question is how can we come up with a decent definition of auditability.  This is one of the first charges that came in the first resolution and in thinking about that, a quip that Dan Wallach at Rice University once made came to mind.

He once said that the purpose of an election is to convince the losers that they lost and the whole point is it’s really easy to convince the winners that they won.  You just say you won and they will be quite glad not to ask a whole lot of questions and to in fact to discourage the asking of hard questions.

It’s the losers who ask the hard questions, skeptical supporters of the losers are the ones who demand the most explanation and if we can come up with a definition of auditable that meets the needs of explaining to skeptical supporters of the losers, I think we’ll do a good job.

If the definition of auditing leaves open the possibility that the government is manipulating the audit since the government is controlled uniformly by the winners, that leaves essentially a feeling that the audit mike be inadequate.

So audits need to be effective in convincing the losers.  Audits need to be very transparent and very open and I think that that is really at the heart of an effective definition of what we’re looking for.  So I recommend Dan Wallach’s quip as a short guideline to how to get it right.


COMMISSIONER DAVIDSON:
Maybe to have you feel a little bit better, that’s one of the things EAC advocates constantly is transparency and hopefully people will take the election officials up on the offer of observing the process from a logic and accuracy test, all the way through the testing at the end because that is what our states do now
And transparency has been really promoted and I think the states are doing a lot more of that so now it’s up to the individuals that come and really take part of that process and watch it.  And hopefully they will, the press and everybody else, because I think that’s the only thing that will change some of the mindset I guess is the way I’d like to put it.

DR. GALLAGHER:     Very interesting.  Any other comments, questions, issues?

It looks like we have run out of gas as we come into the weekend.  Yes, Marty.

MR. HERMAN:     There’s still one more item on the agenda, plans for the next meeting, particularly if we can talk about dates that would be very useful.


DR. GALLAGHER:     Please proceed.


MR. HERMAN:     Well, I think that we were thinking of January.  We had a discussion about that with the EAC and I think we were thinking trying to see if we can do it in January.

so if that would be possible, if we can get a feel around the table right now whether there are any dates in January that can be done, that would be great.  Otherwise we’ll do it the way we did last time and just send out

e-mails and try to figure it out.  But let’s agree on what month we want to try for.


COMMISSIONER DAVIDSON:
The reason why we suggested January for everybody to know, is in December people in the election world are still doing their canvassing.  If there are recounts, it can be very, very tight and I was afraid it might affect that type of a process.  And then with the holidays obviously, so we thought January might work out a little bit better rather than December.


DR. GALLAGHER:     Any comments, concerns or does anybody have a very well known unavailability in that timeline?


MALE SPEAKER:     There’s a couple for the industry.  JEOLC or our election center is usually early January then mid winter, Secretary of State is usually late January.

MALE SPEAKER:     So you vote for mid-January.


MALE SPEAKER:     Mid-January because there will be at least some people from different constituencies on this committee that will be at either of those conferences, so just look on the calendar, look for those conference dates and attempt to avoid them if you.


COMMISSIONER DAVIDSON:
Does anybody from (unintelligible) know when that meeting is?  I mean last time it was February that they held NASAD meeting.  Does anybody know that date offhand?


FEMALE SPEAKER:
No, I think last year it was late January actually or this past year it was late.  We can get back to you on that.


DR. GALLAGHER:     Steve.


MR. BELLOVIN:     I’ll speak for my fellow academics and note that before the spring semester starts is generally easier.  Of course the date of that will vary depending on the school.  For me the semester starts the day after Martin Luther King Day so anytime before that is much easier for me.


MALE SPEAKER:     I second that with the same date.


DR. GALLAGHER:     So it sounds like even we don’t have a date we certainly now have a mixture of collisions that we can put into the hopper, turn and at least iterate them by e-mail to see actual availabilities.  Any further discussion on the schedule?  Donetta.

COMMISSIONER DAVIDSON:
The only thing I was going to ask, Ed, would it help to be close to the JEOLC and then you stay over for this type of a meeting?


MR. JONES:
Yes, ma’am, that’s doable or right in front of NASAF.  I think something like that is handy to consolidate trips.


COMMISSIONER DAVIDSON:
I know there’s not a lot of directors from elections that go to JEOLC so that date might not affect too many other than yourself and us.  It does affect us because a lot of times we give presentations.  It’s here in town so it’s not like we’d have to travel.  If we could schedule around it, either one of those dates.

The initials stand for Joint Election Liaison Conference and really they work on initiatives, legislative type things that counties are concerned about.  They publish, (unintelligible) reports to them and we report.  And it’s an educational meeting, that’s what it is for election officials.


MS. GOLDEN:
And the reason I was asking, I wasn’t trying to be nosy about what people were doing, it was more of -- I was thinking if it was some sort of industry event because we have talked about this in the past and the accessibility group at least talked about.

It’s very difficult for those of us that are looking at accessibility features to not have direct access to things that are being developed and things that are being worked on and it’s been at least a couple of years since I did a fairly comprehensive look at what was on the market and actually had hands on.

There’s a vast difference looking at materials and having access to the actual equipment and being able to -- and I know that we had talked about this in terms of NIST wanting to have access but I’m speaking for myself, it would be incredibly helpful to have that kind of access at some point in time also.

So I didn’t know if that was a way to connect that but it sounds like it’s not.  Maybe it’s something else to throw out there if it would ever be possible.


COMMISSIONER DAVIDSON:
Ed, correct me if I’m wrong, at the NASAD meeting in January or the 1st of February, whenever that is, usually the manufacturers do not bring equipment to that one.


MALE SPEAKER:     Yes, ma’am, that’s correct but election center is mid-August in Orlando and my suspicion is that -- well, I know Dominion will have a booth.  I suspect that our competitors will as well and of course the focus is the latest and greatest so there’s your opportunity.  IACREOT in Chicago just passed both what (unintelligible) Dominion, Heart and Unisyn, four of the five or six registered manufacturers had a booth with equipment.  That’s probably an offline conversation.


DR. GALLAGHER:     Marty, do we have enough to proceed with planning for the next meeting?


MR. HERMAN:
Yes, I think that’s enough for now and we’ll do the rest by e-mail.


DR. GALLAGHER:     Anything else I have to pay attention to?


MR. HERMAN:
That’s it for me.


DR. GALLAGHER:     Okay, so I’d like to proceed to adjourn the meeting.  Before I do so I want to thank you all once again for being here, for participating.

One little thing I’d like to do as a host next time we meet is you’ve spent two days at NIST and I want to extend the invitation if you have an interest in getting out and getting a tour of any of our facilities.  They don’t have to be voting related at all, if you just want to look at (unintelligible) technology or bio technology, let us know.  We’re always happy to do that.  We would welcome that.  We can make that part of our planning for the next visit.

I appreciate you all being here.  I’ve enjoyed the discussions.  I continue to learn more and more about this field.

I also want to thank my colleagues from the EAC for all that you have put into this meeting and of course my colleagues from NIST who have done all the work in setting this up and supporting this.  Donetta, do you have any final comments?


COMMISSIONER DAVIDSON:
I also want to thank everybody for coming.  I think we accomplished a lot of goals for the future and I really appreciate that.  I think you understand our needs and we do appreciate that you want to be timely so thank you very much for the two days and a safe travel home.


DR. GALLAGHER:     Without objection we stand adjourned.

(Meeting Adjourned)

(END OF AUDIO CD 4)
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