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IMPROVING U.S. VOTING SYSTEMS

TGDC PLENARY MEETING, 
THURSDAY, JULY 8, 2010
(START OF AUDIO CD 1)

DR. GALLAGHER:     Good morning, everybody.  My name is Pat Gallagher.  I’m the Director of the NIST Center for Neutron Research and my job this morning is to greet you so good morning.  Glad to see you all made it.  Nobody melted on the way in, you might melt on the way out.  It’s a pleasure to have you back.

I’m delighted that we’ve managed to keep a schedule.  We had gone through a period before where the TDGC had gone long lapses without meeting and one of the things we’ve really been striving for is to get some operational tempo into the Committee and to keep things moving and I think having you here today in the middle of the hot summer in Washington is some great progress there.


Logistically let me just mention a couple of things.  First of all, that’s what we’re doing now.  This little map will explain a little bit where we’re at.

There’s two purposes, one is to help you find the restrooms and there are actually three sets of restrooms here.  Two small restrooms are behind this wall in the little corridor back here.  There are also two small restrooms behind the green auditorium which is just off the cafeteria and then there are two larger restroom areas off our red auditorium which is our major auditorium area.  So if you get lost let us know.


Our cafeteria is open all day.  You obviously see the only health food we have there is somebody brought in two boxes of doughnuts so if that doesn’t work for you there’s the whole cafeteria there.  Please help yourself.  And we will be doing lunch in the cafeteria probably on the backside again so we’ll also be visiting the cafeteria during the lunch period.


The other purpose of the map is just like getting on an airplane, the first thing we do is tell you how to get out of here if there was an emergency.  There are exist signs in both locations.  The nearest exit is actually down this corridor and off to the side but there are also exits off this way and actually to the back as well as you’ll see, and then you have to go down a stairwell, go down where the ground drops.


There shouldn’t be anything that happens today but with the threat of severe weather later this afternoon there’s a possibility.  If there is anything that’s announced please stay with the NIST staff.


And then logistically on the meeting, I think we have a very information packed meeting.  From my perspective a lot of this is going to be status updates from the Working Groups.  We’ve tried to make sure there’s a lot of time for discussion.  This is a good chance for this Committee to monitor the progress that’s being made through the working group process.


As always we will work through any resolutions in terms of generating any sense of the Committee that we want in terms of doing.  One thing that we learned last time is that it will be very helpful if you have something that you want to put forward as a resolution, please draft it in any form you want and Karen and Ben back there will be happy to incorporate that.

In fact at the very end of today if there are any draft notes, we’ll share them with you just so you know what’s been coming in and we’ll probably deal with those towards the close of the session.


And then again just as a protocol, you do have your mics here.  If they start giving interference it could be your BlackBerrys so you might want to turn them off.  They’ve been known to interfere with these.  And it’s helpful to everyone if you identify your name when you turn on your mic to speak.


So with that, once again it’s great to have you here.  I can’t stress enough the importance that this effort has within in NIST.  We’ve been working hard to improve and strengthen this program, to provide even greater technical support to this effort.

I really feel that this is an important time in voting standards and we will also use this Committee meeting as a chance for NIST to get input in terms of what we should be doing better with our programs too.  In fact, will everybody from NIST just raise your hand so you can see who is here from the NIST side.  You see you have a good audience from our side as well.


With that it’s my great pleasure to turn it over to my co-chair and colleague, Donetta.


COMMISSIONER DAVIDSON:     Thank you.  You caught me turning off my cell phone so it wouldn’t ring so probably if everybody else would take the same approach it would help.  I’m sure you would appreciate it.


Well, talk about the temperature, at least you guys brought us a little cooler weather.  It’s ten degrees cooler today and I do appreciate that.  Instead of 103 it’s only going to be 93.


I don’t see my commissioners here but today you probably will see Commissioner Hillman and Commissioner Bresso.  And then the EAC staff, I think that’s probably part of the other staff that is here.  If you would raise your hands so people know who our EAC staff is.  I appreciate that.


I know that the Working Groups have been very busy working on the tasks that I presented at the last TGDC meeting and I kind of want to review that a little bit and hopefully kind of in the priorities that you had set forth.


The first was the Remote Electronic Absentee Voting System to be used by FVAP in developing a system to serve the UOCAVA voters.  Then common data format requirements, because on these next ones, we got so many comments from the public when we put out the next iteration that that’s the reason why we brought these things back to you.


So the open-ended vulnerability testing to make them more testable and consistent, alternatives to software independence, Vote by Phone requirements, usability and accessibility research benchmarks, e-poll books and their interfaces to the registration database, and basic requirements for Ballot on Demand.


Now I’d also like to update you a little bit on what EAC has been doing on a couple of the items.


EAC has developed and placed out for public comment a draft set of testable requirements for testing a kiosk based on Remote Electronic Absentee Voting System.  We have finished reviewing all the public comments and have incorporated those changes into the document.


Commissioners will vote on those requirements sometime in the near future.  If they are approved by the Commission they will be turned over to NIST to help the TGDC develop a full set of testable requirements for a Remote Electronic Absentee Voting System.  That’s only a first step but it gives them a little help upfront.


In addition, EAC wanted to make sure that you’re aware that we turned a report into Congress on the UOCAVA voting and this report was required by the MOVE Act.  Those that worked on that were FVAP, NIST, and EAC and it offers a detailed strategy Roadmap for developing a full set of guidelines.  EAC staff will be presenting that Roadmap a little later in the morning so that you understand what we’ve really accomplished.


Also as you know, states are moving forward.  I think it’s important that you know that the localities have already moved ahead with their ways of serving UOCAVA voters.  For instance, Washington, D.C. announced last week that they were running a UOCAVA project that utilized open source software to run an Electronic Remote Absentee Voting System for both sending and receiving back voted ballots.


West Virginia is moving forward with a project that allows several counties to do the same thing using the Internet.

Arizona is utilizing what they learned from the last election to improve upon further surveys of sending out the ballots and receiving them back electronically.


The jurisdictions are already moving forward as I stated and that is why your work is so vitally important.  This is something that can’t wait for the future.  The future is now and we need to be helping those jurisdictions as they begin to explore the use of the technology.


Bob Carey will be here shortly.  I did see him in the audience and he’s going to be speaking to you about what FVAP is doing to help states implement the requirements of the MOVE Act.


The other thing that we’ve really been working on is common data format.  We have worked IEEE to help push them forward in their efforts to develop a base common data format for voting systems.  IEEE has graciously agreed to make all work products created by this Common Data Format Committee available free to the public.  It is EAC’s hope that work product can be taken by TGDC and used to incorporate basic common data format standards into the next iteration of the VVSG.


Finally, I want to make you aware on a recent development in the EAC Testing and Certification Program.  On June 28th, EAC Testing and Certification Program issued its first product, advisory notice for the EAC certified system.


The purpose of this notice is to inform jurisdictions and the public of an anomaly experienced by an EAC certified system during a federal election.  This was a primary election that was being run.


The notice provided details as to the nature of the problem and a possible solution for the jurisdictions that is in the field.  The notice is required underneath our EAC quality monitoring process and is an important step in working with jurisdictions that EAC has certified the systems on.


In addition to the notice, EAC has posted a report from the manufacturer that analyzes the root cause of an issue and steps that the manufacturers have taken to solve the problem.  All this information is on eac.gov, our website.


Finally, I want to publicly thank Cuyahoga County, Ohio for their help in identifying the issue and working with us to understand both the nature and the symptoms of the problem.

Because of the extensive logic and accuracy testing that they did to resolve it and to bring it forward, to find it, this is a perfect example how the federal, state, and local testing can work together to identify issues, solve them, and make everybody aware.


I look forward to this meeting today and listening and participating.  I appreciate everybody being here.  I’ll turn it back over to you.  Thank you.


DR. GALLAGHER:     It’s hard to be anymore on time then that, so thank you, Donetta.


Let me now ask Marty Herman from NIST to give us a quick overview of NIST activities and cover the meeting agenda.


MR. HERMAN:
Thank you.  I’m just going to give a very quick overview and a summary of the agenda here.


So that’s what I’m going to talk about and particularly some NIST activities since the December meeting.


We’ve created four Working Groups.  Most of you have participated in these, UOCAVA auditabilty, accessibility, usability, and marginal marks and I’m very pleased with the amount of discussion going on in these groups.  I think there have been very significant discussions, lots of interactions, and I think they are just fantastic.


In terms of NIST/UOCAVA activities, we just heard about the Roadmap.  Just to reiterate, EAC, NIST, and FVAP worked together.  EAC submitted it but NIST and FVAP certainly worked along with EAC in developing this Roadmap and even though the final goal is developing testable requirements, the Roadmap itself lays out tasks and milestones in a phased iterative approach using pilot projects and we’re going to hear more about this later from the EAC about the Roadmap itself.


But I think the important idea to take away is that the guidelines themselves will be developed after adequate research and data are collected from the pilots so it’s a phased approach but there are going to be pilots to do research, to collect data so that the final requirements can be developed.


Also in terms of UOCAVA activities, NIST has several research documents.  You can see accessibility and usability considerations and security considerations for UOCAVA.  Those are two documents.  They are also two best practices documents, security best practices for electronic distribution of election materials and the information system security best practices.

The first three documents up there are out for public comment right now so we’re hoping to get good comments on that.  The last document there was released in April and the comment period closed last week.


Continuing on the UOCAVA activities, we just also heard about the EAC kiosk mode voting pilot project in which NIST was involved and we’re also working with EAC and FVAP on a UOCAVA workshop.

As you can see, it’s going to be August 6th and 7th in Washington and the idea of the workshop is to explore technical issues for achieving UOCAVA systems and there will be breakout sessions there too to come up with better ideas for how to handle the UOCAVA activities.


Other NIST activities, we’ve done research on standard ballot markings.  This deals with marks that voters make on optical scan and mark sense ballots.  There are NIST developed test suites for VVSG 1.1.  These are public test suites.  We’re going to hear about this later on.


We’ve been working on determining skills and qualifications in usability and accessibility for test lab contractors.  This is where the labs can contract for usability, accessibility testing services and there’s actually an internal initial draft of a report that has been written in this particular area.


So that’s a summary of what NIST has been doing since the December TGDC meeting.


So just quickly, a summary of the meeting agenda.  Today we’re going to focus mainly on UOCAVA activities.  We heard that we’re going to have a report for FVAP on the 2010 election, a report on the UOCAVA Roadmap.


The research documents that I just mentioned, we’re going to hear more details about that.  We’re going to hear about the EAC Kiosk Pilot Program.

We’re going to be hearing about something that was discussed at the last meeting in a much more higher level, but we’re going to discuss it in more detail, the NIST Risk Management Framework and it provides a framework that can be used to make policy decisions dealing with three areas we’re looking at, security auditability, accessibility, and usability.  So we’re going to hear much more about this today.


We will have report outs from each of the TGDC Working Groups and you’ll see from those report outs that the discussions and activities there have been very robust.


We’ll hear something about logging requirements in VVSG 1.1, what kinds of things should be logged, and then we’ll hear a little bit about the 1.1 revision status and NIST developed test suites.  These are the test suites that would go to the test labs.


Finally, we’re going to talk about holdover resolutions from the TGDC meeting.  These are going to be other resolutions from the December meeting that are not discussed earlier in the agenda.  They are just some holdover resolutions and we’re just going to bring them up.


There will be time in the agenda for discussions, hopefully lots of time for discussions, and also for considering resolutions and new resolutions.


Any questions?  Thank you.


DR. GALLAGHER:     So that sort of I think sets the stage for our agenda today and you’ll see we’re covering UOCAVA pretty much extensively today and the other areas really being picked up tomorrow.


With that I would like to invite Bob Carey to come to the podium and Bob, thanks for coming and we’re looking forward to hearing your report.


MR. CAREY:
Thank you very much, appreciate the opportunity to be able to talk with you all today and thank you Dr. Gallagher and Chairman Donetta Davidson for the opportunity as well.


We’re going to be coming out with our 2008 post election report here pretty soon.  We’re done some extensive surveying of military voters, overseas voters, local election officials, and voting assistance officers.


What we have found is that contrary to the popular notion, the problem in UOCAVA voting is not in the registration or even in the voter participation.  It’s in ballot delivery and return.  Ninety-one percent of the general population returns or absentee ballots in the 2008 election, only 67 percent of the UOCAVA voters did, 63 percent of the military did.


Now undeliverable ballots is a significant problem.  We found about six percent of the ballots were returned as undeliverable and the military postal system found that about nine percent of the ballots that they had were misaddressed.  They were able to readdress a number of them but about six percent were still returned as undeliverable between both military and overseas.


And the military personnel that believed that they were registered to vote and had requested an absentee ballot, 17 percent said they never received an absentee ballot.


So the overwhelming incidence of failure from our perspective, from our data, of where the voting failure lies is in ballot delivery, ballots getting out to the voter in time for them to be able to receive it, vote it, and return it by the deadline of the local election official.  And so that is where we want to focus our efforts.


So these are our key initiatives that we are working on 2010.  First is trying to transform FVAP Voting Assistance Program into a more directive voter program.

Rather then having 9500 military voting assistance officers and 250 State Department voting assistance officers use 1950s technology of paper and pen and hierarchal communication structures, we’re trying to go direct to the voter and provide them the tools they need in order to be able to do this themselves, online voter registration tools, online absentee ballot application tools, online ballot receipts, online ballot marking.


None of our programs are at the point of the electronic transition of the voter ballot back to the local election official but we’re also working closely with EAC and NIST on that.


We’re also looking to communicate in a much more effective manner, especially at the end of the foreign population, the 18 to 24 year olds, and the military spouses who have the same rights as the military members do under UOCAVA but don’t have nearly the access to that voting assistance network.


We’re also taking a real effort to expand that assistance to the election officials.  We’ve set up a new office within FVAP of the Washington Official Assistance.  We’re bringing online a call center not only for the voters and the voting assistance officers, but also for the local election officials with online check usability and we’re also looking closely to assist them in compliance measures.


Finally, we want to be a very transparent, very data driven organization.  We’re participating in the administration data.gov initiative.  We’re one of only two DOD agencies that are in that right now.

We’ve posted all of our previous surveys and survey data online and we’re looking to revise our previous data in order to be able to bring that in line for a time series analysis with what we believe to be our good data from 2006 and 2008 election cycle.


We’re also working closely with EAC to figure out how to be able to combine our data collection requirements upon the local election officials for future elections.


Providing that direct assistance to the voter, we are very much trying to focus on leveraging the technology that’s available.

In the past, the one way ballot transmission time has been upwards of 30 days, especially to remote forward operating bases, combat outposts, ships at sea, and in fact the military postal system in the 2008 election cycle said for anyone in Iraq or Afghanistan or supporting Iraq or Afghanistan operations, had their ballots back in the mail 28 days prior to the election.  If a ballot is not sent until 30 days prior to the election it’s very doubtful they are going to have it in time. 

Hopefully the MOVE Act and the 45 days requirement, that will provide a lot of additional ability for the voter to be able to receive it in time but by electronically transmitting the ballot to the voter or electronically making it available to them, we can change that 30 day transit time to 30 milliseconds and that’s where we really want to try to focus our efforts.


In addition, the MOVE Act requires the Defense Department for the overseas military voter provide express mail return of those ballots and that will be a seven day timeframe.  So 30 milliseconds on the front end, 45 days prior, seven days on the back end.  Hopefully we’ll be able to get a much greater absentee ballot return rate.


We also want to leverage that technology to reduce the voter error and make it much easier for the voter.  We’re discussing a new tool we just rolled out last week where we’ve had some very good results already.


In the past FVAP programs have been very monolific, single solution, national system, one size fits all.  This time we’re trying to tailor it to the individual state requirements to take advantage.

Actually as you discussed in the security requirements, one of the things that I think would be interesting to review is what kind of security is present in the balkanization of our election system.

The fact that we have 7800 local election officials with a plethora of different methods of doing this may in and of itself provide security that a single system would not.  It would be interesting to see what the TGDC thought about that.  And we also want to drive all of this through fvap.gov.


We have an online FPCA, a Wizard that we brought online last week that I’ll discuss in just a second.  We’re bringing online here in the next couple of weeks an online federal write-in absentee ballot that will have all the federal candidates, and we’ve also been working with 20 states on delivering an online markable full ballot, senator to dog catcher for the 2010 election cycle.


We’re also working with EAC and NIST on the Electronic Voting Demonstration Project and the pilot projects.  Those are two separate things.  I think it’s important that we review those as two separate things.


But all of our technology tools right now are using hardcopy for (unintelligible) signature postal return.  If a state provides electronic return alternatives, we provide the instructions for that but our systems at this point are not providing electronic returns.


Here are the three online tools I talked about, the Registration Wizard which is an online federal postcard application applicable to all states.  We have that online now and that provides complete instruction, intuitive, seamless, quick, easy instructions that the voter doesn’t have to know how to wade through the 290 page Voting Assistance Guide in order to be able to complete.

They can simply say this is where I live, this is my driver’s license number, this is where I want the ballot delivered, this is how I want it delivered, please send it to me and it does it in two to seven minutes.


We have the full Ballot Wizard.  We’ve been working with 20 states and six senders.  I’m producing a full Ballot Wizard tailored to state requirements.  How we did this is we sent out the broad purchase agreement to all the vendors and six of them were selected.  They were given a zero dollar contract, board purchase agreement contract, and then the states sent in their requirements.

We converted those requirements into statements of work that the vendors then bid on and we awarded the contracts then to single vendors for each state.

So we married up the single vendor with a single state.  To date we’ve awarded 11 or 12 contracts, three different vendors and we should have the remaining eight or nine contracts out this week.  And that has a testing process as well as a final certification process to have these ballots online and available on September 18th, 45 days prior to the election.


And then we have a Backup Ballot Wizard, again using the federal write-in absentee ballot that will actually have the federal candidates down in the congressional district, for the voter to be able to mark their choices online, they’ll automatically fill out the federal write-in absentee ballot for them.  They will then print it out and send it back in.


I just want to run through quickly what our Wizard looks like.  This is the first page.  You choose what type of identity you are.  On the left hand side you see the bread crumb trail to tell you where you are in the process.


If you forget to say who you are or what kind of voter you are, you get a hey, dummy box that says hey, you’ve got to fill this out.


Then the voter goes to the state and they choose their state.  They click on a state from the pull down menu.


And then they choose their jurisdiction.  I used King County, Washington because when I first did this and did all the screen shots I was presenting this to the election center out in Seattle.


Put in all your information.  You have the blue eye boxes.  In case you have a question you can get additional information.  We have a help as well that when we bring online our online check usability for our call center, that will also automatically link to the online check usability as well.


You have personal identifiable information warning for someone.  As soon as they complete this process and log out or print out their document all that data is purged.  We’re not keeping any of the data except for during the process of actually filling out the form.  Tell us how they want to send the FPCA back in, how they want to receive their ballot.

And then if they decide they don’t want to put something online, it will give them a list at the end of the things they did not put online but they can still fill it out by hand.  Then they can click on that download form button.


And you’ll get the complete instructions for Washington along with a pre-addressed envelope and a completed FPCA.  All they’ve got to do is sign it.  The instructions are about two pages and the state allows for e-mailing or faxing.  We’ll provide that local election official e-mail and fax number as well, along with a fax cover sheet and an e-mail cover sheet.


Here are the 20 states that are participating in our online ballot delivery and Marketing Wizard and the six vendors.  These six states represent about 26 percent of the military population, 34 percent of the military dependent population of voting age, and we think about 25 to 30 percent of the overseas civilian population. We don’t exactly know how many overseas civilians there are or where they are located so it’s a little more difficult to estimate that.


In addition, in order to make sure that people use this, we are also doing a robust communication strategy to drive voters to fvap.gov and stress that direct focus.  Also there is availability for them to be able to use these online tools and the availability of the ballot return system as we get closer to the election.


We also want to focus on that critical path, the voter success.  Tell them that they’ve got to do this now.  It’s a lot easier now because of the tools but they’ve still got to do it now.  We really want to focus on, you can’t wait until October, you can’t wait until September, you’ve got to do this now.


And then also stress the availability extended in our registration assistance both at the installation level with the traditional voting assistance officers and the online Wizard.  We also want to really try to target that underperforming population of the military spouses, the voting age dependents, and the 18 to 24 year olds, both in the military and civilian.


In the 2008 election we found that the military voter participation rate was about 53 percent versus 62.6 percent for the general population but five percent of the military is over 45 years of age, 53 percent of the general population is over 45 years of age.

When you adjust the military voter participation rates for age and gender, differences between the general population and the military, the military voter participation rate is actually about 71 percent.


Where we did find a lower voter participation rate along the single cohort was in the 18 to 24 year olds, 48 percent of general population 18 to 24 year olds voted, 38 percent of the military population did and I think a large part of that is because of the method that we’re providing voter assistance.

Our hypothesis is that the traditional method of an 18 year old, boot private approaching his or her second lieutenant, or first lieutenant, or captain and dogging them to give them a form is not very realistic in a military setting, and they are very used to doing things online so we’re looking to do a lot more of this online for them.  Our hypothesis is that this may very help them participate more readily.  We will see how it works in the 2010 election cycle.

We’re keeping the old BAO system because well, it did work.  I mean we had a higher registration rate and adjusted it for age and gender, we had a higher voter participation rate.  We still have very deep pockets of failure and so we’re basically layering on both of those.

I had one of our technical staff here, Susan Leader from FVAP, that layering on has basically meant we’ve been doing twice as much and Susan gets to bear the brunt of that as well as the rest of the staff, but we figure at this point we don’t have enough data to be able to get rid of the old system.


This is one of the ads we’re running in Defense Times and Stars and Stripes and the tagline is be absent but accounted for.  We’re hoping that basically they see the compelling face, they see send your vote pack and they know it’s about voting with fvap.gov and if they don’t read the text hopefully fvap.gov stays in their head as they go on and at least log in.


We’re also doing TV ads for Armed Forces Network so this is going to be a deconstructive pen, a couple of gritty hands are going to come in, quickly put it together, instead of hearing the pen click in the background what you’re going to hear is the slide of M-16 rifle or the magazine of an M-16 rifle instead of a click of the pen.

And in the background there will be the rifleman’s creed, this is my weapon, they are many like it but this one is mine and at the very end as the person puts back together the pen, they’ll fill out an absentee ballot and they’ll see the two taglines there.


This is the ad we’re running in the International Herald Tribune.  We ran this on July 4th and 5th.  We are also running this again at the end of September.  We’re going to change the text of both these ads.  We’re also running the other ads in Military Times and Stars and Stripes, again in late September.  That text is going to say okay, if you have your ballot send it in now, send it in now, send it in now.  If you don’t have your ballot, get a blog and send it in now, send it in now, send it in now.  And you can do it all on fvap.gov.  We’re trying to make the message relatively simple.


For the civilians, there’s a vital thing on YouTube right now where people go up to the top of the Empire State Building with paper airplanes throwing them off and see how long they fly so what we’re going to do is we’re going to have someone walk up the Empire State Building with an absentee ballot, they’ll throw it off up at the top.  They’ll fold it into a paper airplane and throw it off.

It will go to the streets of Paris, go across the Atlantic Ocean, go to the streets of Washington, D.C. and then it will go to Duluth and there will be an election official working in front of an open window going through absentee ballots.

(LAUGHTER)


The airplane will fly in through the window.  The election official will grab it out of the air without even looking, put it right in the middle of it and the tagline will be it really is that easy, now go to fvap.gov and fill out your federal write-in absentee ballot.  We’re seeing if we can get some of the international TV networks to be able to show this as PSAs, otherwise we’ll see if we can get it to go viral on YouTube.


I tried to get the guys that did the Lady Gaga telephone song from Afghanistan but apparently their commanding officer didn’t want them doing anymore videos.
They had five million views on their video.  I’ve got 450 friends on a Facebook page, tell me who’s more effective, but unfortunately we can’t seem to be able to get to them right now.

(LAUGHTER)


We’re trying to expand our outreach especially over the web through social media.  You see it down below, we’re on (unintelligible), Twitter, Facebook, link them and certainly get on meet-up.  We also have the e-mail alerts.


We’re on Facebook, Twitter, and we’re also trying to do a lot of the outreach through Facebook as well.


Actually (Unintelligible) is not threatened yet by FVAP in terms of the number of friends but we’re (unintelligible).


We’re also looking to do targeting for the overseas civilian, more digital online media campaigns through search engine ads and then for the 18 to 24 year olds doing some online gaming, you know, a kid goes in to play Madden 2010 football online, we can actually put up the ad in the stadium.  It’s an online game.

We can actually put Madden in the stadium, you know, get your ballot now, fvap.gov or we can have Madden do the voiceover saying, and this is brought to you by fafa.gov where you can get your ballot now, and we’re going to focus this around the military concentration areas.  They’re also doing a lot of social media outreach as well, especially meetup.com.

So I attended a Voting Assistance Workshop over in London.  There were about 55 wardens there which are the State Department people that help corral all the overseas civilians.  About 55, pretty good turnout for most of our voting Assistance Workshops.


The American x-pats in London has 4500 members on their medops groups.  So I was there for the U.S./Algeria game and I went down to the pub where that game was being shown and during halftime I handed out FTCAs and cards with website to 250 Americans.  There were 700 that showed up at the 4th of July.

Maybe this whole Voting Assistance Officer Workshop idea while it provides an interesting travel opportunities really isn’t the way to go.  We need to go on medop.com, that’s where I think we can find the Americans overseas.


Election official assistance, the call centers, the compliance consulting, trying to ease that burden and see if we can link them to RFF tools in order to move that compliance, as well as combine the surveys that both EAC and we do.


Okay, the Demonstration and Pilot Projects, there are two different things here that sometimes have been melded together.

First is the Demonstration Program, our Demonstration Project.  The 2002 National Defense Authorization Act says that the Department of Defense had to conduct a Demonstration Project that will allow uniform service voters to cast ballots through an electronic voting system.  Only uniform service voters were specified.

The states have to agree to participate in such a program and the department has to report afterwards.  The 2004 Serve Project was the department’s attempt to meet that requirement.  When questions were raised about the integrity of the ballots over that system, the program was cancelled.

In 2005, the National Defense Authorization Act amended this code that says the Department of Defense can wait until such time as the Election Assistance Commission develops guidelines for an Electronic Absentee Voting System and certifies that they’re ready to help the department implement that in an election.

Now if it’s too close to the election the department is allowed to further delay that implementation but they have to report to Congress why.  So that is the requirement for an Electronic Absentee Voting System.

Now the MOVE Act said to EAC, produce these guidelines within 180 days of the passage of the MOVE Act to support pilot programs, additional pilot programs that DOD is now authorized to conduct but of course weren’t funded for it, that the Department of Defense is now authorized to conduct and if you don’t deliver them within 180 days, which is April 26th, provide a report of how you’re going to get there and that’s basically what the Roadmap designers did and we worked very closely with them on the development of the Roadmap.

Now the MOVE Act says that EAC and NIST are to provide either those guidelines or best practices to support the pilot program.
For the demonstration project, it’s the guidelines that had to be provided and they had to be provided to be able to cast ballots through an Electronic Voting System, it only specifies uniform services, it doesn’t limit it to that, but only specifies they have to do that.

It has to be a statistically significant level, statistically welded level, whatever that means.  In Serve we were looking at 100,000, and the states had to agree to participate.

So I think in your requirements to develop these guidelines I think it’s important to understand the difference between what the 2002 and 2005 National Defense Authorization Act are requiring and what the 2009 MOVE Act is requiring.

Now if you look at the Committee reports that went into both the 2002 and the 2005 National Defense Authorization Act, the House Armed Services Committee, Senate Armed Services Committee, and the Conference Committee of the National Defense Authorization Act, they repeatedly talk about the expectation is remote PC capability over the Internet.

Now the Committee report does not have the force of law but it is indicative of congressional intent and there was no dissent on that aspect in any of the reports.  So that is where the lighter side of history lies.


Here’s the FVAP point of view on how standards should be viewed in terms of development.  First let’s look at the GAO guidance.  GAO back in 2006 said that FVAP and the EAC need detailed plans to develop these guidelines and develop a plan and the necessary plan elements, or result oriented goals, task, milestones, timeframes, contingency plans, et cetera.

In order to be able to support that FVAP and EAC developed a memorandum of understanding and then EAC and NIST also had an inter-agency agreement.

Now the MOVE Act also requires the EAC to develop a detailed timeline as well and I believe the Roadmap has met that.


So people talk in terms of Electronic Absentee Voting Systems and when I watched the debate over the last couple of years that I’ve been involved in this issue, I’ve seen this debate in terms of well, it looks to me like a zero risk mentality.  Any new Electronic Absentee Voting System can have absolutely no risk, it can have no risk available because it’s too important.

Well, the fact of the matter is, is that either by default or by design we have a system in place that has accepted a level of risk for one third of the military and overseas ballots are never accounted for again.  (Unintelligible) and we don’t know what happened to them.

Now what I heard from election officials having a third of your ballots, having 300,000 ballots unaccounted for is sort of scary.  But that is the current system and that’s been perpetual.  It hasn’t changed a whole lot so either by default or by design, that is our current level of risk.


It’s my opinion that we should not demand of a future Electronic Absentee Voting System a level of risk more stringent than that which we already subject the UOCAVA voter to and so that’s why I look at risk for any type of threat analysis, vulnerability analysis determination in terms of the probability of something happening times its impact.

And so maybe in an Electronic Absentee Voting System, the impact of something bad happening is much greater in scale than something happening with paper ballots.  Okay, the question is one, can you mitigate that and two, can you reduce the probability of that so the ultimate risk may be equal to or less.

Now the probability of nuclear war may be one tenth of one percent but the impact is unacceptable and there may be that type of thing we have to weigh as well, but I don’t think anyone has ever talked about it in these terms before and I think it needs to be talked about in those terms.


So what the Roadmap has done in a large part, and this is what FVAP as an ultimate customer, we’re not the ultimate customer, we’re the provider of services to the voters, the voter is the ultimate customer, but FVAP and the Department of Defense being the ultimate people that have to execute such a program and this is what we’re looking at.

First we need to define that risk.  Now the EAC has put out a very nice risk assessment tool.  I think it may still be in public comment period that (Unintelligible) put together down in South Alabama, and then NIST has a number of IT risk assessment tools as well as their new documents that have come out this summer and I think we could use those in order to be able to evaluate the risk inherent in the current system, and then to evaluate the postal mail in a system as the baseline and then develop comparable measures for future systems.

And whether that comparable measure is the number of ballots improperly or unsuccessfully cast as the ultimate measure or if there’s some other risk, or security, or threats, or vulnerability measure, I don’t know and hopefully the August 6th, 7th conference that we’re all hosting will help define that.


Once you define that baseline level of risk and its comparable measures, I think we need to look at establishing properties as different from guidelines.  Guidelines are testable, guidelines are things that you’re willing to say, this is what the system needs to be.

I’m just looking at properties right now.  If people believe this is technologically infeasible, they still must believe that there is some level of property that would be ascribed to such a system.  People have used such terms as software independence, software assurance, hardware independence.

I don’t know, I’m not a technician but it just seems to me that there needs to be that we can define a set of properties for any future UOCAVA voting system that can achieve the same level of risk even if people don’t believe it’s currently pathologically feasible because then they can go to industry and say, okay, here is the risk level, here’s our property, prove you can do it.  And now we have something that we can actually evaluate.


And finally is establishing our pilot.  One thing that I think is very important that we address is examine the national level threat risk.  The cover page story of the Economist with cyber war, there’s been a number of comments coming out from Cyber Command as well as other government agencies about some of the issues of national level threat risk and I think that needs to be evaluated.  That’s about it.


There’s my number, direct line, e-mail.  So I’m up for any questions or do you need to move on to your other presentations?

DR. GALLAGHER:     We certainly have time so we should take advantage of Bob’s presence here so I’d like to open the floor up for any questions you might have.


MR. JONES:     This is Douglas Jones.  I’ve been involved with (unintelligible) project, essentially from before it began and I’m not sure that his project can do what you were hoping it would do so I’d be very careful about talking about that tool as something that was just an available tool where you could crank out the numbers.  I don’t think it will.


MR. CAREY:
What I haven’t seen to date and FVAP is more then willing to help on doing this, is doing a rigorous robust analysis of the risk, or threat, or vulnerability inherent in the current system.

Now we have a lot of data that we’ve developed through our surveys that we believe is statistically significant as to the failure and we have hypotheses about where that failure lies and what’s causing that failure and we’re trying to investigate that with our future studies and our studies surveys.

So it seems to me that we can at least define this baseline and some type of measure that we can then use as comparing it with others and so I would ask for your alls help on that.


MR. RAGSDALE:     Russ Ragsdale from Colorado.  Mr. Carey, you spoke quite a bit about the security element in your efforts.  I am curious, what’s your consideration as far as accessibility as required by HAVA?  Do you see that as being an element in your efforts?


MR. CAREY:
I don’t think it’s a direct element in the 2002/2005 NDAA Demonstration Project.  That said, we’ve been working very closely with EAC and they have their Military Heroes Project, a grant program that closes out on July 28th where they put up a half million dollars to do analysis of the voting requirements of the Wounded Warrior population.

Our thought was that in the Wounded Warrior population we have a very centralized population that has a broad range of disabilities that is also very transient and our concern was that they weren’t being able to get the voting assistance that they need because they are so transient.

You know, one day they’re in Iraq, two days later they’re at Lansdtual in Germany, a week after that they’re at Walter Reed, two weeks after that they may very well be at Colorado Springs or San Antonio, a couple months after that they may be a local VA facility in order to be a little bit closer to their family.  So trying to figure how we can address that, and of course I mean such research will have broader application.

We’re also working with the Wounded Warrior Office of Transition and Care within the Department of Defense to expand this, to do possibly some mock elections, to test and to leverage this opportunity to support the EACs testing guidelines for both the kiosk based system testing guidelines as well as potentially for PC based, or even for if we’re to work it over (unintelligible) right now, but the PKI considering the Cat Cards possibly over the defense network as an additional method of testing.

And then also leverage that possibly to see if we can do some type of national level threat analysis and provide that opportunity -- you know, we’re probably already going to have to do mock elections as part of this with the Wounded Warrior population.

This may very well present the opportunity to do this other testing that not only will help us advance the UOCAVA Electronic Absentee Voting System guidelines but also provide broader data that could applied for the disabled community in general.


MR. WAGNER:
David Wagner.  This is a really helpful overview.

You mentioned the ultimate goal of guidelines or standards supporting the Demonstration Project.  In addition, do you have any advice for the TGDC on intermediate steps that would help move us towards that goal?  So understanding what the end goal is, do you have any suggestions for steps to take along that way?


MR. CAREY:
(Off microphone, unintelligible.).  What we exactly need to be looking for in terms of the national threat testing, the mock election testing, and the robust third party testing that we called for in FVAPs public comment on the UOCAVA pilot testing guidelines.


MS. DAVIDSON:     I have one, Bob.  As you said, you worked with us very closely, and as I said in my opening remarks we work with NIST and FVAP in doing the Roadmap and the report that went to Congress.

When we put the guidelines out for public comment, one of the comments we got back was from your agency stating that there wasn’t enough security and working with you during that time, we basically didn’t have that.  Do you have a baseline that you think that we need to start with on the security?

You talk about defining the risk and security and everything and work (unintelligible) but I think we need baseline because I thought we were on the same page and obviously we weren’t after we had that out for public comment.  So do you have a baseline some place?


MR. CAREY:
I brought it up at the February Working Group meeting.  The concern that we had was the Google China scenario, or the Russia Estonia or Russian Georgia scenario, and the concern we had was that the -- you know, when you look at the NIST, I forget which draft document of NIST it was, but when they’re defining some of the threat analyses, they discussed both external threats from individuals and external threats from organizations and they talked about state sponsored.

But I think there may need to be a need to analyze the risk from states.  Iran boasts that they have the second largest cyber army.  Is that a threat?  Is that something that needs to be analyzed?  I don’t know that baseline but we’re willing to help work with the national intelligence community and the national security community to try to figure out what that is.

And we discussed with your staff and the NIST staff earlier that we’re putting in place a contract in order to be able to do that with significant funding both in (unintelligible) come back into that Wounded Warrior Project.  I think we have an opportunity with the Wounded Warrior Project to then also be able to leverage that for doing some of this analysis, definitions, and testing.

From my layman’s eye it seems that there is an issue out there of national level cyber security issues and I don’t know if our current testing guidelines have addressed that and I think that needs to be analyzed.

So do I have a baseline at this point?  No.  Do we have a baseline for the current system?  No.  Do we have a standard set of measures to be able to compare future systems against the current systems?  No.  Do we have properties even if we don’t believe they’re technologically feasible that would lead to that same level of risk as the current system?  No.

But I think also that once you start bringing this in as a Department of Defense program, once you start making it a single national program, once you start having it be U.S. service members casting their ballots, again from my layman’s eye, the political value of attacking something like that seems to be raised that may not be raised if it’s simply an individual state or county effort to provide general -- even so overseas civilians, they’re all three something, to go back to your issue.

Does the balkanization of the development of these systems actually provide security benefits?  And should we be trying to do a single system or should we be encouraging the balkanization of these systems instead and does the plethora of the design of the systems also provide a security benefit in and of itself because there’s not a single type of system to attack, there’s not a single server, there’s not a single portal.  I don’t know, those are the sort of things I’ve been thinking about.


MS. DAVIDSON:     This is Donetta Davidson and I didn’t give my name last time and I apologize.


Just to carry this one step further, you talked about a contract that you were getting ready to do, and knowing the time element that we’ve said that we’re going to try to meet and that will come out when we’re presented with this Roadmap, what kind of time do you think that’s going to take in having this type of information that will help us in moving forward because I mean obviously you know our Roadmap had to be to Congress within a very short period.

We didn’t have time to do things like this, and I haven’t personally, I’m sure my staff has heard about this, but I haven’t personally, but what kind of timeframe do you think you’re going to be in, Bob?

MR. CAREY:
This is a research development test and evaluation money, FY10, (unintelligible) any money and so it’s two year money so we’re looking to do this over FY10 and FY11.

I think the first thing we need to do is try to scope this out and this is an (unintelligible) contract, just like the Roadmap it is an (unintelligible) process that allows for decision points that will allow us to take different paths.  So we’ve divided this contract so that we can take different paths as well, depending on how we scope this out.

So one of the first things you do is to try to scope out how we can go about doing this, how we can integrate with EAC and the vistals, how we can integrate with NIST and their preexisting knowledge of the national intelligence communities analysis of some of this stuff and the national security community, how we bring them into the process as well in order to be able to look at this national level threat, but also to be able to do some of this individual and non-governmental organizational threat analysis as well which I think has been broadly identified in the testing guidelines.

But from what we stated at the February Working Group, I don’t see there is any change from what we said in our public comments and I think by having DOD, the fact that DOD is doing something in and of itself presents unique challenges from a political perspective that may raise the visibility of the project to such that it makes it a more enticing project for anyone that wants to start --


MS. GOLDEN:
Diane Golden.  Can I go back to the pilot projects or demonstrations that you had with the 20 states, and if I’m understanding correctly, you partnered with the states and you actually did a contract then with the vendors and each of them is implementing.  So those were contracts that you all did from the federal government level.  Were those subject to section 508 requirements?


MR. CAREY:
(Off microphone, unintelligible).


MS. GOLDEN:
So Russ I think I was doing that to sort of follow-up on your question.  If it’s all section 508, if they’re doing apt development and it’s section 508 compliant, then the accessibility should be built in, at least to that part of it.


DR. GALLAGHER:     Bob, Pat Gallagher.  A quick question.  Why 20 states and how did you get to which 20?  I mean I was curious about the scope.


MR. CAREY:
(Off microphone, unintelligible).  Too much going because they had primary dates or a couple of states that actually came up with their own systems that they liked.

I mean, look the federal contracting process is a bear and depending on how much this would cost the states, I could very well see a state saying it isn’t worth it and we can achieve MOVE Act compliance on our own without having to go through this and I fully understand that and I respect that.

But the MOVE Act was passed late.  We thought there might be an opportunity to help the states out here as well as to help the voters.  I mean MOVE Act compliance, all (unintelligible) requirements in the MOVE Act, you can achieve with facsimile.

The fact of the matter is not many military personnel have any access to a fax machine, not many overseas civilians probably have access to a fax machine so compliance doesn’t necessarily mean accessible to the general UOCAVA population.  So we’re trying to help shape the environment as well, but basically we put out a broad announcement to all the states that come one come all, we’ll try to help you as much as we can.


DR. GALLAGHER:     If there are no other questions, Bob, thank you very much, very helpful.


I would like to now continue with the UOCAVA and we’ll begin by looking at some of the NIST/EAC updates and we’ll start with John Wack.


MR. WACK:     Good morning.  My name is John Wack and just a couple of things.  I’d like to thank Bob very much for a very good presentation and came up with it in a short amount of time.  We’ll get copies of that to you.  I want to remind you that this is being web cast and the web cast is being archived.  You can actually go back to vote.nist.gov in a couple of days and actually review things.


What I want to do is talk a little bit about the UOCAVA Working Group and what we started out with, where we’re going, and then kind of frame some of the presentations coming along.


Basically I think we view the UOCAVA work as our primary work right now with the TGDC and it’s a fair amount of work.  You’ve heard a lot of interesting details from Bob just a few minutes ago and a lot of that I’ll touch on and then there will be a number of presentations afterwards that are going to in a lot of ways dovetail very nicely in with a number of the things he said.


So I’ll go over the charge to the Working Group and a little bit about the MOVE Act and then what we see as our plans for the Working Group.


I also had an idea.  Should we have a Facebook page for the TGDC?  I don’t know.  If you don’t like TGDC actions you can un-friend yourself or something like that.  We’ll have to think about that.
(LAUGHTER)


Okay, so when we started out with the Working Group with the idea back at the December meeting, we really felt that in a broad sense it was to arrive at testable guidelines or basically a system to serve UOCAVA voters and a sense of urgency about it.  You know, if anybody needed to vote it was somebody in active duty.


We had a number of things suggested, look at the guidelines developed already for the EAC manned kiosk pilot, deal with issues involving a common data format, the issue with the 20 states, we saw that as if a common data format was developed and widely available for use with electronic ballot distribution system it might make it easier for states to go along with that, and most importantly discussed what can we do today with today’s existing technology.  There are significant things we can do today.


So we came up with this combined UOCAVA resolution.  If you remember from the December meeting there was discussion about we need to build security in from the outset.  We also need to build in usability and accessibility and we can’t come up with a system that tacks on those properties at the very end.

So I won’t go through the whole resolution.  It was somewhat lengthy but we sent that out and in looking at it you continue to see the four words, accessibility, privacy, security, and usability, so emphasizing that all that needs to be taken care of and that NIST should develop a framework for UOCAVA that considers a number of different properties and ideas.


One of those was to develop a report looking at the usability and accessibility issues with UOCAVA voting and in a little bit Sharon Laskowski will report on that.


So we have that resolution and we were starting to move forward and then we had some attention focused on the MOVE Act and what became the EAC Roadmap.  And Bob talked about the MOVE Act essentially in a rather short amount of time for my best practices or standards, and if not possible within 180 days of enactment, a detailed timeline so the Roadmap came about and we’ll have a presentation on that shortly following mine.


And the Roadmap has a number of different sections to it but essentially laid out as followed with initial research and guidance which is what we are doing right now in a number of documents we’re doing at NIST and working with the TGDC.

And the second item, Electronic Blank Ballot Delivery Project, these are things that we can start doing today that could significantly improve participation among the UOCAVA voting population.

Looking at the pilot project, we’ll have a presentation on that, and then a number of pilots suggested to iterate finally getting to the final guidelines that we’re looking for which are really testable guidelines for whatever voting platform best serves UOCAVA voters, be it personal computers, be it some other technology akin to that but that is basically what we’re going for.

We recognize it will take a lot of work and it will take some time to do it but we feel we’ve got a fairly well laid out set of plans.


So there are a number of things to do in the EAC Roadmap.  I want to focus just very briefly on four major items for the TGDC that we are going to be working on together.


David Wagner was wondering about what can we do in the meantime and so we’ve got a fair amount of work laid out and we’ll be pretty busy.


Right now we’ve got our best practices, essentially updating the existing best practices that the EAC has had out since I believe 2003.  And we recognize that there’s going to be a lot in terms of lessons learned from the 2010 elections basically so we’ll probably be fairly busy on these documents especially after those elections, right around that December/January timeframe.


Now we’ve got in spring 2011, high level guidelines essentially perhaps non-testable guidelines or requirements for UOCAVA voting systems and we’ll talk about those in conjunction with a risk management framework and actually we’ve got presentations on those items that are generally going to take up most of the afternoon and they’ll be an ample amount of time to discuss various items along with that.


And then the common data format development, when the 2007 VVSG was written, there were some basic requirements for using the common data format but in that amount of time a lot has happened.  There are at least two major vendors with a common data format, we’ll just call it their own particular data format.  IEEE developed a format several years ago that never eventually went to ballot.  There is Oasis TNL, there are a number of different efforts out there.

It’s important we get moving and one particular way to get moving might be to bite it off in smaller chunks.  We can definitely get something done in the UOCAVA area.


So I’ve kind of discussed what our plans are for the next year and with that I really just want to go over the remaining presentations we have for this morning.


The UOCAVA Roadmap should really be called the EAC Roadmap Overview.  The NIST document security considerations for remote voting, Sharon will present the usability and accessibility considerations document which was called out for in the combined UOCAVA resolution from the December meeting, and then an overview of the kiosk pilot program certification.


And with that I think we’re on schedule and I’d like to introduce Matt Masterson of the EAC.


MR. MASTERSON:     Good morning.  I ask you to bear with me a little bit.  I have a wicked cold so hopefully we’ll make this quick and I’ll be able to go back to my cold medicine.


I appreciate you all being here today and allowing us to brief you a little bit on the activities that we’ve undertaken for UOCAVA work and for UOCAVA voters.  Hopefully I can give you a little bit of an outline.

I realized sitting back there listening to the previous presentations that everything I’m about to talk to you about has probably already been covered, and I’m pretty tired of the use of the word Roadmap at this point so maybe we can come up with a different word to use.


So the UOCAVA Roadmap as was mentioned earlier was mandated by Congress as part of the MOVE Act.  It basically instructed the EAC that were we not able to create a set of guidelines for use in the demonstration project within 180 days of the passage of the Act, we were to give Congress a detailed report as to how we were going to do that and that report was to contain milestones, and timelines, and timeframes for all that.

So that’s what we undertook to do and we undertook to do that by working with NIST and FVAP to get a full understanding of what we needed to do and how to get there.  So that was the basic goal of the Roadmap, was to provide a detailed timeframe for the development of a full set of testable requirements for an absentee remote electronic voting system.

I mean that’s straight out of the 2005 Defense Authorization Act as well as the MOVE Act and it was pretty clear to us that’s what we needed to do.


As I mentioned, this was a collaborative effort between the EAC, NIST, and FVAP.  We knew we couldn’t just come up with a plan on our own, that we needed to work with them to understand the needs and the challenges that were in front of us.


Our goal in this Roadmap was first to capture the work that’s already been done so we can understand where we are or where we were when the Roadmap was created and then where we needed to go.


So then the next step, you’ve heard the phrase I guess, behind Roadmap the most common phrase we’ve heard today is iterative process so that’s what this is, it’s iterative process.

We recognize that there are going to be a series of milestones and decision points at which point the Roadmap could swing one way or the other, that it wasn’t necessarily a straight road but could have some bends and curves in it depending on decision points and decisions that were made so you take it one step at a time, you learn from each step in the iterative process and you keep the plane going from there. 

So that’s what we attempted to scope in the

Roadmap.  We know that as we go things could change and the Roadmap recognized that as a possibility at the different decision points.


So here’s basically a timeline.  Perhaps I would have been better off making it curvy just to sort of graphically show that it could have several different directions but one of the points that’s not captured on here because it occurred long before March 2008, was HAVA and HAVA actually recognized that this sort of research and development was a possibility for the TGDC when it put as a possible research area for the TGDC, looking at different technologies including Internet technology.

So even back to the passage of HAVA this was recognized as a possible task for the TGDC to look into and the Defense Authorization Act and then certainly the MOVE Act moved that forward.


So all the points you’ll see before basically today are stuff that the EAC, NIST, or FVAP had done starting back with our best practices document in 2004 that John mentioned, all the way through the development of what Brian Hancock is going to talk to you about today which is the pilot testing requirements.

Even the creation of the EAC Pilot Certification Program works into this as well as the NIST publication, first the threat analysis of UOCAVA voting, and then the three publications that I think Andrew Regenscheid and then Sharon Laskowski are going to talk to you about today.


So the goal was to collect information, get some usable information out there to election officials, to you all at the TGDC, and then build on that baseline.

So as was mentioned earlier, the pilot testing requirements when finalized and voted on by the Commission will be given to the TGDC we think as a good base set of requirements to begin your work on.

We know that there’s more to be added, it needs to be refined.  It was designed for a kiosk based system but at the same time it contains a lot of properties and requirements that we think can be useful to you and Brian will talk about that as well.


So when we build on from there in 2010, looking at the area of process, it really looks to examine what Bob Carey just spoke to you about first and that’s developing a set of characteristics that we can look at and so on this that references the high level UOCAVA guidelines.

And so to answer your question David Wagner, those are the kind of guidance that I think the TGDC can be providing us.

There’s a UOCAVA workshop coming up at the beginning of August, August 6th and 7th here in Washington, D.C. and one of the goals of that workshop is just to begin the process of scoping levels of threats, levels of risk, and possible characteristics and it leads into a separate conference with computer security experts.  And so we hope we have the right people in the room to begin that conversation in that workshop.


The next step is going to be working with you all to look at what some of those high level characteristics, high level guidelines are.  What could this system possibly look like?  What must be there in order to tackle this great challenge because we felt as part of that dis-iterative process without looking at those characteristics and what the system should look like, it would be almost impossible to get down into the weeds of specific testable requirements and so that’s why that exists.


The other thing I direct your attention to is this recognition of the need for pilots and you heard Bob Carey speak about that as well.


We knew that a lot was to be learned from iterative pilots, a lot was to be learned we thought from looking at a kiosk base system and then hopefully heading into 2012 perhaps a more advanced or different type of system whether it’s, you know, some have referenced unmanned kiosk or whatnot.

So we know that there’s a lot to be learned, that we can’t just develop some requirements without learning from actual field experience, and state experience, and local experience.

So you’ll see throughout the Roadmap document that’s recognition that we need to stop at various points, collect data, and decided where to go from there and so that’s the interive process that we scoped out in the Roadmap.

And then somewhere down the line after the 2012 election hopefully we’ll have a good handle, good data, good information, a good set of high level characteristics that we can then really get into the weeds and have a solid set of requirements down the line after we’ve collected this information and worked our way through this iterative process.

We know it’s going to take time.  We know that that time is a little bit undefined given the various decision points and scoping of things like risk and challenges in that area but we feel this Roadmap really scopes the work of the project well and moves us forward, forces us forward with those various decision points.


So that’s the Roadmap in general.  It’s available in eac.gov under our report to Congress or UOCAVA report to Congress.  There’s lots of detail in there about what we’re attempting to do and where we’re headed.


So with that I’ll answer any questions.


DR. GALLAGHER:     Any questions from the Committee?


MALE SPEAKER:     Since we started we talked about EAC creating guidelines for the pilot project for the kiosk model.  I guess what I’m hearing is that there is going to be a number of guidelines and testable guidelines for different variants of that as well.  You said there may be a kiosk model using the same technology but perhaps PC based.  Is that how you envision it or are the guidelines that you’re looking at now general enough to cover different aspects of the kiosk model?


MR. MASTERSON:     That’s a great question.  That is how we’re looking at it but I would say that the requirements document that we created as part of the Working Group that Brian is going to talk to you about certainly sets a good base where if you’re looking at the next step, whatever that next step may be beyond the kiosk, there’s a great deal of work already done in order to develop that next set of testable requirements for that next pilot and so it wouldn’t be something where you need to start all over again.

We recognize the architectures that could come down the road, try to incorporate as many of the requirements as we could while still keeping in mind our scoping of the kiosk and so I think a lot of good leg work has been done in order to take those requirements and move them to perhaps what the next step is.

And certainly the Roadmap recognizes that there’s going to be likely a need for at the very least additional testing if not pilots and the MOVE Act recognizes the possibility of pilots as well so we wanted to incorporate that in.


MALE SPEAKER:     A follow-up.  I should have probably asked Director Carey this but are you working with DOD on the different sort of potential demonstration pilots that they’re considering?


MR. MASTERSON:     We worked with them, they were an integral part of the development of the kiosk requirements and certainly as we move forward, I mean we have to work with not only DOD because they have an understanding of what states may want to do, but as well as state and local officials to understand.

I mean we heard loud and clear on the kiosk stuff, hey look, we’re sort of beyond this.  We don’t know if we want to try this and so we need to keep our finger on the pulse of election officials and DOD on what’s needed.  We want to produce something useful so that’s the goal and we think that the kiosk requirements even if they’re just tested to by DOD, there’s a lot to be learned in that testing as well.


MS. MCGEEHAN:     Ann McGeehan.  Matt, is it true that some states or localities have already gone beyond kiosk and are doing the whole round trip via the Internet?


MR. MASTERSON:     That’s absolutely correct.  Yes, there are a variety of states that at least are attempting some sort of pilot to move beyond the possible kiosk.


MS. MCGEEHAN:     And have they just developed their own standards or are you all helping with that?


MR. MASTERSON:     We were not involved in that per se.  Now whether they choose to use our pilot requirements for instance as again a baseline of possible testing and either expand on those or whatever is totally up to them.  Obviously we hope it’s a useful document that at the least again can instruct their efforts in that way and we certainly encourage obviously testing, working on that equipment.


MS. GOLDEN:
Diane Golden.  Follow-up to that.  So do you all have any information on what states are doing, like those states who are making the round trip electronically and those states that aren’t, and is somebody collecting data on their experience after the fact?  In terms of standards development, that would seem to be informative to have that data on the back side since they’re going down that road.

MR. MASTERSON:     That’s a great question.  The answer is as far as what states are doing, we probably know as much as you all know as far as we’ve been made aware of the press releases.  We’ve certainly spoken to the states that we know, for instance Washington D.C. sent us a heads up on the press conference they held to talk about what they were doing and we’ve spoken with them a little bit and are interested in exploring that.

So as states come out with what they’re planning on doing, you can bet we’ll have conversations with them both before and after just to understand how things went or whatever, but certainly as you know, we can’t mandate any reporting and we certainly don’t want to but we’ll certainly be in contact with them just trying to understand how things went.


MR. WACK:     John Wack, if I could just chime in.  So for the best practices work that we’re going to have to do in support of the UOCAVA Working Groups, we’ll definitely be doing that.  We’re going to have to be discussing a lot of that and that will probably be around the December/January timeframe.


MALE SPEAKER:     In the President’s FY11 budget submission, that also has some money to do some after action analysis of some of these programs.  The Senate Armed Service Committee recommended meeting the President’s budget on FVAPs research requirements.  Unfortunately the House Armed Services Committee recommended cutting that by about $25 million so we’ll see what comes out of conference committee and what’s available left.


MS. DAVIDSON:     This is Donetta Davidson.  One thing I think that Matt said, that we will be working with the states.  We know Arizona as you heard at the last TGDC meeting has moved forward.  We know now D.C. is.  We also know that West Virginia is moving forward.

And so we can contact them and ask them if they would give us detailed information because we know that they’ll probably be collecting it, and that would be voluntary whether they want to give it to us or not in that area, but as Bob said in what he’s doing, he will have a completely report so it’s kind of like two different avenues that we can take to try to collect information.


MR. WAGNER:
Dave Wagner.  Matt, I don’t know if you’re the right person to ask.  I’m trying to get clear in my head about all the UOCAVA reports that are coming out and which ones are the NIST responsibility and which ones are the TGDC responsibility.

I guess maybe it’s the NIST security best practices document, it may be a NIST usability and accessibility document, and there’s some discussion about a UOCAVA best practices document.

Can you help me understand which one of those are NISTs responsibility and which one of those are intended to be a TGDC work product that the TGDC would be voting on, producing, responsible for?


MR. MASTERSON:     Sure, I can sure try.  I can tell you that some NIST staff are going to follow me to talk about specifically those NIST publications that are NIST publications used to help support the best practices and whatnot and I think that will clarify it a little bit.


Specifically as far as a TGDC product or update, the one that John Wack mentioned about the update to the EAC best practices document, that was something that in the Roadmap was envisioned to involved the TGDC helping us to update that document so that’s the specific deliverable if you want to talk about a best practice document that I know the TGDC has been asked to work on.


DR. GALLAGHER:     Any other questions?  It’s been a quiet group this morning so I encourage you during this break over the next few minutes -- I’m sorry, go ahead.


MALE SPEAKER:     For those of you who are not aware, the Roadmap is the last item in your handouts so it’s the full Roadmap and you can examine that and that has all of this information.  Thanks.


DR. GALLAGHER:     We are scheduled for a break until 10:15 a.m. so I’d like to do that after which we will follow-up with some reports on the UOCAVA activities including the security consideration of the accessible and usability considerations and the kiosk pilot program and then we’re scheduled for lunch after that.  So let’s go ahead and adjourn until 10:15 a.m.

(Adjourned for Break)


DR. GALLAGHER:     So we’re going to move into a series of updates on the UOCAVA for the remainder of the morning.  Let me start with Andrew.


MR. REGENSCHEID:
Thanks.  My name is Andrew Regenscheid.  I’m a mathematician in the Computer Security Division of the Information Technology Lab at NIST.  I’m here today to give you an update on some of the research that NIST has been doing on security issues associated with remote electronic UOCAVA voting.


So I’ll start giving you some background about some of the past work that NIST has been doing on UOCAVA voting including the earlier threat analysis document and the two more recent security best practices documents, but I’ll spend most of my time giving you an overview of the security considerations for the remote electronic UOCAVA voting document which was one of the documents that we brought up at the last TGDC meeting.


So to give you some background, you may remember at the last TGDC I presented a NIST IR 7551, a threat analysis on UOCAVA voting systems.  This report concluded that threats to the electronic transmission of registration materials of blank ballots can be effectively mitigated with widely deployed technologies but the threat to electronic return of ballots a more serious and challenging to overcome.


So after that document we started kind of a multi-track approach to deal with voter registration and ballot request materials as well as blank ballots.  We developed two security best practices documents.


The first of these, NIST IR 7682, Information Systems Security Best Practices for UOCAVA Supporting Systems was released for public comment in April and it just came out of public comment a couple of weeks ago.  This document provides general computer security best practices to the IT professionals running the computer system that support UOCAVA voting.


Just on June 30th I believe we released the first public draft of NIST IR 7711, Security Best Practices for the Electronic Transmission of UOCAVA Election Materials which documents some security best practices that our jurisdictions can use for delivering or returning ballot request materials or delivering blank ballots to voters using e-mail and web sites.


At the end of my presentation I’ll come back and explain kind of the status of these and where we’re headed with them.


But on the second track of ballot return, which is the focus of my presentation today, we developed a research document framing some of the important security issues of policymakers.  This document is Security Considerations for Remote Electronic UOCAVA Voting and that’s what I’ll be discussing.


As we worked on these documents, the computer security researchers at NIST collaborated with the human factors experts both on security documents, and on Sharon and her staff’s usability and accessibility consideration documents to make sure that we were covering the right topics.


So now I’ll just jump into the overview of the security considerations report.  This report identifies potential security benefits to moving toward remote electronic UOCAVA systems, identifies desirable security properties and major security threats, and discusses current emerging technologies that may be able to mitigate some of those threats as well as limitations of those technologies and open issues.


The report is organized around security goals, the three major standard security goals of confidentiality, integrity, and availability.  We separated out identification because that is of course an important topic for voting systems.


For each of these we talked about potential benefits for safe confidentiality, for remote electronic UOCAVA systems and we identified and defined some high level properties for each of those security goals.

These properties were based on requirements and properties identified in Serve documentation, the Internet voting common criteria protection profile that was developed in Europe, the Council of Europe standards as well as a meeting that we held at NIST last year with NIST/DACF staff, and some experts in security, and vendors, as well as past work that NIST has done on voting both for UOCAVA and polling place systems.


The reason that we identified these properties was really to provide context for the next issue that we identified in the report which is threats.


The threats that we identified and described in the security considerations document are based on those previously identified in the earlier NIST direct threat analysis on UOCAVA voting systems and I’ll talk about some of those threats in my presentation today.  And also for each security goal we identified current and emerging technologies that can help meet those security goals and open issues.


So for the first security goal of confidentiality, some of the potential benefits that we saw was the ability to implement strong technical ballot secrecy protections in the systems.  With the current UOCAVA voting process there’s a lot of procedural protections that you can be put in place to protect ballot secrecy and voter privacy but moving to electronic systems, you can implement some technologies on the systems themselves.


There’s also some ability to add some protection against some of the more unsophisticated coercion in both selling attacks which is what’s done in Estonia where people vote multiple times and count the last ballot.


Some of the properties related to confidentiality that we identified and defined in the report include ballot secrecy, protecting voter registration information, being receipt free, meaning not providing voters with proof of how they voted, and minimal storage and limited communication, basically not storing or transmitting information that you don’t need for the system to function correctly.


Some of the threats that we identified relating to confidentiality systems included those threats related to violating ballot secrecy at the election office and on servers as well as ballot secrecy in transit.

The whole issue in transit is a topic that comes up often when talking about transmitting votes over the Internet but in fact the web based systems, they are already widely deployed and use technologies that are very good at protecting the confidentiality of information in transit as it is being sent over networks.


However with things like e-mail, typically e-mails are sent unencrypted so anybody that’s capable of intercepting those and doing the traffic could potentially see how people vote.


Another possible threat is with coercion and vote selling.  Here it looks like small scale attacks would be possible via mailing voting systems but moving to electronic systems there’s greater potential for some of the attacks to scale better, to make them automated to be able to use some of the texts remotely.


There is also potential for various crime site threats to e-mail and web base voting which I’ll come back to in one of my next slides.


So some possible mitigations; improper use of cryptography can provide strong protections for data in transit against modification of interception.  On servers, use of cryptography access control mechanisms, an important separation of duties can provide some protection for ballot secrecy there as well.

There are some areas of research including end-to-end cryptographic voting protocols that can provide even great ballot secrecy protection but at this time those really seem to be research areas and may not be ready for large scale deployment right now.


Moving on to the second goal of integrity, some of the potential benefits that we identified with remote electronic systems include being able to implement strong integrity protections for electronic records, both as they’re stored and as they’re being transmitted with the use of cryptography and digital signatures.


We separated some of the desirable properties relating to integrity into data integrity properties as well as software integrity properties.

So some of the data integrity properties that we identified and designed included accuracy, auditability, verifiability, trace ability, and recoverable ability and with software (unintelligible) properties, they’re mainly concerned with if the software is free of bugs, it functions correctly, it’s the correct software loaded on the system.


Some of the threats we’ve identified related to integrity of remote electronic systems, again we talked about the potential for ballot modification after inception by the servers as well as in transit.  As I said in an earlier slide, really we have good protections in place for protecting the data transmitted over the Internet with web based systems but that’s more difficult to do with e-mail.


There’s a variety of software based threats both on the server side of the system as well as the client side, and by client side I mean on the computer that the voters use to cast their votes.


From the server side this would include things such as accidental software bugs in the system or the potential for malicious software or code on the system that could modify the results of the election.


But the client side, the voter side, is really where a lot of security experts have some significant concerns, sort of mal-wear, malicious code, computer viruses.  On personal computers there’s a major source of concern.

One particular type of mal-wear that I talk about in the report is botnets and botnets are basically collections of computers that attackers have attacked and have gotten some level of control over.  There’s a potential for those infecting computers for the information that’s sent from the computer to be modified without the voter’s knowledge.

A study by the George Tech Information Security Center estimated that perhaps as many as 15 percent of U.S. Internet connected computers are infected with botnet and mal-wear.  The kits used to create these computer viruses are available on the black market and are sold for less than a $1000.

A study by researchers from Cisco earlier this year presented information at the RSA conference estimating that it could cost about $2500 just for the materials necessary to conduct the attacks although it would be more work to actually in fact to use those computers.


So for mitigations, the client side is really where things get very difficult.  If we’re dealing with personal computers owned by voters, these systems are typically outside the control of election officials so anti-virus software, anti-fishing software and other protections may not be present, up-to-date, or effective against some of these threats but this is an area of continuous research and development.  Some of the emerging technologies that NIST is monitoring include (unintelligible) computing and virtualization.


In the case of kiosk as opposed to voting from personally own computers election officials can enforce the protections on those systems.


The third goal of availability is really where some of the greatest benefits to remote electronic systems come into play.

Bob Carey earlier today identified some of the challenges that UOCAVA voters face in obtaining and returning their ballots.  The move to electronic systems, transmitting information over the Internet can greatly reduce transmit times and can allow both the election officials and the voters to see that the information that they sent is received by the other end.  It also gives voters greater flexibility being able to cast votes from anywhere there’s a kiosk or an Internet connected personal computer.


Some of the desirable properties that we identified and defined in the report include availability, reliability, and recoverability, fault tolerance, fail safe, and a system being scaleable.


Bob Carey already talked about the problems the delivery times face with the current system.  Some electronic systems have very significant advantages but there are some malicious threats that we should be aware of which include denial with service attacks aimed at making the system unavailable to voters and potentially election officials.


Over the years we’ve seen cyber attacks both on public and private sector sites against e-commerce web sites and against countries.

Bob Carey earlier today alluded to some major attacks against the countries of Estonia in 2007 and Georgia in 2008, which lasted over the course of weeks and affected both government websites and private sector websites.


Denial service attacks are difficult to guard against but they’re easy to detect which gives you an opportunity if you do come under attack to have contingency plans in place to try to recover.


There’s also the potential for client type disruption so rather then trying to make voting unavailable by attacking the service, going to the voter.


Here you can imagine various sorts of small scale attacks with mail-in voting and these attacks may scale a little better with electronic methods although it does appear as those with availability there’s some very significant advantages for remote electronic systems.


Some mitigations as I said, attacks on availability cannot be completely prevented but can be made more difficult by having excess capacity in the system, having redundant components, over provisioning, you can raise the bar for attackers and make it more difficult.

If jurisdictions do come under attack, if systems come under attack, there is the ability to coordinate with Internet service providers to try to filter out some of that attack traffic and bring the system back online.  This was a strategy that was used in Estonia and many other places to try to recover.


One emerging technology that NIST is investigating here to kind of help with this is cloud computing.  I think it’s important to recognize that while denial server attacks surface attacks are difficult to prevent they are easy to detect meaning if you can put in place contingency plans you may be able to recover from the attacks that way.


The final topic is identification and authentication.  Some potential benefits that we identified was the ability to do a strong automated remote electronic authentication.  With the current system authentication is typically done on the back end after ballots are received by checking voter signatures by hand and we do have the technology to do very strong authentication remotely.


Some desirable properties here is the ability to identify and authenticate the different players involved in the process, both human players like voters, administrators, and other staff charged with running the equipment as well as components, so being able to check that you’re actually communicating with the server you think you are.


Another potential desirable property is seeing the credentials used for authenticating.  These people are difficult to transfer to another person or another component.


So potential threats can vary based on the strength of the authentication mechanism used but there are some very strong methods available for web based systems as well as weaker ones and we’ll have to kind of balance cost versus strength.


Another potential threat is with credential selling.  By this I mean things like the voter selling maybe the password that they use to authenticate to the system.  This basically could have the same impact as vote selling.  The potential for some (unintelligible) scale attacks along these lines depend on the authentication mechanism used.  This may or may not be a major source of concern for election officials.


But another source of threat is with fishing and farming so in these sorts of attacks attackers set up websites that might look like the real say voting system server and they would either lure or somehow redirect users to go to that website as a means of trying to steal maybe the password that they would use to log in.

This is a major threat to web based systems today and I’m sure probably many of you have seen some of these attacks in your e-mail accounts with fake e-mails claiming to be from your bank.  A 2008 report from Gartner estimated that there are perhaps as many as five million victims to fishing attacks in 2008.


There is also the potential for mal-wear attacks.  The computer viruses and other sources of mal-wear that I talked about earlier of trying to steal the credentials that voters could use to log into sites.  And also bushel engineering and this involves an attacker trying to trick either voters or system administrators into revealing information that could help them in an attack.


So as I said earlier, strong authentication mechanisms exist today for doing remote electronic authentication.  Some examples that people often use are pins and passwords which are relatively cheap but comparatively easy to steal and to fish.

Hardware devices like one time password devices where there’s a device that you’re given that kind of constantly changes the password, it might change every 30 seconds or so but these require (unintelligible) and physical devices to voters.


There are various forms of cryptographic authentication methods which come out for some strongest levels of assurance but these may be expensive to deploy.  One example that came up earlier when Bob Carey was at the podium was Smart Card authentication and he brought up the common access card which is an ID card that military personnel have that could potentially be used to very strongly authenticate voters remotely.

A potential problem that we have here is that the readers that you have to use these Smart Cards aren’t always available on personally owned computers.  I personally don’t have any Smart Card readers on my systems.


We need to supervise kiosks as opposed to voting from personal computers, then there’s the potential for doing in person authentication.


Moving forward, kind of getting back at how do all these pieces fit together.  Earlier David asked what best practice documents are kind of under NIST authority and what are we expecting TGDC to do.


Right now we have a one computer security best practice document that just came out of comment that we’re suppose to update right now as well as the second security best practice document on electronic transmission that was just publicly released and we’re soliciting comments.


We want to hear from jurisdictions that are currently deploying their MOVE Act systems.  There’s a real world experience in this documents.

Before we started working on these documents we requested information from states on what they’re currently doing for transmitting ballots to overseas voters and we did get some information from several of the people in this room but it would certainly help to have much more information and information with greater detail.

I’m hoping as we move forward over these next months we can get that information from the people on this Committee as well as the jurisdictions out there deploying their MOVE Act systems.


The goal is to use these documents as input when we’re updating the EAC and UOCAVA best practices document.  I think the separation that we have here is that the TGDC and the EAC in the Roadmap are charged with updating this document and NIST is charged with supporting that effort and I think that we can have all the documents kind of work together and we can decide as we’re updating the EAC best practices document what information should be brought into that document, what information should stay in the NIST best practices documents.

I think that we have time to update all of those documents.  I think the goal is to not release final versions of these best practices documents until sometime after the election when we have an opportunity to update them based on what happened in this years federal election.


When we update these documents, particularly the EAC you’ll have a best practices document.  We’ll also have to bring in usability, accessibility, auditability, and election management best practices as well and Sharon will be following up after me with some of the results of research that she’s done on usability and accessibility considerations.


With the security research documents which include both the security considerations document that I talked about today and the threat analysis document that I talked about at the last TGDC meeting, we can use the threats mitigating security controls and technologies that we identified in these documents as input to the risk management framework process that you’ll be hearing more about this afternoon.  This will give us a foundation that we can use on some of these issues and we’ll work with the TGDC and the voting community to try to fill in the remaining issues.


So all the documents that I talked about today, there are five of them total, are available on the voting website for NIST at vote.nist.gov.


Do you have any questions?


MS. MCGEEHAN:     Ann McGeehan.  Maybe we don’t have time but I’d love to hear a little summary of those best practices as far as the security best practices for electronic transmission.  Is there anyway you could give us a high level summary of those?


MR. REGENSCHEID:
I’ll try to give a brief one.  I think those are something that we are going to have investigate in much greater detail in the TGDC Working Group as we move forward updating the EAC best practices.


So there’s two of them, there’s the earlier document, the Information System Security Best Practices for UOCAVA Supporting Systems document which is really intended for the IT staff that we’ve been charged with to figuring, deploying, or managing the systems and the guidelines in that document cover all aspects of general computer security best practices and they’re based on NIST existing cyber security guidelines and standards but it’s written from a fairly technical perspective.


The second document is the security best practices for electronic transmission and with that document we looked at what we heard from election officials, how they’re currently sending out information via e-mail and websites, and we tried to cover as many of the different options as we could.

So with e-mail we talked about, what if you’re sending voter registration materials or blank ballots, via e-mail either manually or via some automated systems, what if you’re using websites to allow people to fill out a form to register, what if you post a website that allows voters to download and print out a ballot and fill it out by hand, or what if you put up a Wizard like Bob Carey was talking about earlier where you’ve got people who mark the ballots on the site and print it out and mail it in.

So we tried to cover as many different options as we could and just provide some basic computer security best practices for how you can help protect the information.

As we identified in the earlier NIST IR especially with blank ballots, there isn’t as many security concerns because they are public documents so the bigger concerns were with handling registration information which sometimes contains sensitive information such as social security numbers and other identification numbers so when that’s used it’s important to make sure that you do things such as encrypt the information when it’s in transit.


MS. MCGEEHAN:     Are you recommending that if you’re e-mailing a blank ballot that that e-mail be encrypted or that’s included in there?


MR. REGENSCHEID:
That is not in there.  There are mechanisms for encrypting e-mails and protecting the integrity of the e-mails but they’re not really widely used at this time and they require infrastructures that aren’t necessarily widely deployed.

I’m not sure that that’s really realistic given the technology that’s available today but in the case of ballots, if that is going to be a major concern for a jurisdiction they can use web based methods to better protect that information in transit but due to cost considerations or other considerations if that’s not an option, the public nature of ballots gives you some protection against modification.


MR. WAGNER:
David Wagner.  So to comment, first I wanted to thank NIST for the work on the security considerations documents.  This looks like this is going to be really helpful to us as we move forward so I think we should appreciate and recognize the work that NIST is doing so I wanted to publicly state thanks for that.


A comment about these NIST documents as input to the work the TGDC is going to be doing in the future.  It seems to me there may be a bit of a gap of coverage.

One topic that doesn’t seem to be covered by the existing documents if I understand correctly and that has to do with auditability.  So speaking from a security perspective at a high level I would say that arguably maybe one of the most (unintelligible) mitigations or defenses against many security concerns and threats is to insure the symptom is auditable and to audit it.

And I guess that that was considered out of scope for the security best practices document because that document was focused on IT staff.

I’d just like to highlight that from a security perspective, I think that if you take the perspective that security is a problem that you leave to the IT staff and let them go fiddle with their computer and that’s their problem, that that may not be the most effective strategy to take and so I think as we go forward we should be looking seriously at auditability.

If I had to choose between the technical fidley mitigations or between auditability, I suspect that the auditibility may actually be more effective and more useful in the long run.


MR. REGENSCHEID:
I think that’s only something that we can cover as we’re updating the EAC best practices document.


MR. MCDANIEL:     Patrick McDaniel.  I have essentially the same comment (unintelligible).  My question really was on auditability so I’m sort of asking from the document and presentation.

I guess my only addition to what David said was do you have some initial thoughts, I recognize it’s in the document, as the property (unintelligible) but have you done the analysis at this stage to know what the real threats against auditability are in this context versus maybe some of the ones historically?


MR. REGENSCHEID:
Some of the threats are going to heavily depend on exactly how the systems are detected.  I know that there is a lot of work going on in the auditability Working Group trying to better precisely identify what we mean by auditability and I think as we move forward we are going to have to have a better working definition for exactly what that means.


MR. PALMER:
Don Palmer.  You talked a little bit about CAT Card readers.  My experience has been they are a little bit more deployed than that.  I mean I have a CAT Card reader on my state government computer because I’m in the Reserves and members of the Reserves at least for my community have them on their personal computers and I know civilian agencies have them as state departments.  So I think that there’s a little more widespread then just the military so you may want to look into that.


MR. REGENSCHEID:
That’s good to hear because I think that is a very promising technology.


MR. PALMER:
Don Palmer again.  I mean essentially all you do is plug it into the side of your computer and there is software that you download on to your laptop or your desk top but that’s it.


MR. REGENSCHEID:
The country of Estonia has had the Internet voting system for several years now and they have a national ID card that is a Smart Card and they use it in their voting system and in some places in Europe Smart Card readers are more deployed.

One of the things that they did when they deployed the Internet voting system was they set up a government program to make it easier for people to get Smart Card readers and that might be something that would have accompanied any --


MR. PALMER:
Don Palmer.  And the Smart Card Reader is not personalized to a person.  I mean in the military they have computer labs for people that may not have their own personal computer and so each of them would have a CAT Card Reader so once I’m done using that computer the next person comes in and sticks in their card and it creates their profile.  So they do have computer labs with CAT Card Readers.


MS. DAVIDSON:     This is Donetta Davidson.  I have question that goes back to when John Wack talked about collecting information, and taking on from where Diane Golden was going.

In getting into the type of information you’re going collect from the states that are actually already moving forward, are you going to go into what kind of security they have, what have they done, did they do the cryptographics in sending the ballots over or receiving them back, are you going to get into that detail?


MR. REGENSCHEID:
That’s information that I would find very useful and except for a couple limited circumstances we didn’t really get that information the last time we tried to solicit information from the states so I’m hoping as we move forward -- I know all the agencies, the EAC and NIST, and FVAP are all interested in hearing from the experience of a state so I hope that we can all work together to make sure that we can get all of our questions answered.


MS. DAVIDSON:     I think I also would like to start with -- what Bob Carey is doing now with FVAP, if we find out what security those three, four, or five, whatever that he has contracts with, what they’re doing and what’s being utilized and obviously the study that he’ll be doing, but know what they had to do to be able to deploy the information over, whether it was voter registration as you said, voter registration you’ve got ID numbers and so on, what kind of security that they started with that may give you a ground level to work from.


MR. REGENSCHEID:
That would be helpful.  Before we started working on this document we did talk to two of the manufacturers that I saw on his list but not the other three or four, but certainly knowing what FVAP can use to gauge security of those systems would be helpful.


DR. GALLAGHER:     Any other questions?  Andrew, thank you very much.  While Sharon is coming up, David, I thought I would use the white time in between to make an editorial comment.


I personally would be reluctant to position this as auditability or security in mitigation because in some ways they address different things. 
You’re right, auditability goes right to the heart of fault tolerance and fault recovery in a way that some of the upfront mitigation doesn’t but if you look at the breakout that was in Andrew’s in terms of confidentiality attacks, auditability wouldn’t address those types of issues.  So I would sort of say we have to do them all to address all of the different vectors that are sort of in that list.

So that was how I filled the time for Sharon to come up and give us an update on the accessibility and usability considerations.  Thank you, Sharon.


MS. LASKOWSKI:     I’m Sharon Laskowski.  Good morning.  I’m going to give a relatively short talk on the accessibility and usability considerations for remote electronic UOCAVA voting report.

It’s in draft form.  Last week we put it on the vote.nist.gov website so we are soliciting comments and view it as a draft, certainly not as a final report.  So we welcome any input anyone might have.


So first, just an overview of the outline.  What we did was marry the outline of the security considerations document and we organized by technology so that the two documents do have a similar format and we in general step through each of these and make recommendations.

So we start out with some general accessibility and usability recommendations, then we speak to special considerations for web browsers, web ballot repositories, online ballot marker, and electronic form fillers, e-mail kiosks, telephone based interfaces, and fax machines.


And in the interest of time what I thought would be most useful is to just give several examples as some of the recommendations rather then try to race through the entire document because I thought that would be the most informative to this committee.  So I’m going to give you some example recommendations.

In reading this over this morning I realized I’ve made a rather strong statement here about general accessibility and usability, that is that the best practices and guidelines have not been systematically applied to design a testing of UOCAVA voting systems.

In looking at some of the slides that Bob Carey put up about the Wizard, it does look like certainly some best practice usability principles in section 508 was applied.  So the key here is systematically.

I don’t know what the states are doing and as we look over what the states have done with respect to security, I think we ought to do the same for accessibility and usability as well.


But a general recommendation we have is where appropriate, follow the VVSG 2.0 accessibility and usability requirements and associated test methods.  These do not apply to websites because they apply to the polling place voting systems but for remote voting kiosks and some of the for example color contrast guidelines they definitely apply across the board so that’s kind of a baseline to start from.


Here’s an example from web based voting.  As I said, the VVSG does not address web based voting technologies, voting systems, or personal assisted technologies and if someone is voting on their PC and need some accommodation they would be using their own personal assisted technology such as a screen reader.


So drilling down, for example if a java description, (unintelligible) are used in an implementation of web based voting this causes problems for some of the personal assisted technology, in particular screen readers because you lose your point of focus where the screen reader is going be reading the text because a window may pop up, something may change in another window and the screen reader can’t tell so you have to be very careful.

The recommendation is to follow the W3C web accessibility initiative, web content accessibility guidelines, and the recommendations for the use of accessible rich Internet applications, section 508 guidelines, and best practices for accessibility for HX implementations.


Here’s an example from authentication.  Some authentication approaches are not compatible with accessibility.  For example, captures are used to make sure that it’s a human and not a robot logging into a system.  You may have encountered them on some e-commerce sites.

In general captures are often visual.  They are images of some words and the user is asked to type in what those words are saying so first you need to follow accessible design guidelines for them.  They should be resizable, adequate contrast, don’t use shadows.  That’s for people trying to access visually.  However you’ve got to then also have alternatives like text read out or some phone in for people that can’t see the captions at all.


Next example is under the category interoperability.  While this is not directly a usability or accessibility consideration it’s an intra-structural issue that you need to look at to make sure things are usable and accessible.

So if you’re doing remote electronic voting you’ve got a bunch of system components that must run simultaneously.  You’ve got an operating system, a browser, maybe some particular voting software, personal assisted technologies, maybe some voting system hardware say for a kiosk, and web applications have to display property possibly within that context.

Everything has to interoperate and the display has to be readable so you’ve got to design and test for all common configurations including testing with personal assistive technology with testers familiar with using that personal assisted technology.


My next example has to do with documents.  When voters are going to be viewing or printing documents such as ballots, the documents need to be accessible.  PDF depending on how you’re using might not be accessible.  Among our recommendations are that if you must use PDF to make sure you save the documents as accessible PDF rather than images.

To support screen legibility for low vision voters reading on the screen, do things like check that the Abode Reader reflow feature is performing correctly.


If voters need to print for submission you need to support print legibility for low vision voters by providing enlarged documents.  This is not a substitute for accessible PDF in our screen viewing.  This is for printing.


I believe this is my last example.  This is an example for telephone based interfaces and there are limitations for polling places of telephone based voting.

Telephone based interfaces in general do not have a screen so that means that you’ve got to be able to hear the prompts and depending how the prompts and the menus are designed, they can impose very high memory load.  I’m sure we’ve all experienced this ourselves when we phoned in and can’t remember, what number did it say to press to get help.

So in general I think we need requirements that are based on best practices for interactive voice response systems to lower the (unintelligible) load but holistically it’s tele-basis faces by themselves are not sufficient because if someone has hearing loss you need an auditory alternative.

If people have severe manual dexterity disabilities they can’t operate a typical phone button so you need some non-manual alternatives as well.


That was my last example.  So I just wanted to give you a flavor of what the recommendations are and encourage people to comment on the document.


Are there any questions?

`
MS. MCGEEHAN:     Ann McGeehan.  I have a question and it shows how much I don’t understand but on the recommendation for PDF document, I’d be interested what the vendor community might have to say about those accessibility recommendations because I know that some jurisdictions plan to e-mail out the ballot proof that they get from the vendor and so trying to apply this to the real world for September 18th, trying to get a feel for just how significant or what level of complexity this would add in creating a PDF document.  Maybe it’s no big deal, maybe it’s something very simple.  Maybe Diane has some comments on that.


MALE SPEAKER:     Well, in terms of creating the PDF document it’s simply the selections you make and the software that you use to create the PDF in the first place. Where you run into issues is if you are sending out a markable ballot that then the local election official will put into optical scanner and scan it.

Scaling factors, use of scaling factors, those are system in fact issues.  It will take a toner ballot meaning a ballot that’s printed out as a laser printer out of a home printer, is it of adequate quality.  Large fonts, if you start essentially manipulating the content what you’re going to see is that when the local election official receives the ballot back you’re going to have to remake that ballot out of your stock of either (unintelligible) card based ballots or early vote ballots.

That’s the downside of it and that you’ll have to get a committee and remake those ballots but that’s really the only downside because you can utilize it.  If you properly generate the PDF, you can make it accessible, readable, scaleable, all the things that the accessible community would need.


MS. GOLDEN:
I’m just thinking, yes, as long as you create accessible PDF upfront that’s accessible as long as it’s not just a scanned image that’s static.

Is there not some way to create it so that it is scaleable and maniputable on the voters end but then when it’s printed it’s forced back into that static form that the opt scan reader needs, you know what I’m saying?

Because if I’m voting, if I need large print on my screen, the last thing I want to do is print a large print ballot so everybody knows it was my ballot because it’s printed in big font.  I want it to look just like everybody else’s.  Is there not some way to do that structurally?


MALE SPEAKER:
I don’t enough about PDF generators to know the answer.  You’re right, theirs is that privacy issue.


MS. GOLDEN:
I would bet Adobe could figure out how to -- you know, there should be a standard print format on the backside that makes no difference how I’m interacting with it on my screen.  I’m doing my deal with it in an alternative form but once I print it --

FEMALE SPEAKER:
I think there’s two cases, right?  You’re assuming that there’s a form filler so you could have whatever format you want on the computer, on the kiosk and then it prints out a normal scanable (unintelligible) size ballot.


MS. GOLDEN:
Correct.  I’m operating on the premise that people are using this on their personal use equipment so I’m eliminating the kiosk that they weren’t public use.  I’m presuming all of this whether it’s telephone or --


FEMALE SPEAKER:
It doesn’t matter.  If you are form filling electronically then it can be printed looking like a normal ballot.  The issue is if it’s just e-mailed to you and you print it and fill it then you’ve got an issue.


MS. GOLDEN:
If that’s a static print and I have to fill it out and print, then you’ve wiped out accessibility anyway.  I’m back to square one and that’s the difference and that’s what I’m trying to make, it is different kiosk and it’s publicly owned equipment because I don’t know that equipment, I don’t know the adaptations, the features.

When it’s my assisted tech, I already have all of that figured out and there’s a built in trust factor here that if I’m interacting with it and it’s my system and I print I probably not going to be all that wild about having to do something with that paper after the fact because I trust my own system to do what I know it does basically.

So I’m just saying there is a difference for me and I was just trying to figure out if there wasn’t some way to get around that problem of ending up with something that then the poor election officials has to redo anyway which seems to defeat the whole point.


MALE SPEAKER:     And I think that you can print it to 100 percent scale and the ballot comes back to look like a ballot but one of the issues that’s going to pop up is that the majority of optical scan units, in fact the vast majority can’t take 20 pound paper anyway.  It’s 90 pound, 110 pounds index and the local election officials are going to end remaking those ballots anyhow because they can’t feed them.

And also your insights from Sequoia, your ES&S older scanners and whatnot, that ballot width is 9.75 inches and not much of the paper in this room is nine and three quarters inches wide.  It’s not going to work very well.


FEMALE SPEAKER:
If you could make that comment on the site for the document because we didn’t really look at poll worker usability as thoroughly, but this is an example of more burden on the poll worker so that would be a good comment for you to make.


MALE SPEAKER:    I’ll make a note to do that, sure.


MS. LASKOWSKI:     Thank you.


MALE SPEAKER:     For about a decade now I’ve been routinely going out after elections and looking at the kinds of sample ballots that jurisdictions post online.  I see a lot of PDFs but I still see a lot of J-PEG and Kiff images of ballots and among PDFs you still see a lot -- they were obviously where they took the sample ballot from the printer and put it on a scanner, scanned it to PDF and so it’s all picsalized, there’s no text in it.

I think that we are in a position where we can get much more uniformity in the quality of the posted material.  On the other hand, posting sample ballots on a website through this Wizard poses some interesting risks to traditional notions of ballot accounting because the traditional notions of ballot accounting require, and this is still imbedded deeply in state laws across the country, require accounting for every ballot printed in the print run on the assumption that ballot accounting is an important part of the security of elections and that any ballot that escapes from the accounting process, any unaccounted ballot that was printed is a potential starting point for election fraud.

I think we have to make sure that we understand that that’s no longer the case when scan ready sample ballots are being made available over the Internet.  We have to make sure that we understand that we’re not relying on these extraordinarily expensive ballot accounting techniques that are still required.

I mean ever lots of 100 shrink wrapped, delivered to the polling place unbroken with every un-voted ballot accounted for is still very standard technique.  It’s taking hours of poll worker time to deal with that and as we move to posting PDFs of ballots online I think we have to figure out how to undo that expensive process that’s still in place in many states.


MS. MCGEEHAN:     Ann McGeehan.  That reminds me of an issue that our state is dealing with right now and that is the question is, when a ballot is e-mailed should it have a unique serial number on it and we’ve gotten a lot of comment on that because if you e-mail the ballot with a standard serial number on it, you’re going to jeopardize that voter’s secrecy when it comes back in.

So that may be something eventually that best practices I guess based on the experiment this November as far as -- normally that would be a requirement to have a serial number.  Now we’re rethinking about that.  Maybe it doesn’t get that unique number until it comes back.


MS. GOLDEN:
Diane Golden.  I have a whole bunch of stuff written on here that I’ll send to you but just in general, the overall thought is remote voting when it comes to accessibility is based on the assumption that people are using their own assisted tech to interact with either a computer interface or particularly telephone, fax.

The computer interface is a robust one.  Telephone and fax are not and there seems to be a very clear delineation about the differences there and I think you did that beautifully in the telephone section and didn’t do it nearly as well in the fax, but they are of equal problems because they are so limited in the interaction capabilities.

So I think something upfront needs to be said about the presumption that remote voting when it comes to accessibility, then you’re talking about typically people having their own, it’s their own adapted telephone, their own computer adaptations, et cetera and that puts a whole different flavor on the things and then treating this --


MS. LASKOWSKI:     It’s an excellent point.  We should emphasize yes, some of the choices are poor choices with respect to accessibility because it limits the accessibility upfront.


MS. GOLDEN:     Yes, telephone and fax are just not a robust option from the get go and have major problems and kind of go down hill from there.


DR. GALLAGHER:     Thank you very much, Sharon.  And now Brian will come up and give us an update on the kiosk pilot program requirements.


MR. HANCOCK:
Thank you Dr. Gallagher, Chair Davidson, the Committee.  It’s always a bit of a dubious distinction being the last speaker either before lunch or at the end of the day so I will do my best to keep us on our schedule.


I’m going to talk to you today about two projects we’ve been working on over the past year.  They are very closely related but also different in a lot of ways and those are the UOCAVA Pilot Program Testing Requirements and the EAC Pilot Program Certification Manual.


I’ll talk very quickly about why we developed the requirements and the manual.  We talked almost ad nauseum this morning about the MOVE Act and of course we saw the MOVE Act and that is why we began our work on the requirements to address those specific mandates.


The manual itself was somewhat different.  We began working on that document to address the needs of states who we heard from to some degree that require certification of any voting system used in a state whether it’s for a pilot program or for a regular primary or general election.


Commissioner Davidson this morning talked a little bit about what will be happening.  The requirements document itself was out for a 30 day public comment period earlier this year.  We are working on finalizing and revising the document to take those into account and at that point the document will be presented to the commissioners for final adoption.


At that point, as both Chair Davidson and Matt mentioned earlier, the EAC will voluntarily forward these requirements to NIST and the TGDC for your consideration in the development of any future UOCAVA guidelines work that you will be doing.  So we’re happy to do that.


I’ll talk first about the development of the requirements.  We start out with a Working Group of whom probably at least half are in this room today beginning with several TGDC members as you see, Paul Miller and David Wagner, a number of NIST staff whom you know, EAC staff, certainly FVAP staff who is very integral, as well as some other folks and two manufacturers as well.

We thought we needed all of their input to do a reasonably creditable job of developing this document and I have to personally thank all of the people on this list who gave their time and effort towards our project.


Let’s talk a little bit about the requirements.  The initial meeting in fact was almost exactly a year ago today of the Working Group whom you just saw.

One of the first things we discussed was that given the truncated timeframe, because initially we were thinking about getting these documents out so they could be used for the 2010 election.  That was a bit presumptuous I think given what we’ve seen since then but it certainly was our initial goal.

And so given those truncated timeframes and I think once the group knew the political and technical realities of where we were at that time, the group really determined that where we could go in the time that we had was for a kiosk architecture and that would really be best suited to our initial work.  So for that architecture we talked about the remote voting device having some specific characteristics which you see up here.


Number one, the device would not store information locally.  It’s really a dummy terminal.  All information would be stored on servers elsewhere, DOD PN and very importantly that the remote voting device would have a person attending to it so there you have the manned kiosk approach and this of course insures that physical security would be maintained for that device.  Also very importantly a paper record would be created and retained in these requirements.

During the course of the development of the requirements we really continued to come back to five major points of interest related to the requirements.  Those were cost and time, the use of a manufacturer declaration of conformity, the use of penetration testing of auditability, and the use of cryptography.


I’m going to touch on each of these briefly.  I’m going to save the issue of manufacturer’s declaration of conformity for a little later because it really coincides nicely with our program manual.


Let’s talk about cost and time first.  Certainly we always understood that the program needed to be rigorous but it also needed to be cost effective in order for manufacturers to participate.

The scope of the project timeline we thought was reasonable with a period of having a testing engagement of approximately three months roughly.

We did speak to Wiley Labs who are in the EAC and NAVLAP Accredited Voting System Test Laboratory.  They looked at a copy of the draft requirements and quoted to us a very rough estimate of approximately $300,000 for a three month testing engagement.  They also said that if time could be played with, expanded as you see to perhaps six months, the cost of testing could be reduced significantly.  Time is always a factor in the cost of testing.
Let’s talk a little bit about penetration testing here.  It is a requirement that the draft UOCAVA guidelines or requirements would have an EAC Accredited Voting System Test Lab put together an experienced penetration testing team to check the system for vulnerabilities.

I should say that the second bullet item, the penetration testing scope is much narrower then what you might be used to if you looked at the next iteration guidelines for open ended vulnerability testing.  We did this again with time and cost considerations in mind.

Open ended vulnerability testing is essentially what the term implies.  It is very open ended.  The team is allowed to look at whatever they want for a fairly extended period of time.


We think this group should be more focused given what we’re after and the team would be prioritizing its efforts in the testing.


Let’s talk a little bit about auditability.  Certainly a great deal of consideration and discussion in the Working Group was given to how we were going to achieve auditability in the remote electronic voting process.


For the draft requirements, the vote capture device is required to produce a paper record.  The requirements document states that the record shall be available for the voter to review and verify and shall be maintained for later auditing, a recount as specified by state law.


Of course as we know, paper records do provide that independent record of the voter’s choices, that they can be used to verify the correctness of the electronic record that’s created by in this case the electronic remote voting device.


Also a key consideration in the development of the requirements was the use of cryptography and in fact the extensive use of cryptography in all data transmission, vote data storage and communication waste.

The requirements state that all cryptographic functionality shall be implemented using NIST approved cryptographic algorithms, schemas, or use published and credible cryptographic algorithms and schemas and protocols but cryptography used to protect information that is in transit over public telecommunication network is required, we use the word shall there, to use a NIST approved algorithms or cyber sweep.


That was a quick rundown of the highlights of the requirements itself and it dovetails again very nicely into the Pilot Program Manual that was developed by the EAC staff.


That document follows the same general format and procedures as our current Testing and Certification Program Manual but it very clearly recognizes that at least we think at the EAC, that the federal certification framework itself should really encourage the voting systems industry to pursue technological innovation and experimentation as it relates to the design of future voting systems.


And again, the concept is to provide a quick and cost effective method to certify pilot program voting systems for use by states that require EAC certification.

And again just to reiterate, this would not only be related to any UOCAVA pilot programs that are developed but as a voting system manufacturer has any other idea for a new voting system to be used in regular elections as well, those types of systems could be put through our Pilot certification Program.


And I think an important thing to look at as far as an overview here is that the certification that would be given under this pilot program is a very limited time certification.  It would be from the date that the certification was issued until the end of a specific election for which that pilot was to be used.


Anytime these systems would be rolled out as a full fledge voting system, then they would be subject to the requirements of our full certification manual.


I’ll talk a little bit about definitions.  I think everybody would feel that the accepted definition of a pilot program would be simply a limited rollout of any new system in order to test it under real world conditions prior to an expanded use for a larger organization.


For voting systems I think the purpose of any pilot program is to gain really first hand experience with whatever new technology might be implemented for the pilot program election and then afterwards to evaluate how the system functioned and what were the benefits to either overseas voters as we’ve been discussing this morning, or certainly potentially domestic voters as well, either one.


I’ll talk about a few key changes to our manual because as I noted it’s a very limited certification, there is no real time for the decertification process here.  What we do have is a denial of certification potentially with an appeal process for potential denials.


We certainly want to accelerate the EAC review process in this.  Like everything else the pilot will need to be done quickly.  We would use approximately five business days to review test plans, hopefully ten business days to review the final test reports here.


I think some of the real key changes here are in the monitoring and reporting that would go on.  We developed two primary tools for assessing the level of effectiveness of the certification process.

One, manufacturer declaration of conformity audits and mandatory post election reporting by manufacturers.  Let’s just talk a little bit about the concept of a manufacturer’s declaration of conformity.  Again, going back to cost and time, the one way we felt would certainly improve time and cost would be to allow only in the pilot certification, the manufacturer to self-declare conformity to a certain portion of the requirements.


Now as I mentioned earlier the security requirements, the penetration testing, certainly basic TDP review and functionality would be done by the voting system test lab and their teams but to save time on some other areas, we thought that manufacturer’s declaration of conformity would be of potential use here.

It is used in other fields, in telecommunication in Europe I know it’s extensively used and it works fairly well.  Again, this is only for our pilot program.  It would not apply to our full certification program.


The one secondary tool that we would have is voluntary pilot program monitoring and reporting by state and local election jurisdictions participating in the pilot programs and certainly that was talked about by several committee members this morning.  We feel that getting information from the jurisdictions using our pilot voting systems would be key.


Let’s talk a little bit about the manufacturer declaration of conformity audit.  Under our program each manufacturer would be subject to the mandatory declaration of conformity audit during every single pilot certification test engagement.


The objective of the audit or general objectives are listed here, essentially to gather information and documentation to make sure that the manufacturers attestation agrees with the actual documented testing that they did for their system.

We’d review the documentation to determine the adequacy of the manufacturers own conformance testing and then we’d gather information and documentation to assure that the manufacturer would actually adhere to their own stated quality management system and configuration management system that they’re required to provide.


After that we would do a written audit report.  The EAC would do that report within ten business days of completion of the audit, certainly manufacturers that pass these audits would continue in the Pilot Certification Program.


However if the audit report finds that the manufacturers quality program or perhaps their product testing was deficient, or if the audit finds that the required records were missing, inadequate, or potentially falsified or fabricated to try to circumvent the EAC process, then I think the auditors would recommend that the pilot voting system be dismissed from the program, of course pending adequate resolution of the non-conformities found during the audit.

It would be difficult however because of the very truncated timeframes that we’re dealing with here so hopefully everybody would come out with a clean audit here.


Let’s talk about mandatory post election anomaly reporting.  Our manual requires that the manufacturers must record each anomaly that affects the pilot voting system during any election in which it’s used.


After that they would have to identify the root causes for each anomaly and implement corrective actions identified for each anomaly in order to move forward with any future efforts under our program.


We think that the reporting of these anomalies would allow the EAC to better evaluate the performance of their pilot systems under real world election conditions and to make recommendations for the future use of such a system perhaps in a larger, more widespread setting.


And that is it.  We did cover a lot of ground in a fairly short time.  I’m only a minute and 23 seconds late but I think we probably have time for a few questions if there are any.


DR. GALLAGHER:     We do since we’re scheduled for an early lunch.  So let me open the floor for discussion.  Paul.


MR. MILLER:
I don’t know if you’ve had a chance to do this yet or not Brian but I’m thinking about the questions what happens after the pilot program.  Presumably the pilot program is a prelude toward being able to accept this system full election production context.


MR. HANCOCK:
Or perhaps expanded pilots too.  I mean that is one other option.


MR. MILLER:
So would the expectation be then that this material, the feedback from the audit report and post anomaly reporting and so forth, be provided to the TGDC for the development of a full set of guidelines and what role would the testing and the pilot program take in terms of testing that?


MR. HANCOCK:
Well, certainly if we’re talking about UOCAVA pilot project as we have been doing this morning, I think that might be very valuable information for both NIST researchers and the TGDC to have.

The EAC is not shy about making pretty much everything related to our certification program transparent.  You know, those audit reports and everything else would be posted on our website certainly taking into account any concerns of the manufacturers proprietary data under federal law.  Otherwise it would be posted and transmitted to this group and frankly anybody that wanted it.


MR. MCDANIEL:     Pat McDaniel.  I just had a quick question about the metrics in particular for the penetration testing.  I was a little curious of what you were looking for in the penetration testing since this is such an abbreviated schedule.  In testing, what do you hope to accomplish in that short period of time?

MR. HANCOCK:
And we agree it is a very short period of time.  I do actually have some notes on that.  We talked in the meeting about the focus of the penetration testing team and I think what we have it down as is that it would be focused on and including but not limited to things like looking at the server, looking at the vote capture device itself, looking at local wired and wireless networks, and certainly any Internet connections that might in place.


And as you said, as I mentioned earlier, the testing effort would have to be prioritized and we discussed prioritizing the testing effort based on things such as the threat scenarios potentially for the system, remote attacks, take in consideration before in-person attacks, attacks with large impact before attacks with narrow impact being taken into consideration, and certainly attacks that could change the outcome of an election before outcomes that might compromise other aspects of the election.


MALE SPEAKER:     Just kind of a following question, so do you give any guidance to metrics for what makes a successful pilot program versus maybe an unsuccessful pilot program once you put it into practice?


It’s a question that speaks more to, are you providing guidance on how to design a pilot study such that we can learn something useful from it?

MR. HANCOCK:
I don’t think we have those type of metrics laid out.  If this program is used I think there will be enough data gathered for perhaps this group or others to begin to look at research and make those determinations separately from the program.


DR. GALLAGHER:     Did you have a follow-on Paul?


MR. MILLER:
I did.  The question that I had was would any of the work in this pilot program be counted or considered when it goes to a full testing regime, in other words reduce --


MR. HANCOCK:
Right.  We did talk about that a little bit.  I don’t think we’ve come to any conclusions and I guess it would certainly depend on what items were tested by the voting system test lab as opposed to what the manufacturer declared conformity to themselves.


I won’t make any hard and fast statements but certainly we would look at any testing that the VSTLs did for future certification efforts.


MS. GOLDEN:
I’m afraid I’m confused so bear with me.  So you’ve got this modified testing procedure thing.  Is that applicable only to UOCAVA kiosk concept?


MR. HANCOCK:
No.


MS. GOLDEN:
They are two separate issues?


MR. HANCOCK:
They are separate but the UOCAVA, potentially the pilot programs that we’ve talked about could be put through this Pilot Certification Program because as I said at the beginning, also any other new or innovative voting technology used in a normal election could also be put through this program so it really covers both areas.


MS. GOLDEN:
Okay, so they are two sort of parallel activities.  There’s the UOCAVA kiosk thing sitting over there but then there’s this modified demonstration assessment test.


MR. HANCOCK:
Testing and certification, yes, exactly.


MS. GOLDEN:
Okay, thank you.  I’m on the right track then.  Well, then you know where my question is, so where’s accessibility over here?  Actually where’s accessibility of either of those two activities but this contains kiosk things, we’re back to paper ballots and all of that issue so I kind of know probably where the problems are there but on this modified shortened assessment thing I didn’t see anything about accessibility so is it just off the table until it goes through the pilot and goes to the full blown testing?


MR. HANCOCK:
No, I certainly don’t think it could at all be off the table.  And again we’re talking about two slightly different things here, those related to UOCAVA as opposed to those that would be potentially be used in a full election.


If they’re used in a normal election there’s no doubt that they would need to meet the full requirements of the Help American Vote Act and any other accessibility requirements that would pertain.


MS. GOLDEN:
And I guess my question is, where would that come into the process?  If there’s this interim certification first as a demonstration would all of those accessibility requirements be applied in that interim and how long does that interim certification last before you got to the full blown?

MR. HANCOCK:
Right.  Again, the interim would last for a period of one election essentially from the time that the system is tested and certified until the end of the election, until the ballots are counted and any auditing or recounts, whatever might need to take place.


Again, the test lab would conduct its efforts in a straightforward manner.  Accessibility would be according to whatever standards were being used for that particular pilot effort.

Are you looking at the manufacturer declaration of conformity and concerned about having the manufacturer determine for themselves what is accessible and what is not?


MS. GOLDEN:
Well, I guess I’m trying to fit in my mind because what I thought I was understanding is there’s actually a scaled down, it’s a scaled down approach to the certification rather then being the whole VVSG and the full scale certification from -- if there’s that accessibility chunk in there, is it just part of the manufacturers self declaration, or is the testing lab doing something, or is it not even part of or is that temporary certification a scaled down version of everything?

The only things you talked about was the security and penetration and those things.  Is that what the test labs are doing and everything else is self declaration?


MR. HANCOCK:
Well, when I was talking about those things I was relating those to the requirements document, the UOCAVA requirements document.


Certainly what I will tell you is we got plenty of comments for the requirements document related to accessibility.  We are still looking at those.  I think we probably got over a 100 separate comments during that 30 day public comment period for that document and a large number of them looked at the lack of accessibility and showed us that we needed to do something about that.  Again, we’re working with those and we’ll make recommendations to the Commission before anything is adopted finally.


COMMISSIONER DAVIDSON:
Brian, this Donetta Davidson.  To help Diane, I’m not sure I’m going to help or hurt, but to help you, what he wrote his manual on is yes, for our pilots that we’re doing under UOCAVA, but also what future is out there that we’re unaware of.  So hopefully they would build in all the accessibility and everything else or it’s not going to pass.

So you see if it’s just UOCAVA it’s one area but we’re building the manual to take care of the unknown, the future, and so hopefully when they bring something in for a pilot we don’t have to say -- we don’t even have the manual set up.  We’re trying to be ahead of the game, being proactive instead of being reactive.  Does that help any?


MS. GOLDEN:
I probably need to look at the silly thing.  That’s probably my problem because I have not laid eyes on this thing and I need to do that because that will probably help me understand much clearer, so sorry.


MR. HANCOCK:
No, problem.  Thank you.  Yes, Ann.


MS. MCGEEHAN:     One question on the auditability because I’ve been serving on the subcommittee on auditability so I was curious about the decisions made there.

So it’s clear that it’s not acceptable as far as the paper record which I understand that there’s some tradeoffs because this is a special pilot.  Has the issue of secrecy of the ballot, like will these paper records be in ballot order as cast, or some of the other issues that we’ve been wrestling with on the auditability and paper versus electronic.

I was just curious, what has been the decision on dealing with those or are you just trying to move forward with the technology that’s out there so you can get this pilot out?


MR. HANCOCK:
As I recall looking at the requirements for auditability, it talked about things, the events that we need to see in the logs to be able to do the audit.  I don’t recall what that document actually says.  I’m going to have to go back, it’s a 132 pages.  I haven’t memorized every page so I’ll have to go back and look at it but I can talk to you about that.


COMMISSIONER DAVIDSON:     And also I think that depends on your state law because we felt like we needed to leave that somewhat open because the state that took advantage of this program, it might depend on that state how you would audit it also.


FEMALE SPEAKER:
Well, I was intrigued because this is the first time that becomes a requirement anywhere.  I mean some states have obviously imposed that locally as a requirement for paper records but it’s not in HAVA, it’s not in federal law so this is the first time I’ve seen it.


MR. HANCOCK:
Well, I mean it was certainly something that the work that the UOCAVA Working Group talked about.  Auditability was certainly a key element and given the point that we’re at, you know, paper was the way to go.  It was what we could all agree on as part of the full security of the system and auditability of the system but we did take a lot of things into account.


MR. WAGNER:
David Wagner.  I’m wondering if you might grant me the indulgence of a little bit of a tangent here.

I wanted to raise an item to the EACs attention for the future work that we do on UOCAVA related standards and that is that I think it might be useful for the EAC to consider having a certification program or some way to certify a voting system for use for UOCAVA systems as opposed to a full fledged certification for use in any context whatsoever, in other words limited to UOCAVA.

And to just kind of mention why I think that might be useful, as we’re looking forward to some of the UOCAVA voting systems, I think we’ve heard from Bob Carey and from others that the level of risk cure that is taken on by some of these systems depends on for instance the number of voters who use the system and thus how attractive a target it might be.

And so I can imagine that I expect that some of the issues in writing requirements for UOCAVA systems may be eased if they are written for voting systems where the certification would be limited to UOCAVA use.

In other words if we knew that the voting system was only going to be used for UOCAVA voters then that reduces the level of risk and makes it I think potentially easier to write a set of requirements then if we’re writing requirements that the voting system could receive full fledge certification and we have no idea, it might be used in any context whatsoever, may be not limited to UOCAVA systems.

So I realize that this is outside the scope of what the TGDC does, the certification processes are the EACs purview, but given Brian’s description of the innovative and I think positive work the EAC did to establish a new certification program for pilot programs and a separate handbook for pilot certification, that this might be something for EAC to look at proactively about whether it makes sense to have some kind of a certification program or certification category that’s limited to UOCAVA systems.


MR. BELLOVIN:     My apologies for coming in late.  I had another meeting that I had to walk out of to get here.  This is Steven Bellovin.

My apology if you’ve covered this but given that this is a pilot, given that it is an abbreviated certification as I understand this from looking at the slide, and given that there is going to be a paper trail, are there any plans for post election audits counting of all of the paper audit trails across all the races and making sure that the totals add up to see if it’s actually working properly?  Especially in a pilot, that would strike me as a good idea.


MR. HANCOCK:
That was not part of our pilot program.  Certainly states would be free to do that, states that wanted to implement that pilot would be free to do that if they wished so there’s nothing that would prevent that from happening.


DR. GALLAGHER:     Questions?  We’ve reached another break.  The afternoon is devoted to a very different kind of discussion.  Instead of a status discussion what I hope to have is a much more active dialogue with you about this risk assessment framework and how we might use it.

And so since the rest of the afternoon is dedicated to that, let’s take a one hour lunch break and reconvene at 12:45 p.m. and we’ll make that adjustment in the afternoon schedule since it’s those two discussions.  And the cafeteria area, as you exit here if you’ll turn left you’ll see an entrance to our cafeteria on the right.  That’s where they have us set up for lunch.

(Adjourned for Lunch)


DR. GALLAGHER:     So let me go ahead and begin the process of calling us back to order.  It’s always a little hard after lunch.

I’m going to actually either help or hurt, Matt, sorry, by making a few comments from the Chair as we sort of set up this next session.


One of the things I’ve been doing at NIST is leaning hard on the NIST team to really rethink our approach on our efforts within the context of HAVA and the reason I’ve been doing that is probably influenced by my own personal background which as you all know has nothing to do with voting.  I mean I’m the rookie in the room here.  I don’t know anything about it.  I managed a nuclear reactor here on the Gaithersburg site.

And so my context is thinking about risk management and I think what makes this problem so interesting to me is one, it’s incredible national importance but also the fact that it’s a confluence of things that we’re trying to optimize at the same time and underpinning the whole thing is that we all see that technology can play a key role in basically advancing these various goals we have.

So what are the goals?  Well, the goals of course are

to allow any eligible voter who wants to participate in our voting process to vote and that brings in accessibility, and by the way to vote correctly to protect their confidentiality.  And then once they have cast a vote that the integrity of the system properly turns that into a correct voting outcome.

And of course we’ve broken this down into a lot of different pieces and one of the things that maybe as a technology agency we understand very deeply is there’s rarely a perfect technology and we don’t solve all of these issues at the same time.

And I think that’s very clear in this case, that if you look at a paper based technology versus an electronic computer based technology versus a machine based technology, what in fact is happening is various tradeoffs of different types are taking place.

And this Committee was assembled carefully to bring together representatives that can bring these different viewpoints to the table and have this mixing and discussion take place so we put the best possible technical guidance together for the EAC.

So one of the things that I’ve been leaning on the NIST staff about is that one thing NIST does very well in other arenas is we help folks discuss risk and give them a framework for having the discussion and Bob laid this out very clearly this morning, you know, risk is probability times consequence, that’s the way we typically think of these things.

And in fact what’s happening in real life is that somebody is going to purchase the technology and use it and by virtue of the capabilities of that technology and how they use it, they will have accepted certain levels of risk because of the limitations of those technologies.

And Bob made a very clear case in the case of UOCAVA that some of these accepted risks are high and my concern is that I would like to make those risks explicit in our discussions because if as a technical working group which is what this Committee does, we’re being asked to provide and basically develop standards, we are doing that against some sort of goal.

If we have to build in zero risk in whatever we put forward, we’re going to jam up every time we try to move forward on an issue and so we actually need as a Committee a framework for, if we do this, this gets better but this gets worse and how do we understand that and have that discussion.  
So we certainly had a lot of discussion with the DOD folks and with EAC in the context of UOCAVA because in my again personal opinion, what was happening is we were willing, and I think David you mentioned this before, you’re basically willing to make a tradeoff perhaps in some of your security goals to bring in this voting block that would otherwise have a very difficult having access into the process.

And and the question is can you make this sort discussion explicit and one way of doing it is that there are these risk models and so where you’re going to hear from today from Matt is based on what NIST does in a different realm.

NIST has another responsibility.  Within the federal government, NIST develops the IT security standards that all federal agencies with the exception of the intelligence community, the national classified information, have to use to protect their systems.

And it’s very interesting how NIST does this.  We in fact don’t say agency X you must do the following things, so that’s not what happens.  What we say is here’s a risk framework, agency you go evaluate your system against the risk you’re willing to accept and once you’ve made that decision here’s the list of controls that would apply to that type of classification.

So we give them a mechanism for both making a decision about acceptable risk and the controls that would allow them to achieve that and I think you will find that very interesting.

And Matt has actually gone farther and sort of started to extrapolate how this would look in the context potentially of voting.
And my hope is and that’s why we’ve left you so much time, we’re either going to have a very short afternoon or we’re going to have a great discussion so it’s going to be kind of up to this group.

I see this as potentially a very important tool and what I’m really looking forward to is a very active discussion, how might this look in this context, how useful would this be, and what are the possible consequences if we use this tool because potentially there are some, and we know we will benefit a lot from that kind of discussion.

So I know you’re going to enjoy this.  Matt and Sharon have thought a lot about this and we hope that it provides potentially a very useful tool to let us try to optimize in fact all important goals, how do we increase accessibility to different voting groups, how do we insure the integrity of the voting process, how do we insure the privacy and confidentiality of voting, all of these different goals that come out of this, it gives us a framework for understanding what we’re doing.

So with that longwinded maybe irrelevant introduction, let me introduce Matt.


MR. SCHOLL:
Good afternoon to the Board.  Thank you for asking me to speak on this and thank you Dr. Gallagher for the introduction.  That was an excellent type of framing of hopefully what we’ll discuss this afternoon.


I think I’ll just go to my last slide but I’ll walk us through a little more specifically.


So what I’d like to discuss with us this afternoon, basically the purpose statement was I think very well framed by Dr. Gallagher as far as why we’re having this discussion.

I’m going to take a little bit of a deeper dive on what this risk methodology is, that’s been built, and then as I do this deeper dive both trying to normalize on some terms so that we all have some common understanding, I’m also going to then drive it through a voting use case in the context of security so we can see how this would be applied to this type of environment.  So those are my goals for this afternoon.


So here we go.  The methodology that we’re going to discuss is based on a set of standards and guidelines that has been developed by NIST since the advent of the Federal Information Security Management Act in December of 2002, which charged NIST with developing a risk based approach to providing security for federal information and information systems for developing their security programs.


As we’ve built out this standard and guidelines set which comprised the risk management framework, we had some recognition of the interconnected world that we live in so we opened it up and very recently have started a very large collaboration with both the Center for National Security Systems, the CNSS who has the purview over the intelligence systems, as well as the DOD.

So now this risk management framework is standardized both in the CNSS community at NIST with the federal civilian agencies and within the DOD so we’re all using the same approach and we’re all trying to standardize in the same security type terminologies.


Overall this would be the goal.  The risk management framework which we’re looking at is a methodological disciplined, repeatable process that used to drive to a requirement step, be those requirements security, auditability, accessibility, usability, or any of the important scopes which are relevant for your system.

It’s done in the context of a systematic approach with flexibility and those end security requirements and how they’re applied, and the technology decisions that are done in the context of the larger system and then it’s used to assist in making these risk based decisions that need to be made, how much risk is enough, where are we or where are we not accepting risk, and what does it mean in the acceptance in those places.  So this is purposes of the framework.


I will discuss in context of security and then Sharon will follow on and talk about it a bit in the usability phase.


I’m going to discuss a little bit about this risk methodology and I’d like to start on just defining some key terms that we use within the methodology.


These are pretty standard.  I’ve think you’ve seen these a couple of dozen times here, the confidentiality, integrity, and availability definitions, kind of three tenets of security that we try to look at.  I believe Andrew discussed these a little bit earlier so I’m not going to go deep on these.


The word risk has been used a lot today in a couple of different contexts but I think we’re pretty much all harmonized on this.  Sometimes when it’s discussed in different application areas we use the word risk to mean different things.  Sometimes there’s business risk, sometimes there’s safety risk in the healthcare environment.

In IT we like to define risk as a comatorial effect of likelihood threat as well as an impact and existing vulnerability so the existence of those factors need to be there in order for a risk to exist.  And again, this is just a definition to help normalize on this discussion.


And so how we start in the risk management framework is looking at potential impacts and what we want to do is in the understanding that sometimes an architecture is not yet specific enough to understand what the specific vulnerabilities of that architecture are in the complex, ambiguous, and sometimes uncertain environment of the threat after, but yet a much better understanding of the technical aspects of the types of attacks that a threat may employ, we found it beneficial to look at establishing baselines of security against what the impact is to the loss of one of those security objectives of confidentiality, integrity, and availability.

And I’m going to kind of deconstruct this now and walk through it a little bit to attempt to make this a little clearer about how this applies for risk impact against a security objective when looking at the impact to the loss of the confidentiality, integrity, or availability of the information.


So let’s start to deconstruct this a bit.  The first thing we like to do is look at information types.  These are example information types.  We don’t portend to believe that these are necessarily complete or even correct and we would have to work with the TGDC to make sure that we fully understand all the different types of information, what we call information types that are used in these various systems.


This is an important first step in order for us to insure that we focus on securing information.  We apply technologies.  We apply security against people.  We use managerial controls.  We use operational controls as supportive tools in order to secure the information.

So we never secure a system for the sake of securing the system.  We secure a system in order to assure the security objective of information.  So from the IT perspective we look at the information, we want to insure that we’ve got a correlation and a traceability to the understanding of the impact of the loss of the security objective against an information type.


So what we would need here as one of our collaborative pieces of work would be to work with the TGDC to understand what the information types are and where they potentially exist within the different architectures that are being proposed.


When we look at threats, there’s a lot of different ways to look at threats and some ways were discussed earlier today.

In this framework we are concerned about what we would call threat actors and we are concerned about threat actors in the context of their motivation so that we can understand what would be an effective control in mitigating that but our focus again is on the types of attacks and the impact that a threat would have.

So we look at things like loss of ballot secrecy, incorrect ballots, tabulation reports, not being accessed, these are examples of confidentiality, integrity, and availability impacts.  And again, we don’t portend that these are correct or complete.  These would be another area where we would work with the TGDC to flesh this out, to make sure we’ve got a decent representative sample of them.


Okay, so now what do we do?  When we start to collect this data in order to drive down to a security requirement stack, we want to start to correlate this information.

So we have our security objectives there on the left side, the CIA.  We look at the CIA against the information type so even though that slide here says confidentiality voted ballot, what we want to do is look at the confidentiality, the integrity, and the availability of a voted ballot and then look at it in the context of the impact should there be a complete loss of one of those security objectives.  What is the impact?

So let’s talk about impact and what we mean by impact because this is a nuance and difficult concept across the board in any scope that tries to apply this.

So we’ve had much and significant debate internally about how to slice up impact and after some significant discussions and some outreach to the communities and some workshops, we came up with something as simple as we could yet still maintain somewhat meaningful definitions and we came up with just three levels, high, moderate, and low.

Now when you look at high, moderate, and low impacts we need to look at it through a couple of different lenses.  You look at the impact to the mission.  What is the mission that the system is trying to achieve?  What is the goal?

If an impact to a data type, an information type were to occur against a security objective, so an information type loses confidentiality, an information type loses availability, or an information type loses its integrity, what is the impact to the ability of this system which is using, processing, storing, or transmitting this information to accomplish the mission?

If it is a catastrophic impact the mission will not be accomplished.  It’s generally a high impact area.  If it has a serious or adverse affect you will go into a degraded mode of operation.  It generally is considered a moderate impact.  If this is a supportive system for which there are affective contingencies in place that will allow the mission to occur without significant impact to operations, we consider this a low impact.  So that is a mission view ends of impact and there are other lenses to apply.

In some of the other mission areas which may not apply here, we look at health and safety.  So were this an FAA system and there was an impact to a security objective on an information type, would this be a safety issue and what is the potential for harm, loss of life, or damage?  That also gets looked at impact levels.

We like to look at potential financial impacts and then what is that financial impact to the accomplishment of the mission.


And another item to look at is reputational and what is the reputational impact to the organization which also may have a direct impact on the accomplishment of the mission or the future accomplishment of missions when you look at an impact of a security objective being compromised against an information type.


So this is an extraordinarily important first step after we’ve identified our information types because this understanding of impact levels, that will be the next step drivers that will allow us to establish some baselines for common requirements in this case for security.


So you will end up with a baseline of security which can be applied to different architectures or different technologies that is traced back to a risk decision on what is the impact when there’s a compromise to a piece of information and this is an important starting point, this is an important decision point.


So let’s go to our next slide as we deconstruct this a little further.

It is helpful sometimes to assist organizations who are making these impact decisions and coming up with examples or criteria for high, moderate, or low against a security objective when looked in the context of an information type.

This is another place where we anticipate working very closely with the TGDC to insure that these examples and/or this criteria, which we may provide also for use would be something that is correct and balanced.  We hope to work with you in the future to insure that we get these kinds of tweets at the correct levels.


So as we move down into our steps here we looked at the security objectives against the information types in the context of threats to help us understand some potential ways that these information types could lose their confidentiality, integrity, and availability and then we provide some criteria or some examples in the different impact levels to help people who will be making these risk decisions frame their thought processes about where should I be, what impact level should I be selecting or looking at for this data type based on my architecture.


So we’re going to deconstruct this even a little deeper to show how we then drive this two level matrices into a three or four level, we might even get time in here to look at acquiring some security requirements.


So I’ve got this top level highlighted here just to show that I’m going to peel this layer out as my example set to show how we can use this as a use case and give a little more visibility on how this is conducted.


So we look at the information type of voted ballot which is an example.  Again, we plan on working with you to make sure we get the information types both correct and complete, and we want to look at in the context of the security objective of confidentiality.


So I peel that layer out and this is pictorial of what it would look like.  So we look at the security objective of confidentiality.  We’re going to look at the confidentiality of the information type of a voted ballot.  An example of a catastrophic loss or a loss of confidentiality of a voted ballot might be a loss of ballot secrecy.

And there’s three ways to look at this based on what the impact is to the mission, what the impact is to the reputation, what the impact is to the organization, what the financial impact is to the organization of a loss of confidentiality to the voted ballot to low, moderate, or high.


So let’s drive into what a moderate impact example might be.  We’ve gone kind of as far as we can in an abstract method.  When we start looking at what we call the security controls phase now, getting into some other more granular requirements for security, we need to make some architectural assumptions.

We need to take a look at it in the context of how this system is going to be built.  Some architectures, some environments will preclude themselves to certain types of security controls and some won’t.

Within the different types of architectures, that will definitely drive the different specific selected security controls but with the understanding that those controls all map back up to the same moderate impact level.

So the risk decision of moderate for the information type is the same but the specific control sets that are applied in order to achieve what is considered to be a moderate level of protection which provides you some scalability for applying security, that moderate impact decision would be the same.  So you’ll have different controls, same risk decision.  Those different controls are driven on the differences in the architectures.


So where do we get these controls from?  What is the origin of them?  At NIST we have a document, it’s called Special Application 853.  It’s the NIST recommended security controls for federal information systems.  It’s also called the Information Security Control Catalogue.  We like to refer to it as the Sears catalogue of security controls.


This control catalogue is also reflected verbatim within the CNSS community, the intelligence community who also has harmonized and we have harmonized with them on this document, as well as within the Department of Defense.  So NIST for the federal civilian agencies has 853, CNSS instruction 53 is their version, and the Department of Defense has the Dorim version, all of them reflected.


Within the catalogue we have it broken out also by these impact levels, low, moderate, and high.  And at a high level we have these families which are used, we call these security control families, which are used to group the different areas of security control for consideration and one we’ve kind of underlined there is audit and accountability because I know this was one of the significant scoping areas that was discussed today.

so we have a separate and distinct chapter where we look at a scalable low, moderate, high approach to both audit capability and the ability to maintain accountability of actions on the system so the control set comes from there.


So this is a pictorial of how then this would be built and/or used by someone who wishes to use this approach.  So I’ve got this kind of expanded Rubik’s Cube here and on my left you’ll have our security objectives against an information type in the context of a threat or a criteria to help us format or frame a thought against the impacts.


When these things get filled in they kind of look like this, and then down the back and the sides the individual security controls would then be called out which are tailored as specific as possible to an architecture that would allow a designer or an implementer to select a baseline of security against an impact that could occur to an information type.


Now the specificity of the security control itself, what’s kind of referred to sometimes in the requirements word as the illity, the testability, the specificity, the repeatability of that security control is dependent on the specificity of the example architecture to which it will be applied.


Initially in the 853 catalogue these controls are at a bit of a high level and they do require some further tailoring and scoping to both the environment, the architecture, as well as a second set of localized risk assessment which should be applied.

So again this would be a methodology for understanding a baseline that is established with a level of specificity commensurate with the level of specificity of the associated architecture, which can be traced to a risk decision which is leveraged against an understanding of what the impact would be to an organization should there be a loss of a security objective against an information type.


Now this is a pictorial example to help us understand.  There’s many different ways to present this information to someone who would potentially use this construct and we have some open source data feeds and databases as well as some other tools that facilitate this type of process to drive to this type of requirement.


So in order to conduct this work we would continue to work with the TGDC to as I stated earlier insure that we have these information types correct, to understand what the threat space is from an attack perspective, what are the attacks that we anticipate, as well as what are the impacts of those attacks against those information types.


We anticipate continuing to work with the TGDC to refine these security controls and these baselines.  As the architectures mature, as the localities and organizations are more understood that may apply these, we can then also bring in a localized risk assessment to enhance the baselines so we anticipate continuing to work in those areas.


It’s a traceable process so you can look at the security control which has been selected against an architecture that can be traced against protecting information which can be traced against the risk decision which is made.


So this is still a bit of a high level view of the process and how it’s used.  It’s used across the federal government right now for driving security requirements for federal information systems.


I believe the next slide is the end of my presentation here and then we’ll go to Sharon and after Sharon presents I’ll be happy to take any questions or comments.


MS. LASKOWSKI:     I’m going to brief my ideas on human factors in the framework.  So obviously I’m not from the security division so my challenge was first since I never used this framework or seen it, was to understand enough of it to then explore some possibilities of how it could be expanded and/or modified to include usability and accessibility, the human factors as part of the process.


Presumably we’d like to apply the risk management framework to allow election officials to make policy decisions that include the accessibility and usability considerations.


The goal here is to expose and I emphasize the word expose the tradeoff in architectures across accessibility, usability, security, auditability so that will clearly call out given an architecture, what you get in terms of accessibility or usability or what you don’t get and to make those very clear.


So before I go into my next slide, you heard Matt talk about information types and the impact is always on the information types and I think it’s fair to say that’s where the analysis starts, is you’ve got to get the information types and then put in the framework.

But when you’re talking human factors, we’re not talking about data or information.  We’re talking about human beings interacting with the system so that puts this is a different spin in the framework, hence my challenge.  And again, these are just my high level thoughts.  I’m trying to wrap my head around this.

So the process that Matt describes requires identifying accessibility and usability objectives and their impact.

So some example objectives for usability and accessibility in voting systems are things like all voters are able to vote as they intend.  All voters can vote actively without the need for assistance.  Voter privacy is insured, and again I’m not talking about the privacy of the voter data, I’m talking about the privacy when the voter is interacting with the system, in other words privacy screens or being able to submit your ballot independently.

And just to think about poll workers also because they’re part of the process here, can the poll workers manage the process effectively given an architecture?

My next slide is going to look at each of these example objectives and look at some example considerations associated with those kinds of objectives.


Each objective has some considerations and I will use the four examples I gave you of how I derived these considerations.


So for example, voters are able to vote as intended.  Well, considerations in a particular system is that the usability principles and best practice has been applied to an implementation of that architecture, universal design, use of plain language, consistency in the navigation of the ballot, what about voting without assistance.  One consideration might be to really get the largest population of people with disabilities, is to really consider the use of personal assisted technologies.

What about voter privacy?  One consideration there is that verification and ballot submission is accessible, can be done by the voter.

What about poll workers and ease of use for them?  So one consideration of one tradeoff might be if you’ve got a voting system architecture that includes accessibility as part of that electronic system and not have two electronic systems, that might be easier for poll workers to manage.

There’s been cases now where the acceptable system gets set up in the corner and the poll workers never learn how to use it.  Someone who’s blind walks in and they say we didn’t even know how to turn it on, sorry.  So those are the kinds of considerations when you look at the interaction types that you consider.


So the other thing we need to look at in addition to objectives is impact.  So here I list three possible three impacts and they’re just examples.  Societal impacts, our society recognizes the need to accommodate individuals with disabilities.  We’ve got state and federal laws for accessibility.  That’s another type of impact.

There’s also impact on the election results.  Poor usability causes errors in voting and casting the ballot and there’s a lot of cases from past elections where poor usability contributed directly to problems in the election starting with the butterfly ballot.

Most recently in South Carolina there’s been some discussion, I found interesting, (unintelligible) you might get an interesting kind of usability analysis and no data to back it up because you’d have to do some experiments saying that the contest in question came at the end of the ballot.  The person that won, his name was first.

The electronic system is one that highlights in red your under-votes which often compels voters who would have just let that under-vote alone because they didn’t care about that election, to get rid of the red on screen.

And the voting system that I used to vote in my county, in fact even though I know of this issue I want to get rid of the red on the screen.  That all could have contributed to the surprise in that particular election.  Again, I don’t have any data to back it up but it’s interesting to look at.  So we do know that there are a number of examples of usability problems currently.

Some of the data that we have collected in developing some of our usability benchmarks show that even highly educated people told how to vote with a system and you get rather surprisingly high errors in terms of being able to vote as instructed actively, even with a review of the ballot.  They don’t catch the errors and even some problems in actually hitting the cast ballot button to cast the ballot.


So let me do some of my thoughts on this.  So what do we expect the outcome of putting human factors into the framework?  Well, we’d hope that this process will call out clearly and explicitly the human factor issues.

One thing we have to keep in mind is normally we don’t think about risks in this context so the risks here are very different then security risks because they occur at the individual interaction so it’s a little slightly different definition of risk.

One hopes that the results of getting this into the framework properly will help this identification of tradeoffs between architectures that will affect the impact that we care about.


Another difference with respect to impact, we talk about whole scale threats versus a localized threat and widespread compromising the software is a much bigger threat, but you count numbers of people with disabilities affected, those numbers are small so we probably don’t want to count risks there if we do believe in these other kinds of impacts that I’ve outlined and I’ve already discussed that.

By not paying attention or if we call out hopefully we’ll be able to see that one architecture might -- or not paying attention to the usability and accessibility might result in an increase number of voters who did not vote as intended.  But again it’s at the individual interaction level so it’s not as explicit.


But what helps in this framework is that any compromise in accessibility and usability would be easy to identify and then control for.  I don’t have thoughts on what the controls would be because as I said I’m just starting to look at this architecture so I’m not sure what control means in this context yet.


And this is just a summary slide.  So overall the past four were summary slides for both of us, is that NIST and the TGDC work together to develop a robust framework covering these areas that we’re interested in and then hopefully get some people to try applying the framework and making this a policy decision.


So I guess Matt and I and the rest of team can take questions now.


DR. GALLAGHER:     Thank you.  Before we start and (unintelligible) comments, this is always dangerous when we take an advisory committee and show them a work in progress.

This is not designed to say this is what it should be.  This was really designed to show you something with this very active discussion and deliberation happening within NIST and I actually think a much more useful input certainly to us, is to hear your candid reaction to this in terms of what we can do.

The other quick comments I had about this is that as we have the discussion I think that this risk assessment can work in different ways.

So one way that this could be a valuable tool is in how this Committee works.  So for example if you think about what we just heard, a voting system can actually be broken down into two analyses that have to be done.  One is about the information types that are in there and you analyze loss of security goals against those information types.

The other one is basically human system interfaces and you analyze the risk against the loss of usability or accessibility goal on those interfaces.  What that would allow us to do is that what happens of course in practice is that to address let’s say a security vulnerability we do compensatory measures and start adding, well, software independence is a good example to address what type of security issue, you put in a parallel technology.

What this would force us to do in terms of as we work in working groups, is when you add that new technology class you have to go back and analyze what the consequences of that control are because it could have changed an interface and now you’ve introduced possibly a loss of an accessibility goal.

And so it would give us a tool internally to have and put on the table as we talked about at the last TGDC and really have the security, usability, accessibility vector sort of optimized at the same time.

The other place that this tool could be very useful is the interaction of the standards that come out.  The officials in the end make the decision about how much risk to take.

One of the concerns I’ve had is that if all we do is say here are the standards, we’ve basically made the risk decisions for everyone and in fact there may be variations in the level of accessible risks in these different areas and this one size fits all may in fact be a real problem and so what we do is and it appears to me we do (unintelligible).  UOCAVA is different, we’ll explore that and what you’re doing is a different tradeoff potentially in that case.

So the other place this tool could work is that basically it says as a technical committee here’s how to think about risk and here’s how to do this.  Once a decision is made by the officials it will actually by and operate those systems, then we know the risks they’re willing to accept and then we say look here’s our guidance in terms of how you can achieve those goals.

In other words, here are the types of controls that will allow you to reach that objective and the controls may be there, and by the way the answer may be there is no available technology that will at this time allow you to meet those goals.  So it gives us a way to actually operate in the space where we’re dealing with changing technologies.

But that’s all hand waving and that was sort of the intent so let me just open this wide open for discussion.


MR. WAGNER:
Dave Wagner.  I have a couple of comments.  I think I’m hearing a pretty strong disconnect from what our Chair’s proposing and the particular proposal in the talk from Matt.

So I like the idea of being explicit about the tradeoff between the goals we’re looking for and I think that’s a good suggestion.  I’m not sure we need this framework or that this framework is going to add that much and I think we have tried to be explicit about that although it would be good to continue on that.


Some feedback regarding the specific proposal that I think I heard in Matt’s talk, let me repeat what I think I heard and then I can give you the feedback.


I think what I heard was there’s some NIST folks who have this thing that’s risk management, a framework that’s been applied in many contacts throughout the government and the proposal is to apply that to voting and to see what they come up and hoping that they come with new insights or that that might be some break ups in log jams among the TGDC.


My feeling is I do not think that that’s a good use of NIST time.  I don’t think that that’s going to lead to new insights.  I don’t know how familiar the folks in the risk group are with voting but there’s been quite a lot of work already on understanding and cataloguing what are the lists of the risks and what are the potential impacts of those risks.


So to give the background for folks who aren’t familiar with this risk management, risk framework that NIST has, the way I would characterize it, my impression is that it’s basically a tool to help folks who have an information system, haven’t begun to think about risk, get started figuring out what questions to ask.

If you have not thought about risk and now you have to think about here, are some categories to make sure you ask some questions, and it’s especially useful for folks who maybe security isn’t their primary role or this isn’t what they do every day, so think of it as a type of vocabulary, a high level structure to get you started about making sure you don’t leave anything out, okay.

And then from there that will help you devise a list of some things that you need to then go look into in detail and once you get to the substance of your application then this framework is no longer going to be helpful, helpful making sure you don’t leave anything out basically.


Well, in the voting arena I think we already have a tremendous amount of work on risks to elections and so we have an extremely thorough catalogue if you look at the literature of many, many potential risks and for each one what the impact could be.


So I’m not convinced that we need help coming up with that catalogue or that we need a new framework to do that because we’ve already got that.  So that makes me skeptical about the value of this.

Where the stumbling block I think you run into if you want to try to quantify the risk or compare it to risk, or say risk A versus risk B, should I accept them, what you’ll find is that some of, at least the security risks, are very difficult to quantify.  We can understand what the potential impact could be, what the worse case impact can be, okay, that’s no problem but figuring out what is the likelihood that a security attack will occur is something that’s very difficult to quantify.


There is very little objective basis for that.  You very quickly get down into subjective impressions and you know, kind of personal opinions and sometimes the likelihood of an attack occurring, I’m not even sure that’s so well defined, that it’s not really a probabilistic notion because that’s up to the bad guy or the adversary whether to carry out their attack.

It’s not like Mother Nature where you can ah, cosmic rays will but the bit in my computer with a particular probability or the chance of a hurricane hitting this year are 1 in 20 or something like that.

My feedback in summary would be I don’t think it’s a good use of your time if I understood the proposal.  It’s possible I might not have understood what the proposal was.


MR. MCDANIEL:
Patrick McDaniel.  I just had a little bit of feedback on it and a question about the process.

A lot of the threat models you were talking about, there’s a real challenge that happens when you move from identifying what the object you’re protecting is and what the security goals are, and the actual threats that are against that object.


For example, I think we talked about ballot integrity as one of a prime example of an object we want to protect but if you think about, I know you probably went about six different places where you can affect the integrity, on the initial acquisition, stored on the (unintelligible) computer, operated on the (unintelligible) computer as it transmitted across the network, as it’s stored at the server and as it’s counted, and potentially the auditing process.


So each of those represents an entirely different set of challenges from a security perspective and you need to be able to tailor -- you know, I don’t think there’s like one thing you can pick out of that column that’s going to solve the integrity of your ballot.  It’s entirely contextual on where you’re trying to protect it and at point and in particular from what adversary.

So I think it’s a good as Dave pointed out, you know it’s good exercise in sort of getting started but once you start going down in the real systems this kind of easy to apply a single category has not faired particularly well historically.


MALE SPEAKER:     I think I can summarize what you said but security is a systems property not a property of any one component.


DR. GALLAGHER:     Let me ask just a question to stimulate some follow-up, and David I think this comes to you.

So if the situation in the voting systems arena is that we really understand these various risk categories pretty well, the question I have is the following.  We’re also talking about the electronic systems where in fact you’re bringing in all of the generic risks that are involved in using Internet based technologies in some of these cases.

If they’re well known in the context of voting, I have a hard time understanding why I see decisions being made that to employ what I would consider to be very risky technologies, unencrypted e-mail for example for the full cycle.  Was that a deliberate risk choice that’s being made or is this a case where they don’t understand the risk consequences of these technology choices?


MR. PALMER:
Don Palmer from Florida.  To answer your question, I think that decisions made on the use of

e-mail, or fax, or return of ballots, as we stand now we have what 7,000 jurisdictions, we have the states in the union, each makes policy decisions.  I mean they’re making a policy decision because these are their voters.  They see it as their voters and these are the ballots that they’re transmitting and they’re receiving back and so they make that decision.

You know, listening to Director Carey earlier today, I can understand his concern but he sees his role probably as -- you know, he’s met with DOD.  This is a system that he is going to create or a Demonstration Project.

We may see it a little differently.  I see it more as DOD facilitating the states but when you talk about DOD getting involved and they see this as our voting system, all of sudden sort of the strategic interest or the concerns about direct attacks against this point in server if it’s located somewhere, I think it then becomes more of a concern.

Obviously the states, this was not a concern of theirs in many ways.  Their concern is accessibility of their voters.  Fifteen percent of military voters not being able to vote, any class of voters with percentages that high would be unacceptable.

And we saw what Director Carey said about the problem, that it is the return of the ballot, that is the problem and it’s even more of a problem for those that are at the last mile, getting that ballot back to the state.

And so I think each state does look at the security issues involved because it’s now more of a public issue but I think that states are making individual policy decisions, as I have these voters that need to be able to vote, that have the opportunity to vote.

And I think DOD, and NIST, and TGDC, our goal should be to sort of understand what the risks are as best we can, some of this may be classified, it’s possible, understand the risks as best we can and use the technologies we have to sort do the best we can understanding the risks as best we can, coming up with a system that mitigates the risks.

So I think that in many ways this is state driven and it gets back to the unencrypted e-mails.  It’s state driven.

The DOD obviously now because they’re getting involved, I think the interest is higher.  If we’re going to be on the hook to sort of run this system we have to be concerned about the security because the onus is on us versus the states.


MS. MCGEEHAN:     Comment on the risk framework, I think we do need to look at risk.  I think where we have gotten into some log jams (unintelligible) if we’re only focusing on security or we’re only focusing on accessibility, and that’s kind of where we are in the auditability subcommittee right now, I think it’s something that we’re kind of skirting around.

EAC has commissioned one risk survey, the (Unintelligible) survey which perhaps it can be used.  I don’t know which framework should be used.

We’ve heard Director Carey today talking about commissioning yet another some sort of risk assessment, maybe it’s just limited on Internet voting, but I think we really need to look at the voting system as part of a whole framework including all the different systems.

If we just look at electronic -- so I see that this goes beyond just the UOCAVA voters, but we need to apply this to everything we do when we set standards so I do think there’s value here and I think that we’ve got to look at likelihood.

We can’t just say that this could happen.  We don’t do that anywhere else in elections so to only do that in realm of electronic and say yes, there’s a really bad guy out there that’s really smart in computers and he can manipulate something, in theory it’s possible.

I think we also need to look at the likelihood of that as well just as with paper ballots or optical scans, you could have really evil election officials that get together and mark those ballots up after the fact.  These things happen.

My point is we do need to look at it in a framework.  We can’t look at it in isolation.


MALE SPEAKER:     So I’ like to begin by saying why Dave Wagner is wrong and then say why I think he’s right.

(LAUGHTER)


It is true that we have a huge centuries long understanding of risk and we’ve seen both Boss Tweed, and Mayor Daly, and all kinds of fairly notorious people manipulating elections over many years.

And within state election offices and county election offices, though individual people are rarely there for longer then one lifetime, there’s an oral tradition that carries on through election workers that has a long memory of things that went wrong and things they have to look out for and that’s valuable.


But it poses a problem and that is it tends to overestimate the importance of the risks that had a big impact sometimes a generation ago, and there’s tendency to underestimate the risks of things that haven’t happened yet.
So we have a tendency to remember every single evil thing anyone did with a paper ballot before we installed mechanical lever voting machines and we have a tendency to underestimate what could happen to unencrypted e-mail because that’s the brand new technology that we don’t have an institutional memory of what can go wrong with it.

And I think the kind of risk analysis framework that’s being proposed here, or I wouldn’t call it analysis so much as just cataloguing, it’s an itemization approach, it’s a perspective on risk, has tremendous value to put things back on an equal footing, to allow us to attempt to move beyond historical memory of election frauds that were encountered a generation ago and to account for potential risks of new technology.  So I think that’s the end of Dave Wagner being wrong.


Now there’s a problem and this is a problem with the (unintelligible) tool, it’s a problem with the previous tool that Eric Lazarus and David Dill built which is a really interesting tool that sort of launched the (unintelligible) project, and it’s a problem with this and that is that every attempt to actually put together a full scale description of the comparative risks of a real election system produces something that reassembles the New York phone book but less readable.

And it’s really interesting to those who actually produce the product, and it’s almost impossible for anyone outside that group that produces it to make heads or tails of it and I’m worried that this extended Rubik’s Cube if I remember the term correctly, could be just as imposing and just as indigestible to anyone outside the group that actually built the document and that’s why I’m a little suspicious of it even though I helped organize the first NIST workshop on risk assessment for voting systems.


COMMISSIONER DAVIDSON:
This is Donetta Davidson.  To follow-up Doug with what you have said, okay, let’s take that you’ve got all the risks down and you’ve got this matrix and TGDC now is in the position of deciding what type of risk are you going to take because you also have to take the risk of cost, what can they afford?  I mean you could try to meet the lowest risk that’s possible but can that be achieved because of cost.

So where would you begin to even try to set what you were going to write testable guidelines on as a group?  That’s just a question.

I’m having, not as technical as some of you are having, a little trouble wrapping my hands around all the aspects of it.


MR. BELLOVIN:     This is Steve Bellovin.  I agree that cost is an issue, in fact I teach a course and one focuses is how do you make the right security decision.

You can’t afford to protect against everything, if you did you couldn’t afford the dollars because users wouldn’t be able to use it.  It would be too slow and it would be so inconvenient that people would just ignore the security and I’ve seen this time and time again with overly secure systems.  People go around too much security.


On the other hand, what makes this situation different is -- I sure don’t know the detailed discussions that took place when lever voting machines were adopted 120 years ago, but they were designed to deal with the risks of paper ballot among other things, and the difference here is that the technologies we’re talking about have risks that have been studied independently, risks of security (unintelligible) that have studied independently in great detail for all of 30 years.

There is a community that understands these risks very well.  Doesn’t mean we have all the right answers, either in terms of usability or in terms of security let alone cost but there is a community that does have a deep understanding of what can be done. 
And what is different or unique to this, it’s the same thing that’s unique to any new application, what are the enemies, what are you trying to protect, against whom, and what are your enemies willing to spend and that’s the subject matter expertise that has to be brought in but that’s always what has to be brought into any new application of Internet computer whatever system, when security is a concern.

We have to understand the threats.  We have to understand the costs of the defenses both in terms of dollars and usability here.  That’s why we have to go through each as a system and as a system engineering problem, not trying to take one thing in isolation.

Speaking of encrypted e-mail, encrypted e-mail is a wonderful thing.  Some years ago I was working a very sensitive internal project at A&T and the guy in charge said Steve, (unintelligible) encrypting your e-mail?  I poked in his system and I realized just how insecure his system was.  I popped a window up on his screen from my computer saying, if you can read this there’s no point to encrypting your e-mail.  Wasn’t the weakest link.

(LAUGHTER)


MS. GOLDEN:
I wasn’t even processing this information.  Little squirrels are running around out there and I’ve been putting it in some framework.


The one thing that keeps occurring to me trying to set usability and accessibility in there, and usability sort of fits a little bit better but the whole discussion from the security perspective is about risk which is a negative, and mitigating risk which is mitigating a negative and the consequences of not mitigating that negative, you know, elections get thrown.

When you talk about accessibility for people with disabilities it’s really difficult for me to put it in that negative trajectory.  I almost have to put it into the positive trajectory so you’re not talking about the probability of something bad happening and the consequence, you’re talking about the feasibility of something good happening so that people with functional limitations can vote privately and independently.

So it’s almost like there needs to be a positive trajectory of this concept rather then the negative that you use in analyzing the security risk, if that makes sense.

Then I can sort of make it work because we do think all the time about it’s a feasibility impact analysis, you know, how feasible is it to add this access feature to something, how many additional people does that mean will be able to use this thing independently and privately.

So I think that would be the analysis and hopefully that kind of concept was used in the construction of the accessibility standards to begin with because it’s infeasible to make sure that every person with every possible combination of disabilities can vote privately and independently.  It’s not possible.

Well, you could build it but A, it would be so expensive and B, people wouldn’t be able to use it because it would have so many internal conflicts by trying to have all these input and output adjustments so I think there might be use for that structure in making sure that the access standards that are there, that there’s been that kind of analysis, it’s feasible, it’s reasonable, and it’s resulting in the positive trajectory you want.


DR. GALLAGHER:     We’ll have another break to sort of reset and decide how we want to go with this.  Do we have another question over here?  I’m sorry, go ahead Paul.


MR. MILLER:
Well, number one I want to express appreciation to you for going through this (unintelligible) 199 document.  I tried to muddle through it all by myself and this really helped clarify some of the things I was having difficulty with so I appreciate that.


I also think what this discussion has been indicating is that we we have constituents here who represent security and constituencies who represent accessibility to the ballot and we need to find ways of balancing those off and understanding what tradeoffs we’re making.


I don’t know that this is the right model for doing that but I did appreciate in the discussion that it came out that there are genuine risks to election goals if a system isn’t usable or accessible and they’re as real and as concerning as some of the security risks are.  So I appreciated that you brought that out.

What the best framework for being able to handle that, I think informally we have tried in the past, David and I are one of the few veterans of the prior regime, tried to balance that off in our discussions, on the TGDC in our discussions and making each other aware of these kinds of issues and trying to compromise and finding ways that we could balance that off.  It would certainly be nice.

I like Bob’s approach.  I think we do need to be able to compare the risks of the current system, acknowledge those risks particularly for our UOCAVA voters and not try to put a system that is less risky, more secure and less usable to meet those needs.

How we measure those needs and compare those risks I tend to agree with David on that.  When you get to the point where you’re trying to assign what the probability of a threat is or get to the point -- I think it was Eric Lazarus who is trying to use the number of people and the costs, it becomes pretty subjective and pretty difficult to measure when you get to that point.


Also the way I understood the impact levels of low, moderate, high, that was an evaluation made by the agency about if this threat was accomplished, this is what the impact on our ability to operate would be and again that’s something where we may not be able to get an agreement because the election community may have one perspective, the voting rights activists would have a different perspective.  The different perspectives on what that threat being accomplished would be -- and that seems to be where these models are difficult to use.


MALE SPEAKER:     So the question came up, what are our adversaries willing to spend and I did a Goggle search and it turns out lots of interesting analyses have been done of the cost per vote that candidates are spending in real elections.

And I think if you had a crook spending in a real election that didn’t care where they spent the money, whether they spent it legally or illegally, that the same cost per vote money could be diverted to gaining votes through other means just as long as they spent enough on a public campaign to be visible because if you gain all those votes without spending money on a public campaign people get really curious.

So Mayor Guiliani in his losing bid for the presidential election spent $142.83 per vote in the primaries and there was a case in Illinois where the cost per vote among the leading candidates as opposed to someone who spent a lot of money to not get anywhere, the leading candidates who get cost per votes of $92, $66, and $35 respectively.  That’s a lot of money per vote.  The standing estimate I’ve seen of buying blank absentee ballots what it costs has traditionally been on bottle of rotgut per ballot.
(LAUGHTER)


And I’ve seen this figure from Appalachia, from West Texas, from Seattle, and that’s a lot less than $35.


DR. GALLAGHER:     Well, it’s really high quality rotgut.

(LAUGHTER)


So let me ask a question Paul, and coming back to something Don had said, irrespective of whether this is the right framework, let’s say we’ve reinvented something, there was a framework.  The point I keep coming back to is, and Don you made this very clear, states are making decisions to go certain routes to address a goal, (unintelligible) accessibility.

As soon as they do that they’ve made a tradeoff and in fact we see them making a tradeoff where they’re taking in some cases -- in effect there’s probably variability in the possible tradeoffs they could have made so if they wanted to increase accessibility use a webpage versus e-mail base, maybe the security risk that they undertook would have been very different, the talk we heard this morning would suggest that that was the case.

So the question I have is somebody in the end makes a decision about tradeoffs.  There’s competing goals here.  Have we given those decision makers, in other words can the TGDC/EAC framework work to provide those decision makers a basis for making that tradeoff or is our process silent and what we really define is a certain level of performance across all of those categories.  That’s another way of asking the question.


MALE SPEAKER:     I think I understand the question and I think that sometimes it’s the legislature, sometimes it’s the Secretary of State, chief election official, sometimes it may be down into the Certification Bureau of a division of elections.

But I think that people are rational players and if there are best practices, there are certified systems from the EAC that has the indice of reliability, if it has certain encryption protocols and certain that is attractive to an election official because they want to use whatever technology is out there to be as secure as possible because there are obviously stakeholders and interested parties, obviously accessibility is one of those but you’re not living in a vacuum.

You have those pressures on you and so if the technology is out there, and I think the certification process is providing standards and guidelines that provide a codec out there that if a state wanted to go a certain route they could reach out and grab it.

I think what you see with the default to unencrypted e-mail, there’s no product or a very embryoic product, very unknown.  So that’s the baseline. I hope I answered your question.

MS. GOLDEN:
I would say the short answer to the question I think you posed was, would it be helpful for there being some information supporting state or local level decision making, yes.

I mean historically there wasn’t information out there when the train moved back to paper and I mean most election officials I think made the decision to go back to paper based on the pressures of security and auditability without understanding that they were sacrificing accessibility and I’m talking about the accessibility for people with disabilities, not general accessibility, availability like overseas remote voting absentee, that sort of thing.

Literally a decision was made and the tradeoff was being made.  I don’t think anybody did that intentionally and said by golly I’m choosing A over B and I know I’m choosing A over B.  They just chose A and B, took the short end of the stick.

So to the extent that tradeoffs and decisions are being made, yes, I think that would be helpful to it, very (unintelligible) and even as I stated to people about the decisions they made to go back to paper, there was a very different disenfranchisement happening depending on how they went back to paper.

If you go back to opt scan you’re disenfranchising this group of people with disabilities, if you go to a DRE with a printer you’re disenfranchising this different group of people with disabilities.  There’s a risk decision there, which group do you think is likely to come after you first.

So if you’re going to make a decision pick the group that you think probably in your locale is going to be most vocal about being disenfranchised and that information was not out there to help election officials at the time.
MALE SPEAKER:     You’re right, there is absolutely a tradeoff.  Whenever you go in any given direction with the voting system, there’s tradeoff made but I’m not sure that people are rational, I’m not sure they necessarily realize the tradeoff.

I mean there is a lot of information about IT security voting systems, security out there, whether you get it from as Don mentioned your Bureau of Certification, the EAC, your own IT department in the state or the county, or what not.

But I suspect, and state and local election officials can correct me if I’m wrong, that the perception out there that a successful undetected attack on the voting system, the probability of a successful undetected attack, and I use both of those, successful and undetected, is so low that they really don’t feel there’s much of a tradeoff there if you go into a direction of accessibility or somehow increased -- well, use accessibility in a very (unintelligible) term, that more people can vote whether that’s voting by fax or by e-mail which people have some security issues with, or whether it’s pure accessibility and that I have a need and now this new whiz bang can fulfill.

So I’m not sure that people deem there to be a tradeoff because they see the risk so low of a successful undetected security breech.

MALE SPEAKER:     Since I’ve been so negative, let me try to see if I can be a little more positive.

(LAUGHTER)


So one thing I heard you say that I really appreciated was I think you’re trying to drive us to see can we build some more quantitative metrics to support decision makers so that they can choose between two options and they can quantify the choices that they’re making or that when the TGDC is making its decision considering additional requirement (unintelligible) and understand for instance how many voters would this benefit and how much would be benefited.

That’s a metric and I think that would indeed be very valuable if there was a way to have some metrics about the effectiveness of voting systems and that enables competition, it might enable policy makers to make decisions.

So what are the prospects for that?  Well, it seems to me that in some areas there are some good opportunities and prospects for that, and in fact some of the work that NIST has done it seems to me is an enabler for that.

So if we look in the area of for instance human factors or the usability of a voting system, what number of voters, what fraction of voters, are able to use the system successfully and they’re able to record a vote as they intended, what’s the error rate.

Those are kinds of things that I think could potentially be measurable and I think that some of the proposal from the 2007 standard for usability testing might be a step in that direction, that might be useful.


Another example of that is the ability of voting systems to deal with marginal marks, what’s their accuracy rate on marginal marks.

I think that that’s one where we have some ongoing discussion among the marginal marks group about requirements that the testing labs rather then setting requirements on how the voting system must behave, simply measure how the voting system behaves, quantify how the voting system behaves so that you then have folks who are buying the voting system can make an informed decision based on that information.  That’s another example.


So I think there are some areas, reliability, human factors, potentially accessibility where there may be hope or maybe a chance to provide that kind of information.

Since I’m a security person I have to throw the security part in.  I feel a bit less optimistic about our ability to do that from a security perspective, again because of these issues that we keep coming back to that Paul had mentioned, that if you talk about a security threat or risk scenario we can probably come up with some sense of what the potential impact could be or worse case impact could be.

But coming to any kind of a scientific measurement of the likelihood of that occurring, it seems very hard, and very subjective, and very open to opinion and debate.

And I don’t have an answer for you and I feel that frankly this is a failure of the computer science, computer security community that we don’t know how to measure that effectively and I feel bad about it and I feel that we’re failing policy makers and election officials but nonetheless there it is.  I don’t know how to do that.


MALE SPEAKER:     I’ll take it one step further.  I don’t think we can measure even principal security.  I’ve written on that elsewhere, but Linda is it, I can’t really see your name tag from here.  

You commented that certain decisions have the effect of disenfranchising certain groups of voters effectively.  Yes, it’s absolutely correct.  I would add that a security failure of some nature effectively disenfranchises other groups, my vote counts for less if there are 1700 phantom votes against my issue candidate, and the challenge is to figure out probabilistically how many people you disenfranchise for which cause.

You can’t have it all.  If we had infinite dollars we could build really good secure system for people without disabilities and spend more money to support each different community with different groups of disabilities and maybe have a greater security risk in those communities because the tradeoff is different.  We don’t have infinite dollars.  That makes life worse.

We have to make some decisions.  Anyway we choose we run the risk of effectively disenfranchising certain people.  We just have to figure out what the right tradeoff and have some better understanding of how many people we’re likely to affect by any given decision.


MR. JONES:
This is Doug Jones.  I’ve heard two things in the last few minutes that made we want to defer my break in order to answer them.


One of them was the statement that the likelihood of undetected attack is so low that we don’t have to worry about it and yet I speak to people while I’m waiting for airplanes and my seatmates on airplanes, and I very frequently discover myself speaking to people who are convinced that the whole system is incredibly corrupt and that none of our elections in this country are honest.

In fact it’s not hard to go back very far to places like Chicago under Mayor Daly, I should say Mayor Daly the first, I’m not referring to the modern one.

So it was out in the open, everyone knew that the elections in Chicago were corrupt and they really were and the only thing is they were careful not to extend the corruption to federal offices because that would make a federal case so they made sure to control the local states attorney.

But when you have situations like that it’s very clear that many of us in our own lifetimes have memories of dealing with genuine corruption on a very large scale and I don’t understand where we get the idea that we can just say without question that the likelihood of undetected fraud is low when we had in our own lifetimes widely detected fraud.


The other one is the idea that we should be picking the technology least likely to disenfranchise those who are most likely to complain.  I don’t think any formal risk analysis would work that way.  I think the formal risk analysis approach is going to tend to pick the technology that disenfranchises the fewest and it won’t tend to be biased by how likely the disenfranchised are to complain.

And this could actually be very disappointing to some very small, very vocal groups while at the same time is to the great benefit of society as a whole by enfranchising as many people as possible for the limited dollars we have.


So I think it could be that the risk analysis would be very disappointing to some people because it would put their pet hobby horses down a notch from where they had been.


MALE SPEAKER:     And let me clarify just briefly, Doug.  I did not state that likelihood is low.  I said that some people I have spoken with believe that that likelihood is very close to zero and for whatever reason that’s their opinion but they are also looking at it a little more narrowly than you’re looking at it.  They’re looking at computer security type breeches of a voting system.  They’re not looking at Mayor Daly, the first type of fraud that you mentioned.


MS. MCGEEHAN:     Ann McGeehan.  Just one point in going back to the question you asked earlier, I mean these aren’t just policy choices that are going on right now.

We have a federal law that requires electronic voting so Congress I think is already telling everybody in this room and all the states and all the jurisdictions, figure it out, figure out how to make these risks work.  They’re not saying wait until you can create the most secure, most accessible, most usable.  Get it done, get it done by September 18th of this year.

So to some extent I think the whole debate about, you know, the policy has been driven already and we need to figure out how to make it work.  We don’t really have time to figure out how to make it the most secure, most accessible necessarily.


I just wanted to make that point because I think that should influence us a little bit because we’re already getting that policy direction from Congress.  We don’t have to reinvent in other words.  Presumably they’ve analyzed these risks and they’ve said move forward, get it done.


DR. GALLAGHER:     So I’m always sort of trying to decide as the Chair, you know, we have momentum on the discussion plus the physical comfort of a break.  Let’s take this moment to go ahead and take a break.  We’re scheduled for a half hour break by the way.


My understanding is we have no public comments so that is available and I will talk with Donetta but I’m a little concerned about bringing forward from tomorrow because that’s been published publicly and there are some restrictions about how we adjust and people are expecting to be able to participate in that tomorrow.

So let’s go ahead and take the longer break, use it for networking, discussion.  One of the things we can talk about when we come back is where do we want to go with this discussion and it may very well be that we decide collectively to end early today.  So let me know your views during the break if you feel strongly about it.
(Adjourned for Break)

DR. GALLAGHER:     This is our home stretch and as I said we can make a collective decision about how we want to manage the remainder of our time as we do not have a public comment period.  So we basically have from now until 4:30 p.m. to use as we wish with this discussion.

I don’t want to terminate the discussion entirely, in fact I do want to continue it for a period but let me try to set the stage for what we might do with this now because this has been unusual in the sense that it has been a little bit philosophical and this is not an area where I’m looking right now for a particular recommendation or action on the part of the TGDC.

The way I’ve been viewing this is a potential opportunity for the TGDC, and I have two concerns and I tried to set the stage for this earlier.  One is an operational concern as your Chair as we sit down and work on TGDC guidelines, having a basis because we are making decisions about particular standards and what they mean.

I want a perspective that is strongly sort of understood across the Committee how we’re making these decisions because we are in fact making tradeoffs when we make a specific recommendation to do this or not do this.

The other concern I have is the interface of how folks are using the TGDC standards and I wanted to back up a little bit and tell you a little bit about why I’ve been putting pressure on the NIST group.
I’m frankly concerned about the relevancy of what we’re working on.  In my brief interaction here, we’ve heard a lot of stories where the technology is being deployed and used in voting precincts way in advance of where we expect to be able to say anything about the (unintelligible) voting guidelines.


And this concerns me and what I was trying to actually get at with the discussion was in the current framework this Committee makes recommendations in the form of draft technical guidelines to the EAC and the EAC uses those to disseminate voluntary voting guidelines and the certification process that identifies compliance with those standards for certain voting systems.

And I think one of the questions that I was trying to get at is what do our guidelines exactly mean?  We have a single set of guidelines and a certification stamp, what does that mean?  Is this a base, they have to be better than this?  Is this a gold standard?  Does it encompass all of this balance between accessibility and security?  Is it really only focused on security?  And again it comes down to how we operate as a Committee.

And the two stories that sort of made me think this way, one was the software independence discussion which has been going on where it’s a very real issue where you’re concerned about vulnerability in a software system or a single point of failure, accidental or intentional can cause a widespread systematic failure of the voting process.  Valid concern.

And in fact the way this is typically address is you put an independent technology pass, it’s basically redundancy into the system to make sure that this can’t happen so you address it with this auditability type control, this ability to check.

And of course an independent technology was paper, that’s fine.  The problem is paper is not a very good interface and so we actually ended up compromising accessibility, usability functionality for both the voters and for poll workers and that was a big contentious issue that the Committee was struggling with.

The other story was in the UOCAV side where, and this again is my opinion, this is not NIST or anybody else, that we made a decision to pursue looking at these kiosk based systems.  Why?  Because kiosks provide stronger security because there’s a physical control over that client end and this is where it really differs from a full electronic system.

And what I am concerned about, I didn’t ask the question earlier, I don’t know that this is an architecture that is going to be widely deployed.  So one of the questions that I have really is, and it’s sort of stepping back from everything we’re working on, which is why this afternoon’s discussion is kind of different.

Instead of being in the weeds where we’re looking at marks and UOCAVA and so forth, the question is can we step back and take a look at both how we are setting these guidelines but also the process with which our output is being used by the voting officials that use and buy this technology, and is what we’re doing putting the EAC in the best possible position to provide what I think they’re designed to do which is the guidance on how to deploy technology as strongly as possible.

So what I wanted to do is just continue the discussion a little bit and see how it goes but in terms of what we’re looking for either formally or informally between now and the next meeting I’d like to know two things.  Is a framework for balancing these different perimeters that we have, accessibility, usability, auditability, security useful.  It may not be the framework we heard today, what’s the term we’ve heard lately, that might be a bazooka on hand or a nuclear bomb, but anyway but is a framework useful and if so how would we use it as a committee.
And the other issue I have for you is in the context of the work product that this committee produces and we recommend to the EAC, is it being put into a construct that’s most useful to provide guidance in the end to the voting.

And I think that if we felt that it was, that’s fine.  If we felt that it wasn’t I think that Donetta and the EAC with the Commission would be open to a recommendation from the TGDC about what we think as a technical committee would be the best vehicle for providing technical guidance.  In short, is there something we can do to improve the relevancy of our work?
So I been pushing on NIST to think about this and help me out.  That’s one of the things.

The other thing I should tell you I’ve been pushing on NIST is timeliness.  I’m concerned about the pace with which this works.  Standards processes are notoriously slow and one of the criticisms that is always made of standards processes is that they always get there after the race is won and of course the market is set.

And so we’ve been working very hard at looking at that.  We’ve added two people into mix.  I wanted to introduce one which is Belinda Collins.  Belinda, if you could raise your hand.  Belinda has been added to the NIST voting effort.

She is a senior executive at NIST who has led for many years all of our standards efforts.  She led our technology services laboratory and so she has an extremely broad perspective on how government standards issues can be addressed in a whole host of ways.  So she is a powerful resource to this committee to use.  I encourage you to get to know her.

Her personal research background is in human usability and so she also brings that perspective as well.  So she’ll be working with that and I neglected to do that this morning so I apologize, Belinda.

So with that, let me try to resume our discussion and see what we want to sort of do with this discussion and if we end early I think that’s fine.  I’m not here to waste your time until 4:30 p.m. but we won’t pick this back up tomorrow unless there’s a specific resolution.

MR. RAGSDALE:     Russ Ragsdale.  We have touched somewhat peripherally on this subject with the auditability Work Group.  The notion came up that every system is auditable but some systems to audit them may take an incredibly onerous effort, hundreds of man hours, dollars, whatever but it met the standard of, it is auditable possibly.
So the notion was thrown out well, what do the states need to make a decision on purchasing a system, or the local jurisdictions.

Would the requirement be that the manufacturer has to reveal or has to disclose what it takes to perform an audit to a certain level and then essentially let the buyer beware, let the buyer make that decision.

Are they willing to if their state requires that level of auditability, if the local jurisdiction of the state is willing to contribute that kind of an effort to obtain that level of auditability, then that’s their decision.

As Mr. Palmer said earlier, it comes back to the states, those are the customers, those are the ones making the policy decisions.  What can we do to support those decisions?
MALE SPEAKER:     I think you’re right about the goal.  I think given the federal system the way it is in the United States, we have to be pushing towards an open market where the characteristics of the machines on the market are well documented, and where the vendors are held to a standard of honesty in that documentation and where that documentation should include clear and concise and easily understandable statements of what it is that the machines actually accomplish.  And indeed that’s a key piece.

On the other hand I don’t think it’s as easy as saying for example with regard to auditability that all machines can be audited unless you have the caveat to some extent because different machines throw away different amounts of information and to answer some questions, the information has to be retained somewhere.

So you get situations like the 13th Florida Congressional District where in 2006, the state spent a lot of money on a post election forensic investigation of that election to try to figure out what happened and ended up concluding we don’t know.  And then there was also a congressional investigation and several others.

There was a lot of work put into that where the answer was we don’t know and that’s because the information that the machine would have needed to retain in order to allow an answer to the question of what really happened wasn’t retained.

Now we also know that some of our goals are in conflict and the fact is we know how to build 100 percent auditable systems.  We do it in banking all the time.

In banking every single component in the banking system maintains a detailed event log of everything that happens so when you deposit money the event log says your name, how much money you’ve deposited and what account it went into.  And the event log for the recipient account says how much money is deposited, where did it come from, and what account it goes into.

And that means that no matter what records are destroyed, you can reconstruct what happened from the remaining records.

Unfortunately maintaining that kind of data for elections would mean that we have the ability to reconstruct how each person voted and it’s not acceptable to have easy reconstruction of the fact that I cast a vote in a particular election for a particular candidate.  So we have conflicting requirements which make life particularly messy in elections.
MALE SPEAKER:     I think an interesting analogy is automobile safety requirements.  If you look at say the crash test ratings, you see a very wide range of scores against different kinds of impacts and so on, but you also look at the federal standards and there’s a certain minimum standard of safety for cars that all cars sold in this country have to meet.

And on top of that every couple of years I have to go get my car inspected and satisfy particular requirements that New Jersey imposes on what it takes for a car to be safe to operate on the streets and roads and highways of New Jersey.

But cars are going to differ very widely in the safety above this minimum floor and to some extent this is disclosed, to some extent we don’t get to hear about it because either no one knows or the manufacturer hasn’t chosen to tell us but there is a certain minimum floor that every car has got to meet both nationally and per jurisdiction.

COMMISSIONER DAVIDSON:     This is Donetta.  Is that something you can test, that you can write standards to that labs would be testing to?

MALE SPEAKER:     There have been quite a variety of say security standards for different purposes over the years.  Some of them are even useful but many of them are too expensive in time and dollars to achieve any particular market share.  But in certain situations yes, there are standards that are assessed and used and quite a variety of them.

If this is the route we choose to go, crafting such standards would be an activity that could probably be undertaken.

NIST has got a lot of experience working with the common criteria for computer security standards.  It started out in the Defense Department in the early 1980s.

COMMISSIONER DAVIDSON:     I think that would be area that I would -- if it was going to be something tested by our labs -- or is this a suggestion by the Committee that we add it to our manual or something like that where they have to provide this type of information?  I’m not quite sure where you were going so that’s what I was trying to get a definition of.

MS. GOLDEN:
Diane Golden.  I’ll just backtrack to I think something you said early which is I share the concerns that the standards are going to be a day late and a dollar short in a whole lot of areas with folks moving to electronic remote, folks are already using telephone based voting, good, bad, ugly, and by doing nothing I don’t know that we’re furthering anything.

I mean folks are already using a lot of these technologies.  Oregon is doing all mail voting and I worry tremendously about the lack of accessibility in that kind voting system but they’re doing it anyway.

And so I do think there would be some value to at least think about all those other technologies and ways.  The current standards are so heavy focused on the voting system in the polling place and this concept that I’m just concerned that by the time we get around to addressing other technologies and avenues it’s going to be late because they’re going to be deployed.

And at least our experience from the accessibility world we are usually the last thing on everybody’s mind because we don’t rise to level of security concerns or anything else, and then trying to fix these things after the fact is expensive or impossible so it would be so much better to get out ahead of it, in front.
MS. MCGEEHAN:     Ann McGeehan.  I guess my comment is I think that the Federal Voluntary Voting System Standards, they are the minimum standards.  I think that’s what we have and I mean I think the basic task of TGDC is to update them.

I think what we have right now is federal legislation that’s jumping ahead of where the standards are but I still think the standards are very relevant and even though there are a pocketful of states or jurisdictions moving forward, I think we still need that guidance from the TGDC and the EAC in adopting a set of voluntary standards for the vendor community.

I think that most states still want to rely on sort of that good housekeeping seal of approval that they at least meet this minimum set of standards.

So as far as the relevancy I think it still is very, very relevant.  I mean there’s not a lot of money out there right now for new development but I still think it’s relevant and necessary.
DR. GALLAGHER:     Let me ask the question in the context of the earlier discussion.  If the VVSG standards are a minimum set of requirements and the certification recognizes that, what is the implied level of risk for example that we’re putting in our security requirements that constitute that floor?

Do we have an understanding within this Committee about where we draw that line or take another point, accountability requirements?  In other words do we have clear security goals that we believe constitute a minimum level of performance under which the certification is being done?  If we don’t, I think the work of the Committee is very hard.

That’s frankly what I’m coming right down to, is that you end in these impasses where somebody at a very low level is making a decision what their comfortable with and we haven’t really defined a level of performance that we’re after with the standard.

So if the standards are floor and we’re going to encourage people to reach for the stars and do much better then the floor, the question I’m asking is have we set this up in a way that promotes that?

We don’t have to come up with an answer today but if you share my concern we could at least at NIST go back and scratch our heads and try to put something on the table for you to consider in more detail.

If you think I’m off base, by the way please tell me because I could really be off base, but this has been my concern, it’s been about relevancy and the applicability of what we’re doing and a sense that I feel like we’re catching up, we’re trying to play catch up against some of these technologies versus I see voting jurisdictions making a lot of decisions about technology and doing it really in a policy vacuum because our standards are not defining that floor in a meaningful way, but I could be wrong so please jump in.

COMMISSIONER DAVIDSON:     This is Donetta Davidson.  I think HAVA created a catch up when they wrote the law because the timeframes they put into the law, and the states had to purchase equipment even before standards were even developed.

So we’ve playing this catch up game all along to be real honest so definitely I think everybody in this room aggress that there’s been a catch up time problem that we’ve been trying to address.

MR. SMITH:
This is Ed Smith.  You started the conversation talking about relevancy, you’ve repeated that theme and we’ve wandered around it and such, but the way to be relevant is to lead and the way to lead is to bring out a new standard and raise the bar even if it is a minimum.

If it says you will not flash colors between two hertz and some other hertz figures so you don’t cause people to go into epileptic seizures, that’s a requirement you can test if that’s the minimum.

You know, there are a number of others that are probably better examples of performance based criteria.  You’ll processed five tapes a second in a backup system for instance.  If you do six you’re better, if you do four you fail.

So the way to be relevant is to move forward with the new VVSG and to bring it out there and to do the best we can as NIST and as this Committee to balance the tradeoffs and yes, there are indeed tradeoffs, and to deal with what we’re dealing with in the Working Groups to be able to define those sections of the standard that need some additional help today, and then let’s get the thing out there.

You talked earlier about creating the demand to go above the standard.  We can’t create that in this room.  I don’t believe we can.  Maybe somebody has a different perspective on that, but the market can and does and certainly in this country where free enterprise is sacred, that’s what you’re going to see. 
And you are seeing that where manufacturers are bringing systems to market today, and the manufacturers have been playing catch up too for that matter.

And then do exceed what’s in the 2005 VVSG and take some things out of the 2007 or NI or call it what you will, VVSG 2.0, to say here’s the next step, here’s how we want to differentiate ourselves and we think these bits and pieces of this 2.0 standard are good so we’re going to incorporate them in our products and you do in fact see those in products that are in development and in certification today.

So once again to repeat, the way to be relevant is to get out in front as best we can and that means in this case publishing a new standard or a new VVSG.
MR. RAGSDALE:     This is Russ Ragsdale.  I think one of the things we kept hitting up against with the auditability Work Group was how will 2.0 affect my current systems.

I don’t know if there needs to be a clear path or a clear message issued by the EAC of how 2.0 is going to be implemented, when 2.0 is going implemented, and is it setting those standards and those goals for the next generation of voting systems in America or is it simply going to obsolete everything we’re using today and force local jurisdictions -- and then spending millions of taxpayer dollars to replace what they have right now.  I think there’s that fear that holds us back from saying what could be, the fear of what’s it going to do me today.
COMMISSIONER DAVIDSON:     Russ and I have a long history and he’s always loved to put me on the hot seat.  That’s said with humor because every time he does he puts a smile on his face when he says it.

Number one, the next generation we look at as being what’s down the road.  It won’t affect what you have

in-house.  It’s the next generation of voting systems.

We need more of your information because of all of the comments that came back in several areas, the task that we gave you in December.  We need your guidance there in giving us more information so we can move forward.  How soon will that be is how soon you guys will work on it at the TGDC and NIST.

The other thing, the commissioners have not even sat down and tried to discuss how soon those would be the only guidelines like you said.  I think what you’re referring to is when we did the 2005, we said okay, the 2002 we’ll certify to but only for two years.

We have not discussed how we would implement the new system, whether we would say we will only certify the 2005 so many years, or is it just here’s the new iteration, you know, here’s what we have.  That part of it we haven’t decided but obviously we’re anxious to move forward and get the new ones out so our manufacturers -- they’re already starting to build we see.

The last meeting I went to was for (unintelligible) and I was very pleased to see some of the new technology coming out with areas of meeting a lot of the new -- let me back up a minute.

I think what you did in the next iteration that we have on the table that’s been out for comments and everything, made a great leap in a lot of areas, security, disability, accessibility areas.  Not to go on, but we just need some help in some of these other areas that we discuss and make comments on to make some decisions.
I think what you did is a great job of what you’ve offered us in the future but we definitely need some additional help before we can move forward.

My goal is to have everything accomplished and in but this is only personal.  This is not the Commission that has said this, but my term is ending in December of next year.  I wanted it completed before I left but the reality is, is how long will it take the TGDC to get back to us to answer some of these questions that we have before you, the tasks that we have given you.

So I guess Russ, it’s a new iteration of voting systems and as I said, I was very pleased to see manufacturers moving forward without even being signed off by the EAC with a lot of the issues that are in the new guidelines.  So our manufacturers are moving forward, the vendors or manufacturers, whatever you want to call them, we call them manufacturers, but they are moving forward.

We see that and we want to encourage that because the next generation hopefully will be better, more reliable, more secure, and meet the needs of the disability and accessibility community far better than our 2005 did and we want some time for the election officials obviously.
MR. RAGSDALE:     Russ Ragsdale again.  Commissioner Davidson, despite our history it wasn’t my intention to put you on the hot seat.

You have so many times accurately stated that it depends on how the states implement or how the states govern the implementation of the EAC standards and I think it’s a very important piece and that’s something we have to keep in consideration here as we’re setting -- I don’t know what the answer is.

I don’t know if it’s something from the EAC that says this is what we’re shooting for, these are standards that we highly recommend that you don’t implement now -- one of the fears we have is we know what the challenge is, we know what the issue is but there is no existing technology currently available that meets it so we back away from it.

That’s human but it may not be what should be compelling this group or should be looking, what could be versus what’s available today.

FEMALE SPEAKER:     I’ll take a contrary position just for purposes of discussion.

I think in order to be relevant that this next iteration has to something feasible.  I mean we can’t just say that the next iteration of voting systems has to be completely green technology and have this ideal out there that no vendor is going to realistically undertake.

I mean I would argue that I think this Committee needs to hit head on the security issue.  I think we’re at a little bit of an impasse between the computer scientists that understand just how bad things can be, the real threats out there, how easy it might be to manipulate things but we need to take that in consideration.

I don’t know if we want to call it the risk framework but I think arguably the (unintelligible) iteration leaned way to much on the security side and that’s why that document even though vendors may take bits and pieces, it’s not really a particularly helpful document and the EAC was directed by all its advisory boards, don’t move forward, you need to make changes.

So I think we need to address and I think the key issue there is the impasse on security.  I think we need to revaluate that in the full context.  It’s probably not going to make anybody perfectly happy but I think that’s probably the real job of this Committee is to get to the heart of that and then we can move forward.

If we dance around or if we say in the future yes, we can meet all these requirements because we know in the future there will be a technology that can do all this, my fear is that’s so far in the future it will be ignored and we’ll have entities not following the standards anymore.

I mean I see where you’re going Russ to say that let’s not limit ourselves, that there’s a way to do something better but at the same time if it’s too pie in the sky, we’re never going to move.

DR. GALLAGHER:     You’re running out of gas.  So maybe we can actually bring this discussion to a close and then decide if there’s any open business discussion and then adjourn for the day.
Let me propose the following.  So I don’t want NIST to stop working on this in some sense.  So what I’ve heard today is I think a risk model of some type for balancing the optimization that is inherent in the standards, the security and accessibility, usability choices is useful.  I would like to see a much simpler process than the full (unintelligible) security process.
We’ll start with something that’s basically internal and we’ll ask them again.  They’ve been thinking a lot about this.  I think the team can come up with something that we can look at and let you throw rocks at and tell us whether that would be useful or not within the context.  David.

MR. WAGNER:     Dave Wagner.  My suggestion, maybe one way to make it the most likely this will be useful would be to identify a particular decision that you want to make and then figure out to craft what is the risk information you need to support that decision, rather then trying to build a comprehensive model or framework.

I think you could get lost if you try to build a comprehensive exhaustive thing, go spend six months on it and then come back and discover maybe it wasn’t what we wanted after all.

So I think if you identified one, or two, or three or some decisions that you thought specifically were facing us and then what’s the risk tradeoff for that specific decision, how to evaluate that, could be useful.

DR. GALLAGHER:     I like that suggestion.  A number of companies do what’s called use space design now which is the same idea.

So instead of over engineering a full process we’ll take a look at some of the key decisions, maybe ones that are pending in the some of the working groups and basically use those to sort of cast those into a risk decision and see basically how they tee up.  Does that make sense?  Okay, I like that.  That’s very tractable.  So we can do that.

And then particularly with Belinda’s experience, the other thing I’d like to do, and we wouldn’t have this before your next meeting I think, but take a look at standards and certification models that are having this problem of defining minimum performance versus optimal performance because there are a number of models out there where agencies do this.

This is not something that we have to invent out of whole cloth and we can decide to stay where we are and make sure this is -- but in fact EPA for example sets an environmental target to remove a certain toxin from the environment.

There may not be an existing technology to do that.  What they do in that case is they set their regulation at the health goal.  It may be unreachable but they actually step back and define what’s called BAT, best available technology and they define a set of standards around that and that’s where they look and work with manufacturers to define products and those are the ones approved for use, and they periodically allow the BAT to be moved.  So that’s one example.

There’s a whole set of models where in fact there may be a way of establishing a place where we say look this is a set of minimally acceptable criteria that you shouldn’t be ashamed of looking at but it gives you room as a voting jurisdiction to look beyond that, but there may be ways of identifying progress in this.

So I think Belinda has a lot of experience in that area and if we come up with something, there’s something else we can share in advance of the next meeting in case we want to take a look at that as well.
COMMISSIONER DAVIDSON:     Can I make one suggestion, just a little note on what David said.  I think it would be helpful with NIST working on this if they involved some of the members, you know have another Working Group -- they can work some but to run it by the Working Group, the TGDC, because I don’t want them to work for six months and bring it back and it not be what the group is interested in whatsoever because I mean I’ve got dollar signs in my eyes so I think it would really be very helpful if you had a Working Group that would work with them if I could suggest that.

MR. PALMER:     This is Don Palmer.  Just to try to answer your question.  You talked about your concerns about software independence and the UOCAVA kiosk system.  I mean I think the bigger point with those two issues is obviously these standards are going to be relevant. They need to be relevant with existing technology.

I mean whatever standards we come up with this is not the end, this is the beginning, sort of like with VVSG.  I mean this is the first step, it’s not the last.

And for example the standards need to be general enough, that the kiosk system is a particular type of the use of the technology.  
You know, there seems to be a push toward PC based because of the accessibility but you lose some of the security, or physical security.  So the standards need to take that into account.

There needs to be an outline of those particular absolutes that are necessary and then those would be the standards and then perhaps five years from now the technology will demand new standards.

MS. GOLDEN:     Boy I hate to be a wet blanket at the end of the day but listening to a lot of this discussion harkens me back, and I was looking to see if there was anybody here from the Access Board, did the Section 508 standards refreshed that we lived through like two years of committee work, just a painful, painful process and those are accessibile standards for software and web, et cetera.

And those of us who were coming from the implementation perspective, those working in state government at the time who were saying I need a minimum set of standards that everything has to meet, then you can give me things above that that are more subjective and I can work towards, blah, blah, blah.
And the bottom line was that is not where the group ended up and that’s not where the 508 standard refresh is going to be and the problem boiled down to when it comes to accessibility, what you’re doing is pitting one disability group against another and the group just flat couldn’t make those decisions.

So we ended up with all of these standards and the Section 508 goes into that commercially available best meets of whatever is commercially available and it becomes this murky, murky mess but the group just couldn’t get out the quagmire and actually identify a minimum set of standards that you either meet and you pass or you don’t and they couldn’t get there and it was inherent to the disability community and accessibility issue and the politics that surrounds that.

I mean the comment earlier about you shouldn’t make decisions based on who’s going to picket outside your building, you know, which group of people with disabilities.  Well, let me tell you, politically that is a scary thought to have people with disabilities raising a public issue.

So I hope there is a way to do it but I will tell you the decision making gets very, very difficult and then you end up with so many standards.  So I’m afraid there may be some challenges in getting it.
COMMISSIONER DAVIDSON:
We realize this.  We’ve got a meeting scheduled, a roundtable discussion planned for August 5th.  Obviously we’ll include the Access Board and I’m sure you’ll be contacted, Diane.

Obviously we hope this will help the TGDC and NIST as we move forward.  It will hopefully bring some closure to us so that we can go ahead and finalize the 1.1 that we’re trying to accomplish.

I don’t know if it’s going to be called 1.1, we’re trying to figure out what we’re going to do in that area but anyway you know what I’m referring to.

So in that roundtable we’ll bring in people from the manufacturers community, the disability, usability community.  Brian has been working on different ones that will be a part of that but it will an all day at least meeting that will have on August 5th.

So we realize that we have -- because they don’t agree so we need to get you in the room and say okay, now what do we do because as commissioners it’s very hard to make decisions when our own groups don’t agree.  So yes, we don’t picketing on one side or the other.  We want you to come together and give us some choices that we can live with.

MS. GOLDEN:
Diane Golden again.  I will say that literally, you talk about risk management but within the community you put a feature in that helps one functional limitation and you end up shutting out another one in the same process if you’re not careful.

So all of those things, it is a really, really balancing act you have to do and that’s why the world that I live in, there’s redundancy, redundancy, redundancy.  There’s just got to be multiple ways of doing everything and user control of things and all of those then fly right in the face of security because the more ways you have of using something, the more interactions, the less controllable it is.  So it’s all of those issues.

DR. GALLAGHER:     Any final thoughts?  Anything from our controllers over here from NIST in terms of today’s agenda that we need to cover, any draft resolutions to share or anything like that?
MALE SPEAKER:     Well, there was a resolution, can you put up that risk management framework resolution for a second?  I’m not sure this is the right one now but I’ll put it up anyway after the discussion that we just had.

And initially we were thinking or proposing this resolution in terms of the risk methodology, that the TGDC resolves that NIST and the TGDC build upon the risk management framework as presented at today’s meeting to develop a robust framework in the areas of security, auditability, accessibility, and usability.  And in addition the TGDC will engage the election official community and policy makers in the development and application of the framework.

I mean we could still discuss it.  This is the way we had thought about it yesterday or the day before but one possibility is to modify it based on the discussion around the table where we were talking about identifying maybe a small set of decisions that we want to make, and David Wagner said this, particularly things pending in the Working Groups so we could look at that.

And then develop a rich framework which will allow making that decision so this is a possibility for a proposed resolution but the other one that I just mentioned is a possibility too. Those are the two that I offer up now in terms of the risk methodology.

MALE SPEAKER:     I think that’s a very productive way to move.  My problem sitting through the risk management presentation was that it was all very abstract and I felt I needed a concrete example before I could really wrap my head around what it was exactly that you were proposing because the extended Rubik’s Cube as it were, looked awfully big and it just looked like an awful lot of blanks to fill it.

And if I could see the application of that kind of methodology to problems that I actually was facing, it would help a lot and I think that idea as a modification to this proposed resolution may get us somewhere, may get us off where we are now which is basically talking around in circles and chasing our tails.

DR. GALLAGHER:     Since we don’t really deal with the resolutions until the end of the day tomorrow, I think what we can do is take that under consideration and maybe consider revising that along the lines David suggested but it gives you something to think about overnight so it’s going to be longer evening.

MS. GOLDEN:
Just one more thing that keeps rolling around in my head and Ann and I have sort of have talked about this a little bit off line was the whole concept of risk and I think maybe its that term as much as anything applied to not accessibility in the generic sense, you know, availability and accessibility to everyone but accessibility as legal mandate.

And at some point in a lot of the Working Grouping calls we keep talking about trying to avoid interpreting what the law says and what the law mandates but at the end of the day that comes into play and it’s sort of like risk management, I can decide to drive five miles over the speed limit or I can decide to drive 15, and probably my risk of getting stopped and getting a ticket -- but the bottom line is one mile over the speed limit is still illegal.

And when it comes to accessibility there’s that point of there’s almost got to be something that violates the bottom line of accessibility regardless of the risk.  Even if you’re willing to take that risk it’s still illegal so I’m just trying to figure out -- that’s what keeps bothering me about trying to put the accessibility from the legal mandate into a risk management framework.

I’m not sure how you come up with that floor, that it’s just flat illegal once you go past that so it doesn’t matter what the risk is, somebody has to say --

DR. GALLAGHER:     This discussion came up with the NIST team as well and so I think it may be easier if we start out in a simple way to sort of tackle the framework that works and not over engineer this, but the notion of how to define your goals or objectives and your failure to meet them can in fact be modified to address legal floors and goals as well so it’s not as difficult a stretch.  It doesn’t have to be this completely elasticity that you were king of feeling.

MALE SPEAKER:     With respect to this resolution, I guess my feeling at this moment is that I don’t have enough information to know what the outcomes of this particular framework are going to be with enough specificity to know if it’s going to be useful.

I think Doug mentioned this a moment ago.  The abstraction with which it was presented prevents knowing what the outcome is going to look like and how we are actually going to apply.

I guess my feeling at this stage is I think it’s a little dubious to try to make that decision tomorrow because I just don’t think we have enough information.  If you had additional documentation that we could review, I’d be happy to look at something but again I don’t know if I’m going to have enough time to really fully understand what we’re getting out of this part of the process and it’s a substantial commitment.  I mean if we go down this road, we’re sort of betting the farm on it and I think we just don’t have enough information to know if it’s going to be useful at this stage.

DR. GALLAGHER:     Good input.  Go ahead.

MALE SPEAKER:     I basically agree with Patrick.  To me what was presented was quite abstract at a high level.  Lots of people in the security business, not everyone but lots of people say yes, of course it’s going to be a question of risk management rather than striving for absolute and of course you’ve got to go to try to categorize your risks and so on.

But the devil is in the details, exactly how you do it is what matters and there just wasn’t enough concrete today.  It may be too early or it may be the wrong venue who presented it but I can’t really come to any conclusion based on what I heard today.

DR. GALLAGHER:     And that’s fine and I think one of the things we can consider tomorrow is the tasking may be to go back to the drawing board and come back and describe something a little bit more explicit to us along the lines that David suggested rather than go forth and bet the farm.

MALE SPEAKER:     This is probably a quick comment asking for clarification because I thought sort of the general reaction to this presentation, well, first of all let me clarify, when I worked through the (unintelligible) 199 my understanding is what it drove you toward was what level of security controls you implement in your system to match that threat level and the impact and I’m not sure that that is really what we’re trying to decide here.

What I’m thinking we’re trying to look at is some way of helping us make a decision when we’re having to weigh some of these different factors and have those factors explicitly stated and explicitly present when we’re making those policy recommendations.

And so I guess I was approaching the thought that we were kind of going down a different track, that David’s suggestion that we come up with some sort of a risk management framework that specifically addressed some of the decisions that were pending probably wasn’t going to incorporate the framework as presented today, that it was going to be a different framework.

So that was the assumption I was working on so that’s why I wanted clarification because I thought some of the discussions sounded like we were still expecting that that was going to be in the resolution, presented at July 8th.
DR. GALLAGHER:     I understood David’s comment the same way you did, that what we’re talking about is applying this much more narrowly in the construct of the specific decisions that we’re looking at here and then coming back and sharing that with you but I want to make sure this committee understands that at least from my perspective these are two very distinct issues here.

In one case our standards when we write them down and reach agreement in a Working Group of these issues, we are making that tradeoff.  In the end we’re putting something down that says that this is accessible and this is not and in many cases a tradeoff has been made and NIST has made it and so if that’s the place we’re going to go then we have to have a process where we make those balancing decisions and that’s what was proposed.

The other alternative is actually what (unintelligible) 199 did which is it said no, the standards will not make that decision for you.  You make that decision.  You’re the person who is buying the system, you make a decision about the risk you are willing to accept and once you’ve made that decision we’ll help you (unintelligible) it and we’ll give you the technical standards that will you help you implement.

It’s a very different model.  It changes the way our standards are written.  If we go down that road it changes the way the certification process may look through the EAC but in fact the reason I raised it is it may be in fact much more what be useful to state and local jurisdictions because in the end what I’m hearing is they are making these decisions and so the concern I have with the single approach is that if they don’t decide to use it then the remainder of their decisions are in a vacuum because our standard says nothing.  That’s why I raised the issue.

And by the way I didn’t expect this group to make a recommendation to go, no go on this today.  What I was trying to do, this is complex, we wanted to socialize it with you.  We are not done thinking about, in fact we are not sure what this framework would like in this context.

What I really wanted to do was raise this to you in a very early phase, have you throw some rocks at it and by all means engage with us but what I’m actually (unintelligible) is the possibility of two approaches.  One is we continue to operate as we are but we have a best framework for managing these (unintelligible) internally.

The other one is we actually create a framework where somebody else can make the decision and we write standards in that context.  If you’re willing to accept this risk this is what we would recommend but if you’re willing to take this risk, it will look like this.  And that’s actually what the security standard model was designed to do.  So that’s why I said there are sort of two ways of looking at this.
MR. JONES:
This is Doug Jones.  There is a difficulty with putting it as an either or question if we make the decision versus we simply provide the states with the information they need to make the decisions and there are two reasons for that.

One of them is that a significant number of states have pointed to the EAC voluntary voting system guidelines as being a certification of adequacy and the state doesn’t need to come beyond some.

This is actually incorporated into state law in some states and on at least one occasion the Justice Department went after New York for attempting to set standards above the EAC standards, saying no, the EAC says this is good enough, you can use it.

And we have to be aware that however we think we’re doing things, others may think that we’re declaring adequacy and therefore we have to face the fact that whether we thought we’d made a decision or not, we did.  
And the other side of it is that I think there’s significant reason to want uniformity nationwide despite the fact that we have a (unintelligible) system that gives each state autonomy and this is becoming more important as some states are beginning to sign on to the national popular vote resolutions.

For example, for presidential elections where they’re declaring despite the fact that each state has it’s own rules about how it’s going to conduct elections, they’re trying to add up all the popular vote for president and declare their states electors bound to vote in conformance with the national popular vote.

If that really takes hold across a large enough number of states and it doesn’t take many, it only takes a few to (unintelligible) elections by only a few percent from one candidate to the other, then we’re in a situation where despite the fact that we have officially got a federal (unintelligible) then we end up with a national election system and the one man, one vote rule is going to force uniformity across the states under that circumstance.

So I’m worried about national popular vote that that could push us into a situation where we actually need a mandatory national standard and where in fact local decision making ends up violating the one man, one vote rule.

So I think we have to be aware of the fact that there are real pressures pushing us to make that decision as opposed to merely leaving it to the states.  But on the other hand anything above the minimum standard, states have to make these decisions all the time and we’ve got to expose what the facts are so that they can make informed decision and so I think that we’re going to have to follow a hybrid path and the hybrid path is the hardest path to follow unfortunately.

DR. GALLAGHER:     Great discussion.  As I said we don’t have to come to a resolution on this one today.  We can pick this up or not.  We can actually agree to table this one tomorrow.  I mean as I said, we brought this to you at a very early stage to have the benefit of your input (unintelligible).

Thank you.  Does anybody from the EAC have anything to add before we close today?
Anybody on the committee?  Well, with that let me suggest we retire early today.  I want to thank everybody for a long but a very interesting day.  I want to thank all the NIST staff that helped out.  I appreciate it.  We’ll see everybody here tomorrow morning at 8:30 a.m.  Thank you.

(Meeting Adjourned)

(END OF AUDIO CD 4)
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