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Measurements of Resonance and Carrier Harmonics
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Abstract—We show that careful measurements of the unloaded
resonance frequency and quality factor of radio frequency
identification proximity cards allow identification of diff erent
card models and, for the set of cards we studied, identification
with minimal error of individual cards of the same model.
Furthermore, we show that card identification performance
is improved by considering an electromagnetic signature that
combines measurements of the energy at carrier harmonics
during a reader-card transaction together with measurements
of unloaded resonance frequency and quality factor.

Index Terms—Authentication, Electromagnetic Signature, Res-
onance Frequency

I. I NTRODUCTION

W E demonstrate a method for identifying individual
radio frequency identification (RFID) cards based on

measurements of electrical resonance and measurements of the
energy at carrier harmonics during a reader/card transaction.
We show that, for the test sample studied, measurements
of electrical resonance allow us to identify individual cards
that belong to the same or different card models with low
error. The accuracy of correctly identifying cards from their
corresponding measurements is improved if measurements of
both electrical resonance and the energy at carrier harmonics
are used.

Our goal is to show that underlying differences that distin-
guish RFID cards, such as different circuit layouts, different
circuit element dimensions, and variations within manufactur-
ing tolerances of circuit components, can be measured through
electromagnetic measurements and quantified to create an
electromagnetic signature. This ability to identify electro-
magnetic signatures could benefit security and assurance [1]
and could be paired with digital device identifiers to detect
counterfeit cards [2].

Identification of electronic devices based on electromagnetic
measurements is not new, but previous efforts have focused
generally within the context of other technologies such as
radar, cellular phones, wireless local area networks (WLAN),
Bluetooth, and Ethernet. The military has tracked enemy radio
transmitters while cellular carriers have combated cloning
fraud with proprietary implementations of this idea [3]. For
WLAN and Bluetooth technologies, Hallet al. [4] character-
ized the period immediately following power on with Fourier
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and wavelet transforms. Remleyet al. [5] also studied WLAN
devices and used a cross-correlation metric on part of the
emitted RF waveform to identify cards. In an approach similar
to cross-correlation, Gerdeset al. [6] used matched filters to
identify Ethernet devices. For high-frequency RFID devices,
Danevet al. [7] observed the response of an RFID card to the
initial reader inquiry and characterized individual cardsfrom
the start of their response and by a high-dimensional principal
component analysis of the frequency content of their response.
Similarly, in Romeroet al. [8], the measured energies at the
third and fifth harmonics of the carrier frequency during the
reader inquiry of an RFID transaction were shown to be an
effective electromagnetic signature for reliably distinguishing
between different card makes and models.

We studied RFID proximity cards operating under the ISO
standard 14443 [9] at 13.56 MHz. Specifically, we studied
only the Type A standard within ISO 14443. Our method
here adapts and extends the results in [8] by considering
electromagnetic signatures based on measurements of the
unloaded resonance frequency and quality factor (Q), and
by identifying individual cards both within and between card
models rather than simply between card models. To measure
the resonance frequency andQ, we use a network analyzer,
which is a relatively economical and small measurement
device for frequencies below 50 MHz. For example, Agilent
and Anritsu offer handheld spectrum analyzers [10]. Cost and
size considerations would ease implementation of a security
system based on identification of RFID cards through the
electromagnetic signature explored here. With this electromag-
netic signature, we demonstrate reasonable identificationof
individual RFID cards.

In addition, we consider an electromagnetic signature that
combines both measurements of electrical resonance and mea-
surements of carrier harmonics as in [8]. We consider not
only measurements of the carrier harmonics at the nominal
value of 13.56 MHz, but also measurements of the energy
at the carrier harmonics when the frequency of the radio
frequency carrier differs from 13.56 MHz. With this larger
electromagnetic signature, we demonstrate increased accuracy
in identification of individual RFID cards relative to the
resonance-only electromagnetic signature.

II. RESONANCE IN AN RFID CARD

A. Theory

The RFID cards we consider are designed to operate in the
unlicensed industrial, scientific, and medical (ISM) frequency
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band near a carrier frequency of 13.56 MHz. In fact, they are
tuned to a slightly higher frequency so that operation within
the ISM band is still assured in the presence of multiple cards.
We consider two central quantities related to the tuning of
these cards: the resonance frequency and the quality factor.

The angular resonance frequencyω0 can be defined as the
angular frequency at which the reactance of the resonator
vanishes, as this indicates that the energies in the electric and
magnetic fields are balanced. We define the quality factor[11]
as

Q =
ω0 W

P
, (1)

where W and P are the stored energy and the average
dissipated power in a resonator atω0, respectively. To estimate
the quality factor and resonance frequency of an RFID card,
we represent our measurement system (Figure 1a) consisting
of a test fixture, cables, and an RFID card with a one-port
lumped element circuit model (Figure 1b). We are then able
to write the unloaded angular resonance frequencyω0 and
quality factorQ0 in terms of the resistanceR0, capacitance
C0, and inductanceL0 of the parallel RLC equivalent circuit
of the RFID card as

Q0 =
R0

ω0L0
ω0 =

1√
C0L0

. (2)

Unfortunately, we cannot isolate the RFID resonator and
must observe it through a coupling circuit consisting of a
broadband antenna coil. The ensemble of circuit elements of
the measurement setup resonates differently from how the
RFID circuit would resonate alone, and thus the loadedQ
and angular resonance frequency (QL andωL) differ from the
unloadedQ and angular resonance frequency of the RFID card
alone (Q0 and ω0). For the measurement setup as a whole,
the maximum energy stored is lower, and the average power
dissipated is higher than it would be for the RFID card alone.
The loadedQ and resonance frequency are dependent on the
coupling circuit, cable, and specific vector network analyzer
used in the measurement.

To obtain only the resonance parameters associated with
the RFID card, we must treat our measurements as if they
were produced by the circuit in Figure 1(b). To do this, we
apply a linear phase shift and use a procedure developed in
[12] to estimate the unloaded quality factor and resonance
frequency from a set of measured reflection coefficients near
the frequency of resonance.

B. Measurements

To excite resonance in a RFID proximity card, we coupled
energy into the card via a coupling antenna and observed
the reflection coefficient at various frequencies of a one-port
network that connects to this coupling antenna (Figure 1).
We measured on a frequency grid spanning from 10 MHz
to 30 MHz that was wide enough to capture the resonance
behavior for all the cards studied. We carefully controlledthe
placement of our coupling circuit with respect to the RFID
card to ensure repeatability of our measurements. Furthermore,
we found it necessary to calibrate the reference plane as close

L

Fig. 1. Measurement system for measuring resonance in RFID cards. (a)
Coupling with RFID card (b) Equivalent Circuit

as possible to the coupling circuit and to take precautions that
our connections between the VNA and coupling circuit were
precise and stable.

Our coupling antenna was a coil antenna of approximately
the same dimensions as the RIFD card itself. We used a
test fixture (Figure 1(a)) to ensure that the orientation and
distance were consistent between measurements, as we found
that the orientation and distance between the coupling coil
and RFID card were important and affected the measurements
significantly. Our test fixture ensured that the coupling coil and
RFID card were in parallel planes of a fixed distance apart.
Furthermore, we took care to control the relative placement
of the RFID card and coupling coil in each of these planes to
within a millimeter, as we found it important that the relative
positions of the card and coupling coil in their respective
planes were consistent.

Choosing the distance between the coil and the card rep-
resented a trade-off between competing goals. Placing the
RFID card and coil far apart lowers the level of coupling
between the RFID card and the coil, and leads to resonance
frequency measurements more representative of the RFID
card. However, lower coupling also leads to small signals
and low signal to noise ratios. Conversely, placing the RFID
card and coil close together improves the signal to noise
ratio, but creates large coupling factors. With large coupling
factors it becomes a challenge to correctly extract the unloaded
resonance characteristics from the measured loaded resonance
characteristics. As a balance between the competing objectives
of reducing noise and reducing coupling, we chose a distance
of approximately 1.75 cm. At this distance, the coupling and
noise were low enough to enable a consistent calculation of
the unloaded resonance frequency and quality factor.

We note that this measurement procedure had difficulty in
reliably exciting resonance of RFID cards that were contact
as well as contact-less; that is, the cards could communicate
via a direct metal-to-metal contact in addition to the magnetic
coupling.

C. Post-Processing

To extract the unloaded resonance frequency and quality
factor from the measured reflection coefficients, we take steps
to compensate for the distortions introduced into the data
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Fig. 2. Determining unloaded resonance frequency andQ by first applying a
linear phase shift and then fitting a circle. (a) Measured reflection coefficient
data without the card present (Γmeas). (b) A linear phase shift,eiωτ , is
chosen so that the frequency dependence in the measured datawithout the
card present is negligible. (c) Measured reflection coefficient data with the
card present form a loop in the complex plane. (d) Data with card present
after applying the linear phase shift determined in (b). Here, the data can be
modeled well by a narrowband circle approximation to estimate the unloaded
frequency and Q factor.

by the intervening circuit elements between the calibrated
reference plane and the RFID card. We model the intervening
circuit elements as consisting of a short transmission line
segment followed by a lossy coupling inductor (Figure 1(b)).

1) Compensating For The Connections:To compensate for
the connection between the cable and the coupling antenna,
which consists of simply an adapter and two short parallel
traces, we model the connection as a transmission line. To shift
our reference plane to the end of this transmission line, we
multiply the data by a linear phase shift,eiωτ , whereτ is the
elapsed time necessary for a radio signal to propagate from the
calibrated reference plane to the coupling antenna. We choose
the value of τ so that the measured reflection coefficient
without the card present demonstrates negligible frequency
dependence over the frequency range of interest. We obtain a
first-order approximation of this value by manually choosing
different values ofτ and qualitatively assessing which option
offers the best reduction in frequency dependence. We show
the process of determiningτ in Figure 2 (a)-(b).

2) Narrowband Approximation Near Resonance:After ap-
plying the linear phase shift, we use the method of Kajfez [12]
to calculate the unloaded resonance frequency andQ factor.
For a one-port resonant network, such as the circuit in Figure
1(b), a good narrowband approximation of the reflection
coefficientΓ, as observed from the calibrated reference plane,
is

Γ(ω) = Γd +
de−iγ

1 + iQL2ω−ωL

ω0

, |ω − ωL| ≪ ω0, (3)

whered is the diameter of the resonance loop,γ is the rotation
angle of the resonance loop (measured with respect to the
the line connectingΓd and the origin), andω is the angular
frequency (that is,2πf , wheref is frequency), andΓd is the
de-tuned reflection coefficient (the reflection coefficient that is
obtained if the RFID card were not present), which is related
to the circuit parameters in Figure 1(b) by

Γd =
Rc + jLc −Rch

Rc + jLc +Rch

. (4)

In (4),Rch is the characteristic impedance of the transmission
line, andRc, Xc are respectively the loss and reactance of
the coupling circuit;Γd is representative of the losses in
the coupling circuit. If the losses in the coupling circuit are
minimal (if Rc is small), thenΓd lies close to the unit circle
and the measured reflection coefficient data lie close to the
boundary of the Smith chart. On the other hand, if the coupling
losses are greater, thenΓd lies farther from the unit circle
and the measured reflection coefficient data do not lie on the
boundary of the Smith chart.

An illustration of the parametersΓd, d, andγ with respect
to a measured reflection coefficient resonance loop is given in
Figure 2(d). The rational term in (3) describes a circle in the
complex plane, andΓd simply shifts that circle. Noting that (3)
describes a circle in the complex plane leads to a method for
estimating the parameters in (3): fitting a circle to reflection
coefficient data near resonance.

3) Circle Fit: To fit a circle to (3), we definet = 2ω−ωL

ω0

,
and write

Γ(t) =
a1t+ a2

a3t+ 1
, (5)

where{a1, a2, a3} are complex numbers that can be related
to Γd, QL, andd as

Γd =
a1

a3
QL = Im(a3) d =

∣

∣

∣

∣

a1 − a2a3

QL

∣

∣

∣

∣

. (6)

As (5) represents a linear relationship between theak, they
can be estimated from a linear least-squares fit from the
scattering parameter dataΓ(ω), provided that we knowω0

andωL. Unfortunately, we cannot know the unloaded angular
resonance frequencyω0 directly from the data initially. The
loaded angular resonance frequencyωL is easily estimated
by locating the frequency corresponding to the minimum
magnitude of the reflection coefficient during resonance, as
this is the resonance frequency of the entire measurement
system. To estimateω0, we takeω0 ≈ ωL and use an iterative
process with a least-squares fit at each iteration. Once the
iterations have converged, we choose the refinedω0 as the
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Fig. 3. (a) Measurement system for measuring the energy at carrier harmonics
in RFID cards (b) Illustration of near-field nature of an ISO 14443 transaction.
We use two symmetrically placed sense coils on both sides of the reader coil
to detect changes in the electromagnetic field at the same distance that the
RFID card is located. We subtract the measured signal from one sense coil
from the other so that we may cancel to first order the reader field in the
absence of an RFID card.

unloaded angular resonance frequency. The details of the
iterative refinements onω0 are given in the Appendix.

The relationship between the unloadedQ and loadedQ can
be defined in terms of a coupling factorκ, which is in turn
defined as the ratio of the power dissipated in the external
coupling circuit to the power dissipated in the resonator. This
relationship is

Q0 = (1 + κ)QL. (7)

The coupling factor can be deduced from the diameter of the
measuredQ circle with

κ =
1

(d2/d) − 1
, (8)

whered2 is a factor dependent on the losses present in the
system [12]. The details of the calculation ofd2 are given in
the Appendix.

III. E NERGY AT CARRIER HARMONICS

To obtain the energy at the carrier harmonics of the RFID
card, we performed the same measurements as in [8]. The
measurement system (Figure 3) involved a test fixture to
measure the electromagnetic field passing through the RFID
card during an ISO 14443 Type A transaction. We sampled the
measured electromagnetic signal at 1.25 GHz and recorded
150 µs of the signal to capture the entire reader inquiry.
Then, we calculated the energy present in the third carrier
harmonic in this portion of the signal. The restriction to the
reader inquiry and the third harmonic are choices that were
found to be adept for forming a rudimentary electromagnetic
signature in [8]. We constructed a signature consisting of the
energy at the third carrier harmonic when the carrier frequency
is operating at 13.56 MHz and when the carrier is operating
at 12.56 MHz. We found this combination to provide better
discrimination than the electromagnetic signature consisting of
the third and fifth carrier harmonic at 13.56 MHz.

IV. I DENTIFYING CARDS

A. Electromagnetic Signatures

Our electromagnetic signatures consist of low dimensional
vectors of a few representative measured quantities. From
our resonance measurements and measurements of energy at
carrier harmonics, we found that the following two electro-
magnetic signatures can identify individual cards well:

S
(1) =

(

f0
Q0

)

S
(2) =









f0
Q0

E13.56MHz(3fc)
E12.56MHz(3fc)









, (9)

wheref0 andQ0 are the measured unloaded resonance fre-
quency and unloaded quality factor, andE13.56MHz(3fc) and
E12.56MHz(3fc) are the measured energies in dBm of the 3rd
harmonic of the carrier frequency when the carrier frequency
is operating at 13.56 MHz and 12.56 MHz, respectively.

In Figure 4 repeat measurements of the first signatureS
(1)

can be observed directly for several different cards. We see
that this signature separates different card models very well
and is sufficient to distinguish with relatively low error among
different cards within the same model. Figure 4 illustratesa
measurement set of 20 cards with 18 repeat measurements per
card. The 20 cards consist of four different card manufacturers
each represented by five different individual cards from a
specific batch. Between each repeat measurement, the card
was removed from the measurement fixture, then re-inserted.

B. Card Classification

To associate a given electromagnetic signature with the
corresponding card that produced that electromagnetic signa-
ture, we use a statistical model to select the most probable
card to have produced the given signature. We model each
measurement of the signature,S

(n)
c , of card c as a sample

drawn from a multivariate Gaussian probability distribution,
S

(n)
c ∼ N (µc,Σc). We consider both the case that the dis-

tribution of each card’s measurements will vary in a different
manner around their respective means and the case that the
distribution of each card’s measurements will vary in the
same manner around their respective means. The first case
requires that for each cardc, a separate covariance matrix
Σc is estimated, while the second case requires that a pooled
covarianceΣ is estimated.

The separate covariance matrix estimates have smaller de-
grees of freedom and are hence less stable than the pooled
covariance estimate. The use of the pooled covariance esti-
mate, however, requires the restrictive assumption that each
card’s measurements must vary in the same manner around
their respective means. As a balance between stable estimates
and generality of our statistical model, we choose to regularize
the separate covariance estimates for each card with the pooled
estimate by defining a parameterα such that0 ≤ α ≤ 1 and
by defining a new covariance estimate as

Σα,c = (1 − α)Σ + αΣc. (10)
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Fig. 4. Unloaded angular resonance frequency (ω0) and unloaded quality factor (Q0) measurements from four different card models. For each card model,
five different cards were measured and for each card, 18 repeat measurements were taken. (a) All measurements collectively illustrated. Measurements from
within card models formed clusters and are encircled; each of the four clusters were distinct and non-overlapping, allowing for perfect identification of the
card model from these measurements. (b)(c)(d),(e) Within card models, where Cx refers to thexth card of each manufacturer. Measurements from individual
cards also formed distinct clusters from which we can identify individual cards.

With the parameterα, we introduce the ability to fine-tune an
algorithm so that it may perform better on a given classifica-
tion task. This method is known as regularized discriminant
analysis [13].

Estimating the probability that a specific card produced
a given signature involves two steps. First, the parameters
of the Gaussian distribution must be estimated, and second,
the probability of the measurement belonging to each of the
cards must be computed. To estimate the parameters, we
collect several measurements of the electromagnetic signature
Sc,k

(n). In this notation,k = 1, . . . , Nc indexes theNc repeat
measurements for each cardc. From these training samples,
standard normal theory concludes that maximum-likelihood
estimates of the Gaussian distribution parameters are

µ̂c =
1

Nc

Nc
∑

k=1

S
(n)
c,k (11)

Σ̂c =
1

Nc − 1

Nc
∑

k=1

(

S
(n)
c,k − µ̂c

) (

S
(n)
c,k − µ̂c

)T

(12)

Σ̂ =
1

N − C

∑

c

Nc
∑

k=1

(

S
(n)
c,k − µ̂c

) (

S
(n)
c,k − µ̂c

)T

, (13)

whereN =
∑

cNc is the total number of measurements and
C equals the number of cards.

With the estimated Gaussian parameters, we can evaluate
the probability of a measured electromagnetic signatureS

(n)

belonging to cardc under our statistical model. We then say
that the most probable card̂c to have produced that mea-
surement is the card that corresponds to the highest of those
computed probabilities. Choosing the card with the highest
probability of generating the measurement observed, that is

P (S(n)), is equivalent to choosing the card that minimizes
the value ofδc, whereδc is defined as

δc = −2 log(P (S(n)))

= (S(n) − µ̂c)
T
Σ̂

−1
α,c(S

(n) − µ̂c) + log |Σ̂α,c|. (14)

Hence, an electromagnetic signature is identified with a card
ĉ according to the rulêc = argmincδc.

C. Estimation of Future Error

To estimate the future error of a given classifier, we ran-
domly split measured data into a training set consisting of 75
% of the data and a testing set consisting of the remaining
25 % of the data. With the training set, the parameters of
the statistical model in regularized discriminant analysis are
estimated. With the testing set, comparing the actual card that
produced a given electromagnetic signature and the prediction
from regularized discriminant analysis of the most likely
card to have produced that measurement affords a statistical
estimate of future error. Repeating this estimate several times,
we can obtain an estimate of the expected future error on
identifying cards from their electromagnetic signature [13].

To choose the optimalα for regularized discriminant anal-
ysis, we use a future error estimate on card identification for
several values ofα. We then choose theα corresponding to
the minimal predicted future error.

D. Results with Measurements

To demonstrate the results of card identification, we estimate
the future error as described above by repeating the random
split into training and testing data 500 times. We report in
Tables I and II the fraction of times that the electromagnetic
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Predicted Card from Resonance Measurements Only
M1 M2 M3 M4

C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 C1 C2 C3 C4 C5

A
ct

u
al

C
ar

d

M
1

C1 1
C2 0.998 0.002
C3 0.002 0.998
C4 1
C5 1

M
2

C1 0.722 0.278
C2 0.74 0.152 0.108
C3 0.165 0.835
C4 0.001 0.999
C5 0.548 0.452

M
3

C1 0.883 0.117
C2 1
C3 0.813 0.187
C4 0.205 0.795
C5 0.163 0.837

M
4

C1 1
C2 1
C3 1
C4 1
C5 1

TABLE I
CONFUSION MATRIX FOR IDENTIFICATION OF CARDS FROM MEASUREMENTS OF RESONANCE FREQUENCY ANDQ-FACTOR.

signature corresponding to cardx is predicted as belonging to
cardy when cardx was measured.

1) Resonance Data Only:In Table I, we see the results of
applying regularized discriminant analysis to measurements of
the electromagnetic signature consisting only of the unloaded
resonance frequency and unloadedQ, that isS

(1). We found
thatα = 0 produced the best results. For each card, 18 repeat
measurements of the electromagnetic signatureS

(1) were
taken. Some manufacturers offer clear distinction between
individual cards, while others are difficult to tell apart inthe
space of all possible electromagnetic signaturesS

(1). With
this signature and algorithm, our average estimated overall
accuracy for identifying individual cards was 90 %.

2) Resonance Data combined with Harmonic Data:If we
consider the electromagnetic signatureS

(2), which consists
of the measured unloaded resonance parameters combined
with the measurements of the energy at the carrier harmonics
during an ISO 14443 transaction, we can identify individual
cards within different card models with greater accuracy. In
Table II, we report the accuracy of identifying cards from
measurements ofS(2). For each card, 12 repeat measurements
of the electromagnetic signatureS(2) were taken. We see
that the confusion among cards for the second model (M2)
studied, reduced substantially, and any increase in confusion
among individual cards in other models was minimal. Here,
regularized discriminant analysis withα = 0.4 achieved an
estimated overall accuracy of 96 % for identifying individual
cards.

E. Threat Model

To provide a context for the use of an electromagnetic
signature in strengthing RFID security, we consider an RFID
counterfeiting attempt as belonging to one of four categories
of attacks.

1) The counterfeit RFID card does not correctly spoof a
digital transaction. For this attack, we assume that any

standard reader would reject the counterfeit card for
transmitting an incorrect unique identification number
or failing to sidestep cryptographic security measures.

2) The attacker correctly spoofs a digital transaction, but
either manufactures his own card or purchases a re-
programmable card from another manufacturer. In this
study, we’ve illustrated that electromagnetic signatures
corresponding to different makes and models differ
significantly and cluster tightly, and as such, we can
defend well against this attack.

3) The attacker correctly spoofs a digital transaction and
uses a counterfeit card of the same make and model as
the card to be counterfeited; and only a small number of
cards is in the pool of allowed cards. Under this model,
we’ve shown that we can still defend well against this
attack.

4) The attacker correctly spoofs a digital transaction, uses
a counterfeit card of the same make and model as the
card to be counterfeited, and the pool of allowed cards
is large. Under this model, we will run into problems.
Our analysis has shown that cards of the same make and
model cluster tightly together; by considering more and
more cards of the same make and model , the ability to
distinguish cards from each other will steadily diminish.

To address the last and most general threat model, we could
prevent the identification error from decreasing to zero by
framing the card identification task as a hypothesis test. Any
hypothesis test would use the same statistical models estimated
previously in Section IV-B. Given a specific error tolerance,
the test would reduce to finding an appropriate threshold on
the Manahalobis distance measure:

dist(S(n), µ̂c) = (S(n) − µ̂c)
T
Σ̂

−1
α,c(S

(n) − µ̂c), (15)

such that a new measurement will be identified as belonging to
a counterfeit card if the threshold is exceeded. This threshold
can be chosen so that two possible errors are controlled: that
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Predicted Card from Resonance and Harmonic Measurements
M1 M2 M3 M4

C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 C1 C2 C3 C4 C5
A

ct
u

al
C

ar
d

M
1

C1 1
C2 .966 .034
C3 .013 .987
C4 1
C5 1

M
2

C1 1
C2 .836 .01 .154
C3 1
C4 .003 .997
C5 1

M
3

C1 .898 .102
C2 1
C3 .91 .09
C4 .163 .837
C5 .106 .894

M
4

C1 .989 .011
C2 1
C3 .001 .999
C4 1
C5 1

TABLE II
CONFUSION MATRIX FOR IDENTIFICATION OF CARDS FROM MEASUREMENTS OF RESONANCE FREQUENCY, Q-FACTOR, AND THIRD HARMONIC ENERGY.

of misclassifying the correct card as a counterfeit card (that
is, a false negative) or that of classifying a counterfeit card
as the correct card (that is, a false positive), where lowering
one error comes at the expense of raising the other. We can
choose an optimal threshold such that an appropriate risk-loss
function, such as a weighted sum of the square of the two
errors, is minimized.

V. CONCLUSION

We have shown that RFID proximity cards of different
makes and models can be identified through precise mea-
surement of the small-signal linear frequency response of
cards combined with measurements of the energy at carrier
harmonics. Furthermore, we have demonstrated the possibility
of extending this result to differentiation between RFID cards
of the same make and model. Identifying individual RFID
proximity cards from our sample set with an accuracy as high
as 96 % indicates that the underlying differences between
RFID proximity cards can be quantified through electromag-
netic measurements.

Good performance involving only the resonance measure-
ments implies that perhaps an economical anti-counterfeiting
device consisting of a network analyzer can be implemented.
As resonance measurements are independent of the underlying
standard, the results could potentially be applicable to other
standards at 13.56 MHz (such as ISO 14443 Type B).

Our results here require precise positioning of the RFID
cards to within a millimeter in a fixed plane. With more
precise and varied electromagnetic measurements, perhapswe
can decrease the identification error rate or achieve the same
error rate with fewer restrictions on the position of the RFID
card.

APPENDIX

To calculate the unloaded angular resonance frequency, we
iteratively refineω0 to approximate the true unloaded angular

frequency. For our description below, we denote the quantities
associated with thenth iteration with a superscript(n) and
take our initial guess for the unloaded angular resonance
frequency to be the loaded resonance frequency,ω

(0)
0 = ωL.

Each iteration proceeds by definingt(n) = 2(ω − ω
(n)
0 )/ω

(n)
0

and fitting a circle with least squares to the measured data
Γ(t(n)) to get the circle fit parametersa(n)

k . We then calculate
the quantities in (6) witha(n)

k in place ofak, as well as the
following quantities, where the superscript∗ refers to complex
conjugation, and for clarity we useak rather thana(n)

k :

Γc =
a1 − a2a

∗

3

a∗3 − a3
(16)

ΓL2 = 2Γc − Γd (17)

∆z =
a2 − ΓL2

ΓL2a3 − a1
. (18)

The iterative update toω(n)
0 is as used in [12] with

ω
(n+1)
0 = ω

(n)
0

(

1 +
∆z(n)

2

)

. (19)

Calculating the unloadedQ factor from the loaded estimate
at each iteration involves simply correcting by a multiplicative
factor (1 + κ), whereκ is the coupling factor that can be
calculated from (8). The factord2 in (8) can be calculated, as
in [12], with

ψ = arctan(Γd − Γc) − arctan(Γd) (20)

d2 =
1 − |Γd|2

1 − |Γd| cos(ψ)
. (21)

After two iterations, the estimatesω(n)
0 , κ(n), andQ(n)

L change
little. As the second iteration estimates varied less than 0.01%
from the previous iteration estimates, we chose the unloaded
angular resonance frequency and quality factor to be those
values from the second iteration:

Q0 = (1 + κ(2))Q
(2)
L , ω0 = ω

(2)
0 .
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