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Response to bullet 3: Initial list of secure software development lifecycle standards, best practices, and 
other guidelines acceptable for the development of software for purchase by the federal government. This list 
of standards shall include criteria and required information for attestation of conformity by developers and 
suppliers. See EO Section 4(e)(i, ii, ix, and x). 

Formal methods-based static analyses of program source code are able to provide a very high level of 
assurance that a software program meets critical safety and security requirements. In particular, formal 
methods can detect errors and vulnerabilities that traditional verification techniques (e.g., testing or linting) 
alone will not [9]. 

Testing can determine only how a software program behaves on certain given inputs. For nontrivial 
programs, testing each and every possible input is usually infeasible because the number of potential inputs 
is very large. Therefore, although testing may find unsafe or insecure program behaviors, it cannot rule 
them out. Linting techniques analyze the program text (i.e., source code) and are useful for drawing a 
programmer’s attention to likely problems therein but, like testing, linting cannot rule out errors or security 
violations. 

Formal methods, like linting, work by analyzing program source code. Unlike linting, formal methods 
consider program semantics in order to prove, in the sense that one proves a mathematical theorem, that 
given semantic properties are met. Properties that can be checked include so-called “safety properties,” such 
as the absence of runtime errors (e.g., dereferencing an invalid memory address or executing a division by 
zero) [4]. Properties may also express invulnerability to a class of exploits [5, 3]. Furthermore, properties 
can be combined to express complex notions of full system correctness. 

Formal methods have been shown to be effective at detecting security vulnerabilities in practice [5]. At 
Sandia we have observed that the process of formal analysis can increase safety and reliability of the resulting 
system beyond even what is explicitly specified. For instance, VST [1] detects common sources of security 
vulnerabilities in C code, such as undefined behavior and runtime crashes, whether explicitly specified or 
not. Similarly, “lightweight” formal methods, such as strong type systems and model checking at the design 
level, reduce bugs in practice [6]. 

However, the greatest potential benefit of formal methods will be facilitating use of a Trusted Computing 
Base (TCB) [3] as a foundation for security. In this scheme, formal methods are used to prove that a given 
program is secure, obviating the need to trust it so long as its specification, as well as the tools necessary to 
check its specification, are available and trusted. Variations on this idea, such as proof carrying code [10], 
suggest an approach to software security based on the principle of minimizing the need for trust. 

Proof assistants based on the de Bruijn criterion [2, 11] feature a small, simple proof checking kernel 
that is independent from the complex facilities for finding proofs. Because the kernel is so small it can be 
subjected to extensive human-audited trust evaluation, and used as the foundation of the TCB, minimizing 
the critical surface area of the overall system. Methods based on foundational proof assistants satisfying this 
criterion should therefore be preferred whenever possible. 

For software to be trusted, its entire development toolchain must be considered. Even if source code is 
correct, compilers, assemblers, and linkers may potentially introduce vulnerabilities and so must be trusted. 
Compilers such as CompCert [8] and CakeML [7] are themselves proven correct in foundational proof assis-
tants and thus can be removed from the TCB. However, gaps remain. The compilers themselves must be 
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compiled, as must the proof assistant, so trusted “extraction” mechanisms are needed. Even with such tools, 
the classic problem of “trusting trust” [12] (that the verified compiler was derived via a compilation chain 
from an unverified one) is still a point of concern. To mitigate this issue we advocate the use of multiple 
independent implementations of the proof checking kernel and whatever other minimal machinery is needed 
to bootstrap a verified software toolchain. 

Ultimately, formal methods-based verification, including of development tools, and based on a minimal 
trusted computing base, provides the highest possible level of assurance for software. As such, it should 
be considered the gold standard and the goal for all high consequence systems. For the most safety- and 
security-critical software, resources should be deployed towards building more complete formal methods-
based verification stacks, more trustworthy formal methods tools, and ever smaller Trusted Computing 
Bases. 
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