PT/ILC Report Terminology Guidance


This document contains sample text that can be used as guidance in completing PT/ILC reports.  There are basic explanations of the tests as well as possible methods to use for selecting reference values and uncertainties.  The wording of the sections may require slight alteration to make sense for the PT/ILC being evaluated.   The areas highlighted in yellow are provided as guidance and should not normally be included in the proficiency test report.
Explanation of all formula used for analysis (which equations and why):

The initial standard deviation was calculated using all of the participating laboratory’s reported values.  If a correction fell outside of two standard deviations, it was omitted in the calculation of the adjusted statistics.

The formula used for calculating the normalized error (E-normal, En) is shown below.
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Result < 1 to pass
This equation evaluates the bias of the laboratory value from the reference value relative to the combined uncertainties of the values.  Values failing the En test were omitted from the calculation of the adjusted statistics.

The formula used for calculating the precision test is shown below
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Result < 1 to pass
The precision test evaluates whether the uncertainty of the laboratory value is less than one-third of the tolerance.  It may evaluate whether the uncertainty is sufficiently small so that the potential error in the value does not significantly impact the value.   Values with uncertainties failing the Pn test were omitted from the calculation of the adjusted statistics.
The formula for the ‘Z’ test compares the bias in each participant’s value with their reported uncertainty.  This test is not used for pass/fail of the proficiency test but does require possible corrective action.
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Ideally, the ‘Z’ value should be less than 1.
Note: The tolerance is set using the appropriate documentary standard for the artifact, or by criteria established in the PT/ILC planning phase. For volumetric field  standards the uncertainty limit is determined by a combination of NIST HB 105-3 and field specifications set in HB44.  Uncertainty should typically be less than 0.05 % regardless of the nominal volume of the artifact when testing devices typically used to certify devices measuring petroleum products.
In some cases, there is no applicable tolerance (e.g., 5 gal slicker plate type standard).  In that case a suitable value and justification will be provided for how the tolerance value is selected for that application.  In the case of a 5 gal slicker plate type standard, the combined uncertainties from the standard and the next process in which it is used must be sufficiently small.

Note:  At times, reported values will result in calculated standard deviations (reference uncertainties) that are extremely small relative to the tolerance of the device tested.  This is especially true when a field standard is used as the unknown in the PT/ILC.  When this situation develops care must be taken to properly document failures of the evaluation tests, as failure of a test may not actually represent a problem with the measurement. For example, a laboratory value may fall outside the two standard deviation limit, but the bias detected may be insignificant relative to the tolerance.  Care must also be exercised to consider the stability of the artifact in this situation as the field standard design, surface finish or material may result in apparent instability but the variability is so small as to be insignificant considering the tolerances.  
Explanation of how the reference value was selected:

Options for the Accepted Reference Value 
(generally in order of preference; consider analysis of all):

1. NMI Value (depends on measurement area, level, and date of calibration), needs to be compared to mean/adjusted mean and median.*

2. Mean, adjusted mean, or median - one point from each laboratory preferred, all ok.

3. Mean or median of some laboratory values: 1) labs working at the lowest uncertainty capability levels; 2) accredited labs; 3) labs who all have recent calibrations of standards (< 3 yrs) when they all agree well.

4. Pivot Lab Value(s).

5. Value provided by someone else…
a. The reference value was established using the values from participants who used advanced weighing designs to determine their reported value.

b. The reference value was established during calibrations performed by the PT/ILC coordinator.

c. The reference value was established by evaluating the data provided by the laboratories accredited to ISO/IEC 17025.

d. The reference value was based on the values of a previous PT/ILC (provide details).  

Options for the Accepted Reference Uncertainty (matching number above):

1. NMI Reported Expanded Uncertainty.

2. Standard deviation of the mean or adjusted standard deviation of the mean of those points used to determine the reference (mean, adjusted mean, or median) times k (k from Student-t based on degrees of freedom of the mean) or average U of those points used to determine the reference value.

3. Standard deviation of the mean or adjusted standard deviation of the mean of those points used to determine the reference (mean, adjusted mean, or median) times k (k from 
Student-t based on degrees of freedom of the mean) or average U of those points used to determine the reference value.

4. Pivot Lab Reported Uncertainty.

5. Uncertainty reported by someone else.
a. The accepted reference uncertainty was determined by combining the  participant’s ub and the reproducibility standard deviation of the reported values; the associated degrees of freedom from each value are combined to determine the effective degrees of freedom for the reference uncertainty which is used to select an appropriate coverage factor from a ‘Student-t’ table.

b. The uncertainty of the reference value as determined during a previous PT/ILC (provide details).

Recommended follow-up and corrective action (by NIST WMD) 
· Due to the closeness of agreement of reported values an additional test was added to this data analysis.  This test evaluated the bias of the values against the Class F tolerance for the nominal mass.  Any bias value exceeding tolerance * 0.1 was indicated as a potential problem.   This test was added because the magnitude of the uncertainty of the reference value at no time exceeded the tolerance * 0.1, causing some En calculations to fail, even though the bias was quite small.  

· Laboratories failing both the En and 10 % Tolerance test should determine the cause of the bias and perform suitable corrective action.  

· Laboratories failing only the En, but passing the 10 % Tolerance test, should evaluate the appropriateness of their reported uncertainty ensuring that the correct components have been included in their uncertainty calculations.  Recalibration of standards may also be necessary.

· Laboratories with marginal En values may wish to re-evaluate their uncertainty and bias with consideration given to correction of any potential problems.

· Laboratories with ‘Z’ values greater than 1 have a bias that is greater than their uncertainty and should perform corrective action that possibly includes recalibration of the standard, reevaluation of uncertainty or other actions they feel appropriate.
· Overall, the results of this PT/ILC are relatively good, but corrective action must be taken by a number of laboratories.  Corrective action reports must be completed and should include the findings of the root cause analysis, corrective action and follow-up examination of the corrective action taken when corrective action is necessary.  ALL laboratories must submit a Follow-up & Corrective Action Report with their Annual Submission regardless of their performance in this PT/ILC. 
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