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Parallel calculation of electron multiple scattering using Lanczos algorithms
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Real space multiple scattering calculations of the electronic density of states and x-ray spectra in solids
typically scale as the cube of the system and basis set size, and hence are highly demanding computationally.
For example, such x-ray absorption near edge strugifNES) calculations typically require clusters of
orderNg atoms ands, p, andd states for convergence, wilty between about £0-1C°; for this case about £0
inversions of NgX 9Nr matrices are needed, one for each energy point. We discuss here two ways to speed
up these calculationgl) message passing interfa@dPl) parallel processing an@) fast, Lanczos multiple
scattering algorithms. Together these algorithms can reduce computation times typically by two orders of
magnitude. These are both implemented in a generalization afliheitio self-consistenterFgcode, which
thus makes practical XANES calculations in complex systems with of ordeatbéns. The Lanczos algorithm
also yields a natural crossover between full and finite-order multiple scattering with increasing energy, thus
differentiating the extended and near-edge regimes.
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. INTRODUCTION G° represents the central atom contribution for which
_ _ o (—1/m)Im G®= 6,/ 6g r» @ndG®C s the scattering part from
Multiple scattering(MS) theory is widely used to calcu- the surroundings. Thus the main ingredients in the calcula-

Ia:te E)hysitcal pt(oplertie(js of solids, rsgg;Tﬁ fro.m leleCtroniCtions are the damped free propagat@tfs ~ Lr(E), and the
structure 1o optical and Xx-ray respo Iithin single par- 4 ensionless scatterirignatrix T=t|rég g 6, Which in-

ticle theory, which is usually an adequate approximation, : . e
these physical properties can all be calculated in terms of th%or_porates the spherical scattering potentials in termszof

) =e'9rRsin g, wheredr are partial wave phase shifts for site
total one electron propagator or Green’s functi®r 1/(E LR : . S
“H+iT), whereH is the Hamiltonian and” accounts for R. In this formulation, multiple scattering is implicitly taken

inelastic losses and lifetime effects. In this paper we focus ot0 all orders via matrix inversion. The multiple scattering
. : ; Yeries forGs® is obtained by expansion of the matrix inverse

the real space version of MS theory, i.e., the real SPacE.’ . yeometric series
Green’s functionfRSGH approach, which is the real space 9
analog of the KKR(Korringa-Kohn-Rostokerband structure SC aidTROTRO L ROTROTR0L . . . 1aid
method. The RSGF approach has several advantages over GCr=e”[GTTC+GTGTG - - Je @
traditional electronic structure methods, especially for com-This expression give a separation of total Green’s function
plex systems. First, a real space approach is not restricted toto contributions from individual scattering paths, and is
periodic materials, and second, the approach can be extendbence is termed the multiple scatteriidS) or path expan-
to energies far above the Fermi levelg., up to about 2000 sion. The complete expression in E) is termed full mul-
eV). Moreover, a real space approach is essential for protiple scattering(FMS), since it is formally equivalent to a
cesses such as x-ray absorption in which a symmetry brealsum over all MS paths within a chosen finite cluster through
ing effects such as the core-hole and inelastic loésgs, the  which an electron can propagate, starting from and returning
photoelectron mean free path dampingust be taken into to the central atorn.
account, even in perfect crystals. Once the propagatdd is obtained using either E@l) or

The central quantity in RSGF calculations is the (2), many physical quantities can be calculated. For example,
matrix form of the propagatoB, g r(E) in a siteR and  the contribution to the x-ray absorption spe¢&S) from a
angular momentum L=(l,m) representation given site and final state angular momentungwith a re-
|LR>=i'j|(krR)Y.m(fR), where ;R:;_ﬁ and L=(I,m). laxed core holg as given by the golden rule, can be written

The matrix elements represent the amplitude for an electrof
to propagate between the staje®R) and|L’'R’). This ma-

tri?( satisfi_es the multiple-scattering equatirier a cluster w(E)oc— ilm > M (E)GLioo(EYML(E), (3)
with Ny sites ™ L
G=GC+ GSC whereM  (E)=(L,0|e-r|c) is a transition dipole matrix el-
ement between the atomic core state and a local final state
GS°=el1- GOT] 1GP% 8 (1) IL,0) ande is the x-ray polarization. As the transition matrix

elements are relatively smooth functions of energy, the fine
where for simplicity here and elsewhetenless otherwise structure inu(E) arises predominantly from that in the scat-
specified, matrix indices are suppressed. In these equationtering contribution to the propagat@*c.
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Remarkably the multiple scattering expansidtg. (2)] Due to the core-hole lifetime and final state broadening,
generally converges well for photoelectron energies abovéhe effective one-particle Hamiltoniad is not Hermitian,
about 30 eV, where typically less than about 100 MS pathand the free propagators decay with distance, i.e.,
account for all structure in the the x-ray absorption SpeCUaGE,R,_LR(E)ocexp[(ik—ll)\k)lR—R’|]/|R—R’|, where k
This simplification justifies the traditional path-by-path EX- — (2E)12is the electron wave number, ang is an effective
AFS (extended x-ray absorption fine structuemalysis. On  energy dependent electron mean-free path that includes life-
the other hand, below about 30 eV, scattering is often MuClime broadening. The effective mean free path can be quite
stronger. There may even be eigenvalues ofGi& matrix . large near the Fermi level, but is still finite at threshold due
that are larger than unity, in which case the MS expansioRg the core-hole lifetime. Thus the size of a cluster needed for
Eqg. (2) fails to converge. For these reasons, XAS calculazn accurate solution to the MS equations @iis roughly

tions are often split into two regions, based on the strength ofgmparable to the mean free path, which varies between
photoelectron scattering: the EXAFS region above about 3@phout 5 and 20 A for all materials.

eV based on Eq(2), and the XANES(x-ray absorption near  The high energy or extended regime is important in sev-
edge structureregion below about 30 eV based on Efj).  gra| x-ray and electron spectroscopies such as EXAFS, XPS,
XANES calculations probe low energy excited states and argpp, and anomalous x-ray scatterit@xsS). These spectro-
t_hus important to determine electronic and che_mical infor_mascopiC methods typically make use of the energy or angular
tion from x-ray spectrde.g, charge counts, spin and orbital yependent modulations in photoelectron scattering to extract
momenta. However, the cross-over between these regimes igca| electronic and structural information. Due to develop-
ill defined, and heretofore, has lacked a quantitative distinCrents in curved-wave scattering theory, e.g., the separable
tion. In this work, we discuss iterative MS methods basedrepresentation for the free propagatdiEXAFS and XPD
primarily on Lanczos algo_rl'Fhm‘é,wh.lch naturally interpo-  ca|culations are now both accurate and efficient. Moreover,
late between the full and finite MS limits. Our results b9|0Wduring the last years, computing power has increased dra-
clarify how the MS expansion converges with respect to enmagically, following Moore’s lawf, so that now such calcula-
ergy and when a path expansion is valid, thus providing gjons using the MS expansion in E@) are readily executed
clear way to differentiate the extended and near edge resp inexpensive desktop computers. As a result such calcula-

gimes. tions have become routine in EXAFS data analysis to deter-

Many other spectroscopies can be obtained with a similapgine accurate geometrical information about the local struc-
RSGF formalism. For example, calculations of the x-rayy,re of materials.

photoelectron spectrosco}(PS) cross sectiomr(IZ) and of On the other hand, XANES calculations have remained
photoelectron diffractioriXPD) can be obtained fror® us-  time consuming for many materials. The FMS calculations
ing the expressich via Eqg. (1) require repeated inversions of large, complex and

only semisparse matrices. For example, XANES calculations

_ - at theK edge of Siiwhich has a long mean free patiequire
U(k)“; {YL(k)‘SR,R/ atomic clusters of aboutlr=10° atomic sites withs, p, and
d electrons [,,,,=2), i.e., a basis of dimensioNg(lnax

2 +1)2~9x 10°. As a result, such a calculation up to about 30

+L2R, Yo (ke ®R-RGE (B

e"RM | g eV above threshold using Eql) requires inversions of
9Nz X 9Ny such matrices at about 100 energy points. These
(4) calculations typically scale as the cube of the matrix dimen-

sion, so the above example has heretofore taken several days

whereK is the outgoing photoelectron momentum. Calcula-On modern computers. Highet materials(e.g., transition
tions of Eq. (4) thus require knowledge of the site off- metalg may also requwé_ elgctrons(or highey, but tend to
diagonal matrix elements @, . . Note that once these have shorter core-hole lifetimes, and hence comparable ma-
' trix dimensions. XANES calculations also demand a more
sophisticated treatment of electronic structure than EXAFS.
For example, self-consistent potentials, an accurate treatment
of lifetime effects and inelastic losses are needed to obtain
5 quantitative results. Further improvements in computer codes
factor” _ _ for XANES, such as relaxation of the muffin-tin approxima-
There is also a direct connection betwenand elec-  ion (je., the use of non-spherical potentjasd better treat-

_tronic structure. For example, the angular momentum Propents of many-body effectswill likely improve accuracy,
jected density of electron states or LD@S: at a given site ¢ further increase computational time. These computa-

requires similar calculations, i.e., tional demands have led us to investigate ways to speed up
the calculations.

In this paper, we present two strategies for achieving
much faster near edge RSGF calculations for electronic
structure and x-ray spectra. The first is to use iterative MS
Thus, local electron densities and charge counts can also laégorithms that replace conventional matrix-inversion meth-
obtained fromG. ods. In particular we make use of recent developments in

matrix elements are determined, one can determ(rfe) for
any direction, i.e., the ARPE&ngular resolved photoemis-
sion spectra LEED (low energy electron diffractiorspectra

can also be obtained fromr(IZ) and the surface structure

1
PI,R(E):_;lm TrGLr Lr(E). 5
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Lanczos-type algorithms for solving systems of linear A limitation of the continued fraction method is that it
equationd These methods are generally more efficient tharonly gives a single element of the inverse matrix. However,
the conventional continued-fraction Lanczos approachfor general XAS calculations, e.qg., for XPS and XPD several
which usually gives only a single inverse matrix element.or many elements of the inverse matdx * are needed.
The second strategy is to use parallel processing, i.e., b§uch calculations can be reduced to solving a few systems of
distributing different parts of the calculation across multiplelinear equations of the generic typg?
processors based on the MPI prototdthese techniques
may be applied simultaneously, and we demonstrate that im- Alx)=|b) ®)
provements in computational time for typical XANES calcu- '
lations of about two orders of magnitude are possible with . _
Lanczos MS algorithms on parallel computers. These ap¥hereA=1—G°T, and|b) has a single nonzerith compo-
proaches have been implemented in a generalization of tHeeNt, €.9.b;=4; ; in the original basis. This is the approach
ab initio XAS/electronic structure codeerrs(version 8.21°  adopted in this work. In this method, the vecta} is then
These developments thus largely overcome the time bottléhe jth column of the desired inverse matrx * with com-
neck of XANES calculations in complex materials andponentsA;*, as can be verified by direct substitution. Re-
nanoscale systems with up to abouf Hioms. cently, de Abajcet al® developed an alternative Lanczos al-
The remainder of this paper is outlined as follows. In Secgorithm for such calculations. Their approach calculates
Il., we discuss the fast Lanczos algorithms for solving thevarious inverse matrix elements recursively, in terms of the
MS equations and in Sec. Il the MPI parallel processingleading moments of the matr&=G°T obtained during the
approach. Section IV contains a summary and conclusions.anczos procedure.
Technical details are presented in the Appendix. There have been many other attempts to speed up MS
calculations. Early approaches were based, for example, on
reordering the MS seri€$ but these methods appear to have

Il. ITERATIVE MS ALGORITHMS only mixed success. Wu and Tdfigntroduced an iterative
solution to the matrix inverse, with/x)=(1+B+B?
A. Lanczos type methods +.--)|b) and suggested a simple mixing scheme of new

In 1950 Lanczo$discovered a powerful three term recur- and previous iterations to stabilize the approach for photo-
sion operation which transforms an arbitrary complex matrix€lectron diffraction. However, such a solution may not con-
A to symmetric, tridiagonal forniEq. (A1)]. Many efficient ~ verge when the matriB has eigenvalues larger than unity,
ways to solve sparse systems of linear equations are based Which is often the case in XANES. Another promising
this transformation. These are referred to as Lanczos-typ@ethod is based on repartitioning the matiixo improve
methods and have been reviewed by Gutkn&chtey in- convergence’ This method splits the problem into regions
clude various versions of the biconjugate gradiéBiCG)  With stronger and weaker scattering with different treatments
method, the generalized minimum residuéGMRES appropriate to each region. Like the path expansion, this ap-
method, etc. Recently, additional steps have been made f#oach has the advantage of having a clear physical interpre-
improve or overcome various prob|ems with these Lanczoéation of the various MS contributions and can also treat
procedures®1? strong scattering. However, it appears to be less amenable to

In condensed matter physics, the Lanczos recursioAutomation than the Lanczos approach.
method was extensively developed by Haydetlal., espe-
cially for applications to tight-binding electronic structure
calculations-* In their approach Haydooét al. usually use a
continued-fraction representation which gives a single ele- As noted above, a knowledge of the complete inverse
ment of the inverse matrid;}. The continued-fraction re- Matrix [1—G°T]~* is not required for all MS applications,
cursion method was also appliedKeshell XANES calcula-  Nor is a single element sufficient. To address this problem we
tions by F|||ppon|l4 A great advantage Of the Lanczos/ introduce hel’e a Combined LanCZOS/LU method Wh|Ch gen'
continued-fraction representation is its lack of sensitivity to€ralizes the continued fraction approach to multiplix)
large eigenvalues of the matri The reason seems to be =|b) problems. This approach differs from those discussed
that the procedure systematically incorporates all large ej@above in that we employ the Lanczos procedure directly to
genvalues into the solution. Indeed, the calculations ofalculate an entire column of the inverse matrix. In our ap-
Filipponi** showed that this representation does not havéroach, the Lanczos tridiagonalization is followed by the LU
such eigenvalue sensitivity, even when several eigenvalud&€., lower upper decomposition procedure in the trans-
are significantly larger than unity. In contrast, many otherPosed biorthonormal Lanczos vector space. Details are given
Lanczos algorithms are less stable. We found that some veld the Appendix. Aftern steps of the Lanczos process the
sions of the biconjugate gradient method need preconditionmethod yields an iterative solutigw,) to [x) with compo-
ing when some eigenvalues are greater than unity and othefgntsx;=A;;* (for the choice|1)=|b)). The value of the
failed to converge for the large Si calculations discussed befirst componeni; agrees with the-tier continued fraction
low. The continued fraction representation has other advarresult forA;;' at each iteration. The method is computation-
tages as well; for example, the spectral distribution after ally efficient, since the time required to obtain the entire
steps correctly gives the firatmoments of the distributiol®  column of the inverse matrix is the same as that for the

B. LanczogLU method
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continued-fraction estimate of a single eIemArle. More-  scattering, and very long photoelectron mean free p@aths
over, it appears to be more direct than the recursion/momerong core-hole lifetimg at threshold for lowZ absorbers.
procedure of de Abajet al® Nonspherical potential corrections can also be important
In our applications the matrix/vector indicesf the origi-  within a few eV of threshold, where they can strongly affect
nal basis label the combined atomic siand angular mo-  scattering properties. Thus these are cases that could benefit
menta stated =(I,m), i.e., [i)=|LR), and should not be from improvements to th&? scaling of the LU algorithm.
confused with the Lanczos basis states labeled by inte- Indeed, we find that a reasonable agreement with XANES
gersn. The vector|b) is chosen to define a particular seed experiment for Si can be obtained only for clusters of about
state| 1) for the Lanczos procedure, e.g., to obtain a particu600—1000 atoms.
lar projected density of states on some sitdeng., through We have implemented several Lanczos-type algorithms
the dipole selection rulg¢sa particular channel of the x-ray for the inversion of the matribA=1—G°T (see the Appen-
absorption process. For example, for the sDOS on the centrélix), in an effort to determine the optimal choices for the
atom,|b)=1(0,0)0), and only one component pf) needsto RSGF approach to electronic structure and x-ray spectra.
be calculated for thab). For an unoriented powder sample These include our Lanczos/LU approach, which is similar to
or a cubic system at thi€¢ absorption edgga common case the biconjugate Lanczos approagte., BiCG or Lanczos/
of experimental interestone can calculate the polarization- Orthodin, and a stabilized version due to Van der Vorst
averaged absorption within the dipole approximation for an(BiCGStab.'*
initial s state, using at most three columns of the inverse As noted above, the matri@°T is short ranged due to the
matrix for three orthogonal vectofb) corresponding to po- finite mean free path, and hence is semisparse. The presence
larization components=1 andm=0,=1 at the central site. of inelastic losses also implies that the usual Lanczos and
All iterative methods that solve thA|x)=|b) problem  continuum fraction algorithms for Hermitian matrices must
have the potential to give faster calculations for large clusterbe generalized. Thus to reduce computation time, matrix el-
than the usual LU algorithm for the inverse, apart from someements ofG°T are set to zero once they become smaller than
additional calculational overhead. Thus the exact LU matrixsome tolerance, times the largest matrix element for a
inversion algorithm can perform better only for smblllor  given energy. This effectively reduces the number of essen-
nonsparse matrices. An exact LU solution of a system ofially nonzero matrix elementd,. We also stop the calcula-
linear equations with Lanczos methods is also formally aion, onceall components of the residual become less than a
O(N?) operation process, and hence comparable in complexsecond tolerancet£) for unit vector|b), which can be used
ity (although slower in practigethan the exact LU algo- to reduce the number of iteratiom, . Typically we sett;
rithm. However, if a system is sparse, i.e., there are a numbett,~0.001. We found that this is a more appropriate crite-
of nonzero elementdl, in the matrixA, the total number of rion for convergence than the norm of the residual, since the
operations will scale only as ®(N). Thus if (N,<N?), the  size of the matrixtl— G°T changes with cluster size.
Lanczos approach will be faster than LU, even for an exact For initial tests, we carried out XAS calculations at the Si
solution. Thus, due to the mean free path, one expects fak edge using a 191 atom cluster, and compared with the
large clusters thall,«N, i.e., direct propagation only within computation time for LU matrix inversiongtaken to be
a cluster of radius a few, is important. Yet another advan- 100% in the following comparisonsThe LU decomposition
tage of Lanczos methods is that they tend to reduce the regorithm® was originally used by default in theeFrscode,
sidual errorjr,,) in the inverse matrix elements with increas- since it is one of the fastest general algorithms for exact
ing n, where matrix inversion. Our Lanczos/LU version of BIiCG took
only 57% of the time to reach convergence within the line-
Irny=[b)—Alxy). (7)  width of the LU calculations t,=0.001). Only the BiCG-

It is natural to terminate the procedure once the residual be>t@b(Ref. 11 algorithm was found to coré\i(%erge fast@8%
comes smaller than a given tolerance. Thus one general§f LU time), while the Lanczos/Orthodit was slightly

reaches a desired precision with a number of iteratlps Slower. This was ex.pected due to its similarity wit.h_ our
<N, leading to ON,N,,) scaling and superior convergence method. However, BiCGStab appeared to lose stability for

properties. In the case of the MS expansion, the nurhber SOMe very large clustersee below Surprisingly, several

corresponds to the maximum order of the expansion needegl9°rithms which were expecttb perform as well or better
for convergence. than BiGCStab did not work well for our applications. Pos-

sibly this is because our matrixis both non-Hermitian and
not very sparse. For example, the so-called TFQMR ap-
proach achieved convergence in 64% of LU time, while
Below, we compare the speed of various iterative Lanczo8iCGStab2(Ref. 8 was even slower than LU. Moreover, the
methods against the conventional LU method of matrixGMRES version of BIiCG(Ref. 19 was about two times
inversion!® We have used the calculation of tkeedge XAS  slowerthan LU and sometimes failed to converge for larger
of Si as a key test case to evaluate the effectiveness of thestusters.
various alternatives. Real space MS XANES calculations of As a result of these trials, all of our sample calculations
low Z materials such as Si are often notoriously ill conver-reported below for bigger Si clusters were performed with
gent, and heretofore, have not yielded good agreement witthe BiCGStab or our Lanczos/LU methods, and the results
experiment. This is due partly to their open structure, strongre summarized in Table I. For a 381 Si atom cluster these

C. Sample applications
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TABLE |. Comparison of LU matrix inversion to iterative Lanc- 150 . T

zos type algorithmgBiCGStab and Lanczos/LJin terms of hours

of computation time on a SGI Octane 200 MHz workstation for g

several cluster sizeNy. § 100+ 4
2

Ng 99 191 381 597 s
.8 50+ -

LU 0.28 1.99 20.8 60.7 E

Lanczos/LU 0.21 1.13 7.52 20.8 Z

BiCGStab 0.16 0.75 4.24 11.2 0

1850 1960

Energy (eV)

were faster than LU by factors of 4.9 and 3.0, respectively. FIG. 2. Number of iterationsl;; needed for convergence of the
For 597 atoms, BiCGStab outperformed LU by a factor ofLanczos/LU algorithm vs energy for the 597 atom ISiedge
5.5. XANES calculations. This number corresponds to the maximum
Results for the SK XAS from the largest of our calcula- order of the MS expansion needed for convergence. Note the ap-
tions are shown in Fig. 1, and compared with high qualityproximate cross-over at about 1870 eV between XANESere
experimental data, both of which were collected using totakery high order MS is needgdnd EXAFS(where a relatively low
electron yield detection at normal incidence and roomorder MS path expansion suffigeF his crossover is consistent with
temperaturé®?! Because the sets of experimental data ard 9. 1.
essentially ider_1tica| within one or two linewidths, only one is_for 507 to 849 atoms clusters: this demonstrates that 600
shown for clarity. The close agreement between the experlyom ciusters are generally sufficient for convergence of the
mental data sets and the convergence with respect to clustgfg expansion for Si, but that clusters of 1000 or more atoms
size suggests that the discrepancy between theory and expefle needed at some energies. The calculations even for 597
ment in the near edge region is likely due to limitations of atoms are very time consuming, requiring about 21 hours on
the one-electron theory, spherical muffin-tin potentials, and single processor SGI with a 200 MHz R10K processor, and
electron gas self-energy used in our treatment, and not thghou 6 h on adual Alpha EV-6 processor machine with our
MS expansion or limited cluster size. Although part of theparallel MPI implementatioitsee Sec. I)l. The calculations
discrepancy is likely due to experimental resolution, no adfor 849 atoms with BiCGStab failed to converge for several
ditional broadening, Debye-Waller factors, or edge shiftsenergy points, and were slower than those with Lanczos/LU
were included in our XANES calculations. Also shown in method, which did not show any signs of such instabilities.
Fig. 1 beyond 1855 eV is the EXAFS, as calculated with theThe calculations in Fig. 1 for 849 atoms were done with 32
path expansion, but with Debye Waller factors from the cor-processors on the NERSC IBM SP computer, and took only
related Debye model at room temperature and Debye temk-86 wallclock hours; according to Table | one would expect
perature®,=625 K. These calculations demonstrate thatd calculation time of order 54 hours on a 250 MHz SGI
the MS expansion for Si converges well beyond about 18742ctane workstation. The scaling of computation time both

eV. Note the discrepancy near 1846 eV between the resulfer BICGStab and Lanczos/LU methods varies approxi-
mately asN?® in this limited cluster size range. The scaling

exponent is 3.2 for LU, 2.6 for Lanczos/LU and 2.4 for
BiCGStab. The reason is that the number of nonzero matrix
elementsN, in G°T still scales roughly adN? due to the
large mean free path in Si, and the time savings are due to
the fact thaiN;; scales afN®®. Eventually, i.e., for thousands
of atoms in the cluster, one would expect the number of
nonzero elements iG°T to scale linearly withN, since dis-
tant pairs of atoms would not contribute, and for the same
reason theN;; should eventually saturate. However, for Si
even with almost a thousand atoms we did not reach this
limit.

In Fig. 2 we plot the number of matrix-vector multiplica-
tions N;; required for the BiCGStab method to converge to a
849 (solid) and 597(dot9 atom clusters, compared to room tem- tolerancaz for.each energy pqlnt. This number has a phy§|-
perature experimental dai@®efs. 20,2] (dashes No additional cal interpretation as the maximum orde_zr of MS expansion
broadening, Debye Waller factors or edge shifts were included if!€Cessary to reach convergence. For Si, one seeslihat

Absorption (arb. units)

Energy (eV)

FIG. 1. Lanczos/LU XANES calculations for the Riedge of

the XANES calculations. Also shown beyond 1855 eV is th&Si
edge EXAFS calculated with the path expansi{dash-dots with
Debye-Waller factors from the correlated Debye mogele text

of about 100 at threshold 838 eV}, but drops rather quickly
to about 50 at 15 eV and then to 12 or less about 35 eV
above the edge for the chosen toleramge 0.001. By in-

The calculations for the 849 atom cluster were done using 32 prospection of the EXAFS calculations in Fig. 1, these values of
cessors of the NERSC IBM SP machine with the Lanczos/LUN;; may be overestimates, since the EXAFS appears to be

method.

reasonably converged beyond about 35 eV of threshold. In-
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terestingly, the variation oN;; with energy appears to be not address method®) and (3) further here, primarily be-
correlated with the magnitude of the fine structure, which iscause they require demanding recoding, and tend to be ma-
a measure of overall scattering strength. Thus it is largesthine specific and hence not portable.
near threshold, becomes small at sufficiently high energy, Thus in this work we exploit only the natural parallelism
and exhibits a “fine structure” of its own. Hence these re-in XAS. To this end we have used the message passing in-
sults clearly show how the full MS expansion applied to Siterface(MPI) protocol® MPI is now a standard library for
crosses over to the high-order MS expansion about 35 e¥mplementing parallel processing, and is used WRTRAN,
above thres_hold, consistent with the results shown in Fig. 1C or c++ and standard TCP/IP ethernet communications. It
For comparison, we checked that for fcc Cu metal, the maxiteags to a fast, portable system for parallel processing of
mum number of iterations is at most 8 throughout theprgplems with intrinsic parallelism. Using MPI, we have de-
XANES, showing that the high order path expansion for Cuye|oped a parallel version of theb initio full MS XANES
is always valid. This was not completely unexpected, since itqqe FEFFg? based on the RSGF approach as briefly de-
has been verified numerically that the MS expansion congcriped in the Introduction. This parallel codeere dubbed
verges for C&,but it is also known that some eigenvalues of cerryip) compiles and runs without changes on all currently
G°T for Cu exceed unity near threshdftiOf course, the ayailable operating systems tried to dageg., LINUX, WIN-
maximum MS order can also depend on cluster size, but thigqys NT, IBM-AIX , SGI, CRAY, . . . ). Torealize such a paral-
value is expected to tend to a limit for clusters larger than gg processing code, we began with the recent single-
cutoff of order the mean free path. For exampleNjf be-  processor version ofeFFs(version 8.10. FEFF8is written in
comes less than 10 above a certain energy, one expects thriaple ForTRAN7Z and uses a number of computational
the MS path expansion will converge well beyond that en-siategies for efficient calculations. Our goal is to implement
ergy. a parallel processing version that retained all the advantages
and portability of the the single-processor version, while
[l. PARALLEL PROCESSING gaining a significant improvement in speed on parallel ma-
chines. We also wanted a single code base, so improvements
such as the Lanczos algorithms and other future develop-
As discussed in the Introduction, a series of similar MSments can be incorporated without major recoding. The re-
calculations must be done at a large numlgpically of  sultant coderFEFFMPITuns on any parallel processing cluster
order 13) of energy points to obtain a complete XANES or multiple-cpu machine that supports MPI. Moreover, such
spectrum. This number is determined by the natural energgystems need not be homogeneous and can use distributed or
resolution(due to lifetime broadening and inelastic logses shared memoryor even a mixturg
and the range of the XANES regidtypically below 30 eV The starting point for “parallelizing” any code is to de-
of threshold for which full MS calculations are needed. termine which parts of the calculation are the most time con-
Thus it is reasonable to consider doing these similar MSuming. Profiling tests showed that three small sections of
calculations in parallel. the 33000 lineFerrs code dominated the computational
Parallel algorithms generally depend on specifying indetime: the calculation of self consistent potentié&CH, the
pendent tasks that can be executed simultaneously by diffeoptional calculation of the local density of electronic states
ent processors, and can be implemented in several Whys: (LDOS), and the XANES calculation itself. All of these sec-
using the natural parallelism intrinsic to independent physitions involve repeated full MS calculatiofise., large matrix
cal processes(2) using independent repeated elementaryinversiong and altogether these steps account for about 97—
mathematical operations; arid) using independent compu- 98 % of the total runtime in typical XANES calculations.
tational tasks, such as rewriting matrix inversion routines toAltering these calculations to run in parallel is straightfor-
execute in parallel on a set of processors. The first approackard with MPI, because each step involves similar calcula-
is particularly advantageous when it can be applied. Sincéons at a different energy and utilizes identical matrix inver-
we aim to model the physical process of x-ray absorption, ision routines. Thus the main computational bottleneck in
is natural to exploit the intrinsic task-paralleligor physical  FEFF8.1is the LU matrix inversion algorithm used in solving
parallelism) in this problem, namely, that the x-ray absorp- the full MS problem.
tion at a given x-ray energy is independent of the absorption By concentrating on a few “hot spots” in the code, we left
at other energies, assuming they are separated by the inherenbst (over 99.5% of the original single-processor code un-
energy resolutioiitypically a fraction of an ey, Thus a natu- changedFeFFgreads a single plain-text free-formatted input
ral way to parallelize the full spectral calculation is simply to file (FEFF.INP, which contains the atomic positions and
distribute the energy points among an available set of proatomic numbers defining the system as well as other relevant
cessors. The results can the be assembled to obtain the fitiput data. We retained the same input file FEFFMPI by
absorption spectrum. The second approach listed above fanning the parallel code from a single cross-mounted direc-
hardware specific, and exploits the characteristics of particutory on a singleexecutivenode. Thus, all read and write
lar processorge.g., vector processors such as Altivec instatements go to thexecutivenode on the MPI cluster con-
PowerPC G4 processor or MMX in Intel procesgoiBhe  taining N, processors. The parts of the code that still run
third approach can also be fruitful in special applications, busequentially are still executed by all nodes simultaneously.
can require substantial revisions to existing code and/or larg€his results in a small amourttypically a few percentof
amounts of communication time between processors. We dedundant calculation, but no reduction in overall wall clock

A. MPI parallel calculations of XANES
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runtime. When the subroutine that executes a FMS calcula- FeffMPI Scaling with Cluster Size
tion is reached, the MPI libraries are used to designate some 5 1
cluster node as the executive node, and the remaiNing 8
—1 nodes asworkers Each worker is assigned a unique £ 08
integer identification number or MPIrank.” In the cyclic )
loop over theN, x-ray energieglabeled by the points, in §
the SCF, LDOS, and XANES calculations, each ndee- o 06
ecutive or worker executes a fraction= 1/N, of the FMS 2 ’
calculations, at the energy points rank, ramk,, rank % 04
+2N,, ... . That is, the main loop seen by each processor o
has the behavior E "
. 2 02 i

Doi.=rank, Ng, N,. (8) ‘_é x
After each processor completes its part of the task, the results 25 0 7
are sent back to the executite.g., by ethernet communica- 0 0.2 0.4 0.6 0.8 1
tion). This approach has the following properti€¥) exactly Inverse number of nodes in cluster

the same executable code is run on every node in the cluster, FIG. 3. FEFFgmMPItotal runtime scaling vs inverse cluster size for

because the only distinction made between processors is trﬂﬁ}\lux 'se|' WINDOWS NT, andiBM SP2 clusgters Once the calculation

processorank; (2) all of the changes to the single-processor DN ' : .

FEFFeare confined within a few subrouting®) the FEFFMPI times are rescaled by a factdg to account for single processor
. . . . . . speedsee tex), theFerrFmPIscaling is independent of processor and

version of the code is virtually identical to the single-

ion af T cluster. This scaling can be used to predict the speedeprsBon
processor version ofeFrFg and(4) communication between any MPI cluster, relative to a single processor in that cluster.

executive and worker processors is kept to a minimum. Thus

the only fundamental difference is that each clone of theigned each processor a widely spaced fraction of the ener-
FEFFMPIprocess is awaréy virtue of its rank that it is on a gies, designed to cover the total spectral range, as in the
different node of a MPI cluster dfl, processors. With this cyclic loop in Eq.(8).

code structure, we succeeded in using a single code-base for
both the single processor and MPI versionsefrs For the
single-processor version, this required the substitution of
dummy MPI libraries into the original code. To evaluate how well the parallel algorithm succeeds in
Only one section of the originaterFs code had to be FEFFMPL we first conducted tests of XANES and LDOS cal-
rewritten in our MPI implementation. Since this illustrates aculations for an 87 atom GaN system on six computer sys-
common problem in implementing task parallelism, it istems. As representative single-processor systems, we used a
worth a brief comment. As noted above the key to imple-450 MHz AMD K6-3 runningsuse LINUX 6.1, and a 450
menting task parallel calculations is that the tasks must b&Hz Apple PowerMac G4 running OS 9. For the MPI clus-
independent of one another. However, in the origiFradrs  ters we used(l) a cluster of 48 Pentium Il 500 MHz systems
algorithm for self-consistent potentials, a “smart search”running REDHAT LINUX; (2) a similar cluster of 400 MHz
procedure was used to determine the Fermi level. Such Rentium Ill machines running/iINDOWs NT; (3) a cluster of
search cannot be run in parallel because it is an iterativ&Gl R12K machines runningix 6.5; and(4) a 16 processor
algorithm, with successive steps depending on previous onel3M SP3 runningaix. All of these systems were connected
To make the SCF calculation run in parallel, we had to revia 100 MB ethernet. In these tests, the fastest clusters com-
place the iterative search with a grid search method. Alpleted the total calculation about 50 times faster than the
though the resultant algorithm is somewhat slower on singlsingle processor Linux system. However, despite the dispar-
processorgi.e., by a factor of about 1)fit can be task ate nature of these machines, we found that the relative pro-
parallelized and yields excellent scaling of the calculationcessing speed could be fit to a simple scaling law as function
speed with cluster size. This algorithm change amounted tof MPI cluster size, given by
only about 100 lines of recodingut of 33 000.

C. Scaling with cluster size

T=To[0.03+0.97N,], (9)

B. Parallelization with fast Lanczos algorithms whereT is the net runtimeT, is a constant which represents

It is straightforward to replace the default LU algorithm the speed of a given processor type and the efficiency of the
for inverting the multiple-scattering matrik— G°T with the ~ compiler, andN, is the number of processors in the MPI
fast Lanczos algorithms investigated in this work, simply bycluster, as shown in Fig. 3.
substituting subroutine calls. However, since fewer Lanczos Once the single processor execution tifg is deter-
iterations are needed at high energies, this led to a situatiomined, the speed of every MPI cluster scales almost identi-
in which different execution times were needed by the vari<ally. As cluster size is increased, the part of the code that
ous processors. Ideally, for the parallel execution, one wantauns in parallel changes from the dominant part of the run-
to spread jobs evenly between processors or “load-level” thgime, to a small or insignificant fraction of the total. In the
calculation. To compensate for this load imbalance, we aglimit of large MPI clusters, the runtime is then dominated by
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the 3% of the original runtime which at present still executes
sequentially. Thus in extremely large clusters, we would ex-
pect no further increase in speed because the runtime is to-
tally dominated by sequentially executing code, and large
clusters can eveimcreasethe runtime due to communica-
tions overhead.

D. Sample applications ofFEFFMPI

In this section we give some examples of how the fast
turnaround of XANES calculations usingeFFmPI can be
used to advantage. For this sample application, we have cho-
sen a simulation of the changes in XANES in thin films of
BaTiO; as a function of deposition conditions. In these ma-
terials, BaTiQ films are deposited on silicon or MgO sub-
strates that are held at relatively low temperatures. Because
of the low substrate temperatures and incomplete control of (b)
the deposition process, the actual structure of the films de-
parts from that of ideal BaTiQin unknown ways. In an
attempt to determine the structure, we first usegrmpi to
calculate the XANES for a series of possible trial structures
and then used these structures as a starting point for fitting
the EXAFS. The input tecEFFMPIis a cluster of 119 atoms
around a central Ti atom, which includes full occupancy of
all atomic sites in the BaTiQstructure to a distance of 7 A
from the central Ti atom. Our original hypothesis about the
film structure was that there is a variation in the oxygen 0.0 .
coordination around the Ti atom, and that the films contained T T T T
regions of fourfold-, fivefold, and sixfold oxygen coordina- 20  -10 0 10 20
tion. This hypothesis was motivated by the observed corre- Energy relative to absorption edge (ev)
lation between energy position and peak size shifts of the
small “pre-edge peak” at the Ti K absorption edge in previ-
ous studies of various Ti-O compountisThis peak appears
to be due to_ a hybrldlzatlor_1 betweqmar_ld d states on i solid ling) in the Ba second shell. Note the slight shift of the pre-
Iarggly medlated by multiple scattering. .However, theedge peakA) to lower energy, the change in the inflection pdiBt
BaTiO; films showed a much smaller peak size change thagng the decrease in pe4®); (b) experimental data from BaTiO
is found in empirical standards, as the Ti-O geometryfims deposited at various substrate temperatures and with varying
changes from tetrahedral to square-pyramidal to octahedraa:Ti ratios. XANES from these Ba-deficient samples show similar
Using FEFFMPI we had fast €20 min) turnaround on full  trends in the three feature changes seen irFtiFempi calculations.

MS XANES calculations, and were able to try out many

different structural models. X-ray fluorgscen(oeRF) mea- .gorithms can speed up real-space XANES and electronic
surements showed that many of the films departed Slgnlflétructure calculations by about two orders of magnitude
cantly from the ideal 1:1 Ba-Ti stoichiometry of BaTjCs0 ]

. . Similar techniques can be applied to many other spec-
we eventu_ally tried models that_pre_served the B@Ts@qc- ._troscopies. Our Lanczos/LU algorithm is both efficient and
ture but included randomly distributed Ba vacancies in

. ) ) stable. It is an improvement on other Lanczos approaches in
amounts consistent with the XRF. Figure 4 shows the EXPellajectronic structure calculations such as the continued frac-

lmer:jta]lcl data frorg tlheh BaTiiilms and.the XQNTEg calcu- tion representation, in that it yields many elemefits., an
ated from a model that assumes an intact Ba1s0UCture — opiire column vectorof the matrix inverse simultaneously

W!:E fuII.octahe.draI O cgordl?aBtlon abou@ the Ti atoms, bUtwithout additional calculation. Moreover, the approach also
with an increasing number of ba vacancies. defines a natural crossover energy between the applicability

. ) : i . . 9f full and finite MS calculations, thus unambiguously dis-
simulation series and the data. From this starting point, W?inguishing the near edge and extended regimes
were able to model the EXAFS data and then determine that 1,04 combined developments largely overcorﬁe the com-

the film structural vz_arlat|on IS cIearIy due tq Ba Va}canc'esputational time bottleneck of XANES calculations in large,
a_rour}d octahedral Ti-O structural units. Details of this analy-Complex systems. In particular the MPI approach alone can
sis will be given elsewhere. yield typically a 30-fold speed increase compared to an
equivalent single processor system. The Lanczos/LU algo-
rithm yields an additional factor typically between 3-5.

We have demonstrated how parallel processing using th&éhese speed-up factors are system dependent, depending for
MPI protocol, combined with modern Lanczos type MS al-example, on the size of the XANES regi¢or equivalently

X-ray absorption (Arb. Units)

1.5

1.0+

0.5

X-ray absorption (Arb. Units)

FIG. 4. Ti K edge XANES of(a) theoreticalFerFmpI calcula-
tions of the BaTiQ structure, assuming full Ba occupan¢solid
line), two vacanciegdash-doty and four vacanciescircles and

IV. CONCLUSIONS AND FUTURE PROSPECTS

104107-8



PARALLEL CALCULATION OF ELECTRON MULTIPLE ... PHYSICAL REVIEW B65 104107

the net scattering strengttmean free path, and experimental formulation in which storage can be reduced considerably by
resolution. Thus the speed-up factor can be significantlygtoring only the results of matrix-vector multiplications at
greater when the MS expansion converges rapidly. The pagach stage, rather than the entire matrix. Yet _another step
allel processing algorithm exploits the natural or physicalwould be to bettetoad levelthe parallel calculations, e.g.,

parallelism implicit in a XANES calculation and scales well 0Y @ssigning more of the calculation to processors whose

for clusters of up to about 48 processors in our GaN tes t_asks finish more quickly. In addition, the Lanczos algo-

Above that number, the execution time becomes dominater thms can determine the cross-over energy between XANES

. nd EXAFS. With knowledge of the cross-over energy, one
by the part of the originaFerr code (presently about 3% o now considering automatically replacing the FMS calcu-
which still runs sequentially.

15 St ) lations with the more efficient path expansion beyond that
The combination of both MPI and Lanczos algorlthmsenergy, or alternatively, doing parts of the path expansion
changes the overall scaling parameters of the calculatioRyith the fast Lanczos approach. It may also be possible in
since a larger fraction of the total time is then taken by unthe future to bypass the Lanczos algorithm, and explicitly
avoidable sequential part. Indeed, using both MPI and Lancparallelize the matrix inversions. We did not investigate this
zos can sometimes totally reverse the situation that existetter possibility, here, since the routines available for this
with the single processor version efFFg The matrix inver- purpose are not genera”y portab|e and tend to have |arge
sion steps that previously dominated the execution time caBommunication overhead.
now become irrelevant. This occurs, for example, at hlgh With the improved efficiency now in hand, it becomes
energies(see Fig. 2, when the calculation converges in a feasible to carry out XANES calculations in an entirely dif-
few iterations, just like in path-expansion approach to EX-ferent manner than heretofore possible, and hence many ap-
AFS. plications can now be treated which otherwise would be im-
The new algorithms developed here have been incorpgpracticable. For example, a few days of calculations on the
rated into theab initio FEFF8 code for calculations of XAS 48 processor Linux cluster can now complete a calculation
and electronic structure in version 8.2. The resultarEMPI that would now take a year on a current Sing|e processor
code is nearly as portable as the origiraFrs code, since  workstation. Systems such as complex minerals, oxide com-
MPI libraries are available for most modern platforms. Wepounds and bio|ogica| structures, and other nano-scale sys-
have demonstrated an inverse ScalingFB‘:FMF’l with the tems are obvious targets for this type of impro\/ed Computa-
number of processors on several MPI CPU clusters. Th@onal capability. The improved speed should be very useful,
code is also compatible with shared or distributed memoryor example, for magnetic materials, which often have a
clusters, and with combinations of both memory architeciarge number of inequivalent sites of the absorbing atom,
tures, i.e., networks with shared memory machines on eacfequiring many separate calculations to produce a full
node. Thus the code also works with heterogeneous clustergANES or XMCD (x-ray magnetic circular dichroisnspec-
although the speed in that case is limited by the slowesfrym. In addition,FEFFmPIshould be more useful for routine
processor. The present versionraFFMPIuses only task par-  applications of XAS, since it allows users to test different
allelism, by giving each processor the same fraction of thenodels rapidly and to examine subtle variations between
energy values required for the full XANES and LDOS cal- models. Finally the availability of rapid calculations now

culations, and approximately the same computational workpermits efficient closed loop fitting of XANES spectra both
load. Obviously, the scalability of this approach ends wheno physical and chemical properties.

each processor has only one FMS calculation to deal with;
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APPENDIX: LANCZOS /LU ALGORITHM
FOR A SYSTEM OF LINEAR EQUATIONS
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tions A|x)=|b) for a complex, nonsymmetric matri&. Al- Finally the following recursion relations are obtained for the
though the continued fraction expression fof? is highly  iterative solutionx,) and the residualr,) =[b) — A|x):
successful in many practical applications, e.g., x-ray -~

absorption* electronic structuré® and vibrational motiors® [Xn+1) = [Xa) + (¥ns1/@n+1)|Znsa),

it is limited to a single element of the inverse matrix. Thus ) =[r ) —( Lty )|Sns 1) (A5)

we aim to extend the method to obtain the full column vector n+1 n/ = (Ynt1/@n+1)Snt1/-

Arjj. This is equivalent to solving a general system of linear g algorithm for the solution of a general system of
equations. In order to keep the same resultAgy as the |inear equations can be summarized in the following
continued fraction we first perform a Lanczos transformationpseudocode: START Lanczos/LU: Set
of A to the same tridiagonal form, and then carry out its LU
decomposition. As a result we obtain recursive expressions |Xg)=0,
for both the iterative solution of the inverse matrix elements
and the residualy )=|b)—Alx). [1)=|z1)=]ro)=|b)—A|Xo),
The essence of the Lanczos algorithms is a three-term
recursion relatiohEq. (A1), which by construction tridiago- [s1)=A|1),
nalizes an arbitrary complgxot-necessarily Hermitigrma-
trix A in a biorthonormal set of basis statey and(n|, n (1]=1)"1{1]1),
=1,2,... N, with the same coefficients, andb,, i.e.,

=a;=(1]A|1),
bn/n+1)=A|n)—a,|n)—b,_/n—1), a=a;=(1|A[1)

:1,
bn(n+1|=(n|A-ay(n|-b,_y(n—1]. (A1) 7
In this basis,(n|n’}=6,, , and the only non zero matrix X)) =[Xo)+ (y1/a1)|zy),
elements are(n|Aln)=a, and (n+1|Aln)=(n|A|n+1)
=b,. For Hermitian matrices, only one of the above equa- Iri)=[ro)—(y1lay)lsy). (A6)

tions is needed, and the coefficierats andb,, are real, but
we cannot take advantage of that simplification in this work. DO n=1, nitx.

The LU decomposition of the resulting tridiagonal matrix ~ (1) Perform Lanczos transformation: gbf, — the dot
can be also updated on each iteration. Both lthand U product of right hand sides of E¢A1) givesb3; new basis
matrices are bidiagonal, and their only nonzero matrix elevectors|n+1) and(n+1|; and finallya, ;.

ments are given by (2) Update LU decomposition3,,, @, andy,, using
Egs.(A2) and (A3).
Lon=1, (3) Use recursion relationéA4),(A5) to update solution
[X+1) and residual vectar,,, 1).
Unn=ap=an—by_1a,-1, (4) STOP when all components of residual are less than a
tolerance]r,, | <t;.
Ln+1,n:Bn:bn/a’na ENDDO Y

This procedure tends to run out of precision typically after
Unn+1=Dy. (A2) about 100 iterationgwith single-precision arithmetjc and
After n steps we find the iterative solutigr,) of the system Needs to be restarted witko) = |x,) in Eq. (A6). _
of linear equationsA|x)=|b), by using the incomplete bidi- _ Notice that the most time consuming part of the algorithm
agonalL andU matrices in two steps, solving sequentidily 1S the Lanczos transformation itsdlEq. (A1)], which re-
the L|y)=|b) and (i) the U|x,)=|y) problems. The inter- guireés two multiplications of a vector by the matix per
mediate vectory)=3 y,|n) is found by forward substitu- iteration, unles#\ is Hermitian, in which case only one mul-
tion, and on thenth iteration onlyy, changes from zero to tiPlication is needed. For an arbitrary matidx this algo-
the calculated value, while all previous components remaifithm actually solves both theA|x)=|b) and the (x|A

the same, i.e., =|b)" problems. By construction, our method gives the
same result as the continued-fraction expressionﬁfgﬁ
Vnr =Yy + Vnea/n+1), (A3)  when the vectotb) components arb;= &, 1, wherei refers
to the original basis state@.e., [i)=|LR), and|1) is the

Ynt1= — BnYn- chosen initial state of the Lanczos procedure. However,

The component,) and the residualr,) are found from Lanczos/LU also yields an entire vector or column of the

lyn) by backward substitution using the complimentary vec-"v<'>¢ matrix, A ; at no additional computational cost,
tors|z,) and|s,) since it can be found from iterative solution as the compo-
n n/»

nent in the original basis of the approximate solutjap)
|Zn+1>:|n+1>_(bn/an)|zn>! %|X>’ €.,

IS0s ) =Aln+1)— (b, /ay)|s,). (Ad) A =(ilx). (A7)
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Notice that the first row of the matrif& can also be found at is carried out explicitly, which maintains the continued-
no additional cost if desired, since EGA3)—(A5) hold for  fraction value for the componem ;, while in other ver-

the bra vectors as well as for ket vectors and sions this equivalence is only implicit. Remarkably the
Lanczos/LU algorithm appears to be more stable numerically
Aii1=<x|i>, (A8)  than most other Lanczos type algorithms investigated here.

Thus we had to restart the Lanczos/LU iterations only after

i.e., theith component of the first row is given by théh  about 100 iteration§for single precision complex matriX)
component of the vectdix,|. due to degraded numerical precision, while with some others

The Lanczos/LU algorithm is mathematically similar to we had to restart the iterative process about every 20 itera-
other forms of the Lanczos biorthogonal conjugate gradientions. Only the BiCGStab method was usually faster than
(BICG) approach, like Lanczos/Orthodir, Lanczos/Orthomin,Lanczos/LU for our MS calculations; however, this method
Lanczos/Orthores, and BiO algorithifs?* All of these  was found to lack stability for large matrix dimensions and
methods differ in various details, and the main distinction ofmany other Lanczos-type methods sometimes failed to con-
our Lanczos/LU approach is that the Lanczos transformatiorerge.
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