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Sweat Pore Chosen As Feature

m  The sweat pore feature was selected for this first
portion of the study by two criteria:
®m  Usefulness to examiners
m  Detectability by Support Vector Machines
m  Disadvantage: Sweat pores may not be visible
®m  Ink and powder tends to fill pores

= Advantages

= Numerous
m 2700 per square inch (approx.)
= Distinctive
m  Highly variable in:
Size: 88 to 220 microns
Spacing along ridge is random (9 18 pores/cm or ridge approx.)
In any position across ridge
Shape: round, oblong, tri=-




=  Contrast and brightness enhancement by level
adjustments

m Sharpening (un-sharp mask)

m 500 dpt original image

m  Captured with solid-state fingerprint sensor




Support Vector Machines

Support Vector Machines (SVM)
® Learning machines based on statistical learning theory
® Trained by examples
m Classifies previously unseen inputs

Solid mathematical foundation in Vapnik Chervonenkis theory [Vapnik,
1995a][Smola, 2000]

Maps training vectors into higher (possibly infinite) dimensional space

= Using “kernel trick” all computation is done with dot products in low
dimensional training vector space.

All the following were once considered to be different classes of Artificial
Neural Networks.

Radial Basis Function
Sigmoidal Multi layer Perceptron
Polynomial
Linear
= Many others
All the above have been shown to be special cases of an SVM

Training and Evaluation Methods

m Trained using SVM-light software

m Courtesy of Thorsten Joachims [Joachims, 2002a] [Joachims,
2002c] [Klinkenberg, Joachims, 2000a] [Joachims, 2000b]
Joachims, 1999a]

m Available without charge at http://svmlight.joachims.org

= Another version [CHANG 2001], LIBSVM, also available
without charge
Radial Basis Function Kernel was used
m K x) =exp (v [ 5" x[[9)

m Accuracy evaluated by leave-one-out method
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m Computer program determines training vector components
Save as training vector
Components currently based on:

m Central intensity pattern

® Radial intensity pattern

Ridge slope is estimated

m Will be used for other level 3 featutee

Estimating Accuracy

Cross validation, the basic procedure
m  Separate data set into two sub sets
= Training set
m Test set
®  Train classifier on Training Set
m  Measure accuracy on Test Set
n set Cross validation improves accuracy
\ Separate data into n sub sets
2. Trainonn 1 subs reserving one subset
Measure accutacy c served sub set
\ Repeat 2 through 3 for all sub sets
Leave One Out method, limit of n set method, still more accurate
Train on all but 1 example
Classify that example
Repeat steps 1 and 2 for all examples
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Estimated Accuracy by
Leave-One-Out Method
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http://www.csie.ntu.edu.tw/~cjlin/libsvm
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