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Comments on Research and Development Priorities for Desirable Features of a Nationwide 
Public Safety Broadband Network 


Attn: Mr. Derek Orr, Office of Law Enforcement Standards, National Institute of Standards and 
Technology 


Comment 1: Building a National Broadband Infrastructure (General Comment) 


While it is clear that the “boots-on-the-ground” first responders dealing with emergencies, 
catastrophes and other public safety events will need to employ wireless technology to enable 
communications and the flow of information needed to manage these events, it seems highly 
likely that the ultimate architecture of a national public safety broadband network infrastructure 
will include a significant “wired” component.  Such a “wired” portion of the infrastructure (most 
likely, employing fiber optics technology) would provide ultra-high speed broadband capabilities 
to enable, as examples, data and communications interconnections or bridging among public 
safety programs and public safety districts or regions, and the ability to offload and route 
potentially massive amounts of critical data from the wireless broadband spectrum.  Capabilities 
such as these would seem vitally important in case of large, complex public safety events that 
might involve multiple public safety agencies in multiple geographic jurisdictions. The massive 
flooding in the northeast U.S. that occurred early this fall would be but one example of such an 
event.  


It would seem prudent for those responsible for conceiving, planning and implementing a 
nationwide public safety broadband network to explore engaging other organizations and 
programs already involved in the deployment of national broadband infrastructures.  Specifically, 
a substantive “conversation” between those planning the national public safety broadband 
network and the U.S. Unified Community Anchor Network or US-UCAN is strongly encouraged.  
U.S. UCAN is an initiative of Internet2 and is funded by the NTIA BTOP program. The 
fundamental mission of US-UCAN is to leverage the Internet2 broadband infrastructure to create 
a nationwide backbone network that will interconnect regional and local broadband networks.  
The ultimate goal, then, is to reach community anchor institutions across the U.S. with high 
performance broadband connectivity.  Public safety organizations and agencies are specifically 
identified as target community anchor institutions for US-UCAN.   


It seems that there could be several benefits to a collaborative effort between the implementers of 
a national public safety broadband network and the US-UCAN program.  These would include 
taking advantage of an existing robust, resilient and reliable broadband network infrastructure 
and working from the perspective of a shared vision to keep bandwidth limitations “off-the-table” 
with respect to deploying broadband technology to advance the programs’ missions.  Also, 
through collaborative discussions with US-UCAN, it may be possible to bring some of a growing 
portfolio of “Net+” services being developed under Internet2 to the national public safety 
broadband network.  For example, the Internet2 network offers a dynamic virtual circuit 







provisioning service known as ION.  With ION, end users can, on-demand, provision virtual 
circuits with dedicated bandwidth for designated periods of time.  Should, through a 
collaborative effort of the public safety community and the US-UCAN program, this service be 
“ported” to the US-UCAN infrastructure, public safety agencies would have the ability to, under 
their own control, quickly establish a dedicated, private high performance network 
interconnecting critical public safety agencies, programs and resources. 


It is difficult to predict whether the mission, goals, parameters and constraints of the national 
public safety broadband network and the US-UCAN program would align.  Such an alignment 
could have a substantial payoff for the public safety broadband network effort.  However, this 
can only be realized if appropriate parties in the public safety broadband effort and the US-
UCAN team engage in an exploratory conversation to examine the potentials and feasibility of 
such a joint endeavor.  This conversation may result in a set of research priorities that could help 
to further articulate the needs of the public safety broadband network program and shape the 
development of services and features in the US-UCAN infrastructure. 


 


Comment 2: Public Communications and Bandwidth Contention (requirement 15) 


The use of cellular telephones has become a way of life in the United States.  In fact, the CTIA, a 
member organization of the wireless communications industry, estimates that the penetration of 
wireless communications devices (cell phones, tablet computers, etc.)  in the U.S. actually 
exceeded 100%1.  This means that the ratio of cellular and other wireless communications 
devices to the population is slightly greater than one to one.  This does not mean that everyone in 
the U.S. has a cellular phone but it does suggest that we are getting pretty close.  The Neilson 
organization estimates that the market penetration of smartphones relative to all cellular phones 
reached 40% by mid-20112 and it seems reasonable to expect that this penetration will increase 
in the near term.  


The capabilities of smartphones and, to some extent, feature phones include a number of features 
and services that could be highly valuable in public safety situations.  Most modern cell phones 
(feature and smartphones) have the ability to send and receive text messages and include some 
form of GPS location tracking, in addition to voice communications.  Smartphones have the 
additional ability to receive and view images, maps, etc. and send “on the scene” photos of 
events and situations.  There is also the potential for the development of smartphone applications 
that may be useful in public safety scenarios.   


The point here is that, in the U.S. we have a growing cadre of citizens in possession of   
sophisticated (and increasing so) wireless communications devices.  These devices in the hands 


                                                
1 http://www.ctia.org/advocacy/research/index.cfm/aid/10323 
2 http://www.intomobile.com/2011/09/01/study-smartphone-penetration-hits-40-of-overall-u-s-mobile-market/ 







of our citizens offer an unprecedented capability to communicate with the populace.  It would be 
possible, theoretically, to communicate directly en mass, in groups or even to individuals 
impacted by and dealing with public safety events.  For example, public safety information 
systems could, by knowing a person’s location (from their cell phone), dispatch customized 
evacuation plans in the event of an evacuation of a town or community.  Consider, as a further 
illustration, someone who recently encountered high water and repeated road closures during 
localized flooding in northern Virginia.  By consulting Virginia’s 511 on-line system 
(http://www.511virginia.org), he was able to identify passable roads and a safe route home.  


From a public user standpoint, we have, with smartphones and other wireless devices, the 
technology in place to do these things, and create a well informed citizenry in the face of public 
safety related events and scenarios.  What we probably do not have is sufficient bandwidth.  This 
was notably demonstrated when a 5.8 earthquake hit Washington, DC (and much of the mid-
Atlantic U.S.) on August 23rd of this year. In addition to the earthquake itself, one of the more 
notable and newsworthy observations was the sudden lack of cell phone service in Washington 
(and perhaps some other places). Cell phone users found themselves unable to make voice calls 
to let their friends, families and loved ones know that they were ok.  Some cell users did discover 
that sending and receiving text messages did work.  This apparent disruption to the cell phone 
service was not due to a failure of network hardware or land based communication links.  Rather, 
it was, most likely, due to an oversaturation of the cell network’s bandwidth.  There were simply 
too many people trying to make calls at the same time with an insufficient amount of bandwidth 
to support those calls.  Text messages did work in this case because they require substantially 
less bandwidth on the network.  You can replicate this scenario at major sporting events (and 
probably concerts, etc.).  Cram 60,000 people in a stadium and it will be difficult to make a cell 
phone call and even text messaging will be impaired.  Again, this is a result of a large number of 
people trying to use more bandwidth than is available in a limited geographic area. 


The value of a capability to send targeted messages to citizens facing a catastrophe or other 
forms of crisis events seems self-evident.  However, the issue of how much bandwidth would it 
take to realize this capability is an open question. The answer undoubtedly includes a number of 
factors such as the nature, frequency and volume of messages, as well as the distribution of 
bandwidth within an impacted area and the distribution of the population within that area.  This 
suggests that a robust program of research examining these issues is warranted.  In particular this 
research program should explore the bandwidth requirements associated with targeted citizen 
messaging in the context of such factors as types of messages sent and received, the geographic 
concentration or distribution of citizens, and the impact of user mobility, to name just a few.  
Insights into these and related issues, that could be revealed through such a program of research,  
may open the door to new technologies and public safety tools to better manage catastrophic 
events, local and regional emergencies and other situations that may bear on the well-being of 
communities. 


 








Reference: National Institute of Standards and Technology 
[Docket No.: 110727437–1433–01] 
Soliciting Input on Research and Development Priorities for Desirable Features of a 
Nationwide Public Safety Broadband Network 


Requirements analysis.


The first consideration to the requirements should be to sort them1.  The salient characteristic 
of the internet (including network segments that are sloppily labeled as 'broadband') is a 
modular separation between infrastructure and application.  Some of the requirements  listed 
deal with infrastructure, some with applications.  And some are mutually contradictory.  So the 
first step of analysis should be to sort them.  


I.  Infrastructure requirements:


(1) A dedicated high-quality network 
connection always available for sending 
and receiving continual data streams to 
support monitoring and resource 
tracking; 
(3)2 An infrastructure that is hardened 
and secure, providing a high level of 
system availability; 
(5) Geographic coverage that has no 
limitations within the footprint of the 
National Public Safety Broadband 
Network; 
(6) Dynamic management and control 
of the network; 
(11) Access to and from external 
information sources3; 
(13) Automatic management and 
control of the network; 


II.  Application requirements:


(2) At a minimum, access to initial 
and updated basic incident information 
(voice- and text-based incident data); 
(4) When voice is converged for 
normal operations and in the event the 
infrastructure is compromised, public 
safety communications must remain 
stable and with clear voice 
communications; 


1 Readability.  I've copied relevant parts of the solicitation into this response, all in 10-point font.  
2 Maintaining your numbering unchanged.  Security is an end-to-end function and therefore part of applications. 


'Hardening' is an infrastructure issue.  
3 Both infrastructure and application, but if the infrastructure is not interoperable, then the application interoperability is 


moot, so I sorted it to here.







• Infrastructure-less communications, 
with talk-around for the ability to talk 
one-to-one and one-to-many 
• Optimal audio quality during 
adverse field conditions 
• No latency on mission critical voice 
applications 
(10) Single devices that support voice, 
video, and data; 


#(x)  Content security -- authenticity and confidentiality – are end-to-end requirements. 
Consequently they cannot be solved segment-by-segment within the infrastructure.    First, 
emergency services need the content security (omitted from the list, in error).  Secondly, 
requirement needs to be added to the applications list.  


III.  Hopelessly entangled:


(7) Interoperability, including with 
existing public safety-based systems; 
(8) Ability to send and receive large 
amounts of information; 
(9) A non-proprietary network based 
on industry standards; 
(12) Easy integration with other 
technologies; 
(14) Current and future enhancements 
available to commercial consumers are 
provided to public safety with no 
limitations; and
(15) Ability to send, receive, and 
process information from the public 
(citizens and media). 


This last, #(15), statement is very important, and inadequate.  The system should indeed 
allow citizen <--> government communications (e.g. 911).  But it should also support citizen 
<--> citizen communications.  This ability often decants a missing-persons problem into a self-
solving one removing it from the emergency services to-do list.  







Analysis of the Hopelessly Entangled category:


There are three motivations:
– life cycle maintainability
– system integration
– general purpose interoperability


which appear in this list.  All three logic trains lead to a need for modular system design.  In 
practice this turns into 1) the division between application and infrastructure observed above 
and 2) the division of the communications infrastructure into terrestrial-WAN, radio-WAN and 
LAN – all routable networks.  If we are faithful to this modularization, then all three motivations 
are addressed.


Modularity payoff.  Terrestrial-WAN, radio-WAN and LANs are all communications segments 
that have protocols and modular boundaries that make them routable networks.  This means 
they can be snapped together into internetworks.  And technology substitutions between the 
routers are both possible and transparent to the system as a whole.  Further, the 
infrastructure is agnostic about the applications it supports, so we have no limitations in the 
infrastructure to application development.  


#(7) contains a self-contradiction.  The legacy communications systems we have, as your 
Notice explicitly states, are not interoperable.  If we maintain backward compatibility, we 
cannot step forward into interoperable information systems.   The priority requirement should 
be to move into an era of modular (aka routable) communications networks and 
infrastructure-agnostic applications.  Backward compatability should be, at best, a secondary 
requirement.  


This contradiction can be managed by focusing on a communications system of 
routable networks (an internetwork, looking forward) with a set of layer 7 gateways at the 
fringe that allow attachment of the mismodularity-limited legacy systems.  This is how the 
'telephone' system is organized today: the backbone is all routable network and the legacy 
circuit-switched (aka POTS) phone is only seen at the local loop fringe.  


Over-emphasis on backward compatibility is very easy to do because we tend to 
consider our EMS infrastructure as enduring4.  By contrast, how old is your cellphone?  The 
legacy turns over faster than we estimate ... unless we've frozen it in amber due to poor 
modularity.  It's worth observing that any information system worth anything outlives all the 
components in the information system.  


Definitions.  The Notice, and especially this section, uses several terms that are poorly 
defined.  This is probably unavoidable in the IT business, but it needs to be recognized.  Just 
one example, from wikipedia: 'Different criteria for “broad” have been applied in different 
context and at different times.'  Sloppy definitions unlock a whole Pandora's box of evils, 
without any compensating hope.  


The FCC was saddled with this same problem in the National Broadband Plan: in their 
Notice of Inquiry, the very first question FCC sought public comment on was what the 
definition of broadband should be5.  The answers they got must have been unsatisfying since 


4 And requirements-writers are describing shortcomings in what they have in hand.
5 FCC's GN Docket No. 09-51 , April 8, 2009, 15. “Broadband can be defined in myriad ways. In order to ensure that all 


people of the United States have access to broadband capability, we must make sure that the Commission appropriately 
identifies goals and benchmarks in this regard. Here, we seek comment on how the Commission should define 
“broadband capability.”







they left the issue open.  
One term that you need to get straight, early, is 'dedicated high-quality network 6'. 


While no one will argue that emergency services needs priority access into a highly robust 
communications system, that does not dictate a separate infrastructure from the civilian 
sector.  Indeed a segregated infrastructure would negate #(15).  DoD's experience might be 
helpful here.  In the 1990s, DISA owned three terrestrial networks that were indeed 
segregated infrastructures: NIPRNET, SIPRNET and Defense Switched System (for 
unclassified, secret-system-high, and POTS voice respectively).  Today, DISA has a single 
backbone: SIPRNET is tunneled through NIPRNET using virtual private networking tunneling. 
And DSN, except for the local PBXs, is all converted to VOIP and passed through the same 
infrastructure.  The result has been higher quality by just about every metric you'd wish to 
apply.  In many areas where we need emergency services communications, we will never be 
able to afford dual infrastructures.  The FCC was on the right track with the 'public-private 
partnership' discussion, but didn't get very good at it.  


6 #(1) sorted into infrastructure







Analysis of Infrastructure Requirements category:


The best way to organize this list is to ask the question: what makes emergency services 
communications different from out-of-box internet?  


Those differences are four7: 
– Higher availability requirements.  The emergency services network needs to work 


when nothing else does.
– Security.  Emergency services applications always need authenticity8 and 


sometimes need confidentiality; the typical smartphone applications lack these end-
to-end security features.


– Reach to mobile platforms.  Understanding the differences here will unlock some of 
the QoS mysteries.  There are a couple of 'hard problems' in here, from which you 
should derive the lesson that getting the terrestrial WAN portion of the network right 
FIRST will make this part of the problem easier.  'Backhaul' should not be an 
afterthought.


– Quality of Service control.  Emergency services rightly have a need for priority 
access in emergent situations.  


In many years of analysis and teaching, I've found that these four categories encompass the 
infrastructure problem, and therefore recommend the logic to you.  The rest of this section 
expands each of these four differences.  I believe that the result will be more comprehensive 
and balanced than the list you started with.


High availability.  In my experience, the first/worst problem is inadequate expression of the 
need.  I've seen consulting reports and requirements statement (Iike #(3) in your Notice) that 
fail to quantify the need.  How many nines?  This is a failure by the requirements sponsor 
(aka fire chief or police chief).  The key to quantification is to transform the definition of 
availability (uptime/total time) into (total time - down time)/total time.  And tie tolerable down 
time to real world requirements (what does 'continual' in #(1) mean?)  


Once you have a real requirement stated, apply the three principles of high availability 
engineering.  Which are:


– eliminate single points of failure (altroutes and backup power)
– reliable crossover (routable networks do this all  day every day)
– detect failures as they occur (the real reason for #(6)).  


The emergency services community frequently mouths terms like 'assured access'.  The term 
expresses a general desire but lacks definition.  The first step to assured access is a highly 
available and survivable infrastructure.  


You should also note that technologies to implement high availability exist today.  There is 
little need for either research or standards-writing.  But there is a need for competent 
requirements analysis and systems engineering.


7 Only!
8 There are  no exceptions.







Security.  The security problem divides into two parts:
– End-to-end security (aka content security) spans multiple network segments and 


can therefore not be solved in the infrastructure – content security can only be 
addressed in the design of applications.  Language like 'secure VOIP' or 'S/MIME' 
(secured e-mail) are in the right territory.  What's important is to not let the end-to-
end content security requirements leak into the infrastructure design requirements 
list; else you present yourself with an impossible problem.


– Infrastructure protection tends to become a secondary problem once the content 
protection part is decanted off.  Here terms like denial of service, jamming, traffic 
and traffic flow analysis, interceptability ... appear9.  These issues pertain to a 
particular network segment (with the pain usually in the radio-WAN).  


Reach to mobile platforms.  In the civilian sector, 'mobile' usually generates discussions of 
WiFi, cellphones, and the corpus of [smartphones, PDAs, laptops etc] that attach.  Aside from 
the gadgets instead of infrastructure myopia, this is not the emergency services problem.  


– Topology.  Emergency services ubiquitously connote mobile platforms.  An 
ambulance may have several end systems that need to connect, not just one.  So 
the first difference to recognize is that we have a radio-WAN problem, not a LAN 
one (wired or wireless).  We need to reach to the mobile platform, and that is a 
router-to-router interconnect problem.


– Shared media.  Most of the commercial internet is made up of point-to-point pipes 
(fiber optic or copper).  But radio is a shared media.  This surfaces two issues:
– multicast.  Defined as delivery to more than one destination for the price of a 


single transfer.  The proportion of multicast (#(4) in the applications list hints) is 
much higher than in civilian world.  While multicast protocols exist in the 
commercial internet, the uptake, particularly in applications, has been poor 
because there's little payoff in the all-terrestrial, civilian internet.


– MAC.  With a shared medium, you need a Media Access Controller to take turns 
on that media.  There are two kinds of MACs out there (contention and 
contention-free10).  


– Four orders of magnitude less capacity.  Today, both the terrestrial-WAN and the 
LAN portions of the internet can be easily provisioned at 10Gbit/sec capacities.  By 
contrast, radio 'broadband' network segments have 10Mbit/sec capacities, pro-
rated across all the users of a network segment.  This capacity limitation, while 
getting better, is approaching the bits/Hertz limits where we can't get better without 
more spectrum.  


The deckplate systems engineering lesson here is that the radio-WAN problem will be the 
hardest and most expensive part of the overall comms system.  Overdo the terrestrial-WAN 
part and the LAN-in-mobile-platform part in order to keep the radio-WAN part as small/simple 
as possible.  For example, keep end systems off the radio-WAN (other side of the router, on 
the LAN), thereby keeping the radio-WAN problem purely a router-router interconnect one.


9 In “ Why (Special Agent) Johnny (Still) Can’t Encrypt: A Security Analysis of the APCO Project 25 Two-Way Radio 
System ” by Sandy Clark , Travis Goodspeed , Perry Metzger , Zachary Wasserman , Kevin Xu , Matt Blaze, presented 
at USENIX 2011, we have a perfect illustration.  The confidentiality vulnerabilities are properly application 
shortcomings; the passive and active traffic analysis and jamming are infrastructure shortcomings.  


10 Known in the voice world as free- and directed- nets respectively.







Quality of Service Control11.  The QoS problem requires understanding of the reach-to-
mobile situation.  We have three components worth discussing, one in the terrestrial-WAN 
and two in the radio-WAN.  


– in the civilian internet, qos12 has been routinely addressed by overprovisioning for 
forty years now.  If the capacity is larger than the demand, there's no congestion. 
No QoS measure can possibly improve qos.  One of the side effects of the first 
principle of high availability is overprovisioning.  Do it whenever you can.  The 
surfeit of capacity is the primary reason why the QoS control standards, while 
existing, are not widely implemented – no payoff.  But in the radio-WAN, we must 
accommodate the four orders of magnitude observation.


– The congestion in an emergency services internetwork will always appear in the 
radio-WAN.  This means we must have contention-free MACs because they are 
stable under overload.  All known radio-WAN contention-free MACs use some kind 
of TDMA mechanism meaning that each subscriber station gets a guaranteed 
transmit slot every frame (analogous to determinism in computer operating 
systems).  


– The congestion in the radio-WAN will be manifest at the routers that surround it. 
Each subscriber station will be running multiple applications with different users and 
different urgency requirements.  So its the router's job to stack up the most urgent 
traffic at the top of the queue so it gets sent first.  Differential Services is the 
technology and standards to accomplish.  


This QoS control discussion usually rounds out the issue of 'assured access'.  What's 
important to grasp is that most of the internet and 'broadband radio' technologies do all of this 
already (for example, Differential Services only needs to be turned on in most routers).  The 
missing part of the discussion is in applications: end systems need to set the Differential 
Services Control Point data correctly in order that routers can do their queue-sorting jobs.  


11 Tarbaby warning.
12 Notation convention for the non-IETF-initiate.  qos, lower case, is the quality of service being experienced in the default 


situation.  QoS, upper case, means Quality of Service control or what you would do to change the defaults.







Analysis of Applications category:


There is one internet out there; but there are 1001 applications that run over the internet. 
With more every day.  It is impossible to enumerate all the features wanted; your list is pretty 
minimal13.  


The most important requirement that all emergency services applications must support is end-
to-end security14.  Electronic mail has supported such (S/MIME) for over a decade; secure 
VOIP is a work in progress today.  


Standards body shortcoming.  In examining the S/MIME and secure VOIP technologies, we 
find no standards bodies that cover 'end-to-end'.  IETF (author of most of these standards) is 
concerned with 'bits over the wire', but their scope does not include through the operating 
systems and computer storage.  We have uncovered instances where the traffic is secure 
over the network, but that security stops immediately on data entry into the computer 
operating system where all kinds of potential malware can get at the content in unprotected 
form.  


In the civilian sector there are several mechanisms to invent and improve applications over 
time.  The open source operating system distribution is perhaps the most stunning example. 
Each release is better than the previous.    There does not seem to be any analog in 
emergency services.  A couple examples that would have payoff:


– a next-generation 911 application that would include identity, authenticity and 
position as part of the 'smartphone' application15.


– A 'Common Alerting Protocol' editor that works on portable computers such as 
laptops and smartphones.  A matching requirement would be a CAP feed display 
application.  Again, authenticity is a requirement.


13 The NPSTC statement ”Mission Critical Voice Communications Requirements for Public Safety ” released Sep 2011 is 
NOT a treatment of 'mission critical' (a treatment of mission critical would be almost all infrastructure).  But it is a 
decent start at features needed in a 'fire department VOIP application'. 


14 Ironically omitted from the NPSTC statement.
15 This intersects the FCC's next-generation 911 inquiry where FCC acknowledges that the infrastructure no longer infers 


location, identity or authenticity – these features must be in the application







Feature List


You requested comments on this feature list.  Herewith:


Feature List (organized around the 
four overarching themes noted above): 
To ensure resiliency in an emergency: 
• Resiliency: The ability of operable 
systems to recover from mishap, change, 
misfortune, or variation in mission or 
operating requirements.


See the comments on high availability above.  The principles can be applied to anything; they 
fit routable internet technologies very well.  


• Self-Organizing: Self-organizing 
networks dynamically manage their 
own configuration by automatically 
making changes to ensure messages 
reach their destinations.


The internet has been doing this ever since the introduction of Routing Information Protocol 
back in the ARPANET.  Today, BGP and OSPF are commonly used in tandem.  


• Meshing (ad-hoc device-to-device 
communication): A type of networking 
where each node must not only capture 
and disseminate its own data, but also 
serve as a relay for other sensor nodes, 
that is, it must collaborate to propagate 
the data in the network.


The term 'mesh' is undefined (or more correctly, swamped with too many sloppy definitions). 
Your statement does not differentiate between end systems and intermediate ones (like 
routers).  Most computers' operating systems contain the routing protocols to allow them to 
route as well.  


Most of the MANET (layer 3) and mesh (layer 2, see IEEE 802.16m) protocols have 
had little uptake in the last 15 years.  Part of the reason is poor scaleability – the layer 2 
meshing protocols require homogeneity of the nodes that is impractical.  The layer 3 protocols 
(OLSR, DYMO) carry quite a bit of communications overhead, some of which increases 
proportional to the square of the number of nodes.   Of course, if the comms system is made 
up of non-routable networks (e.g. P25), then the discussion is moot.  


In practice, we've found little quarrel with existing routing information protocols (e.g. 
OSPF).  They seem to do the job fine; but can be easily upgraded with a software download if 
necessary.  


• Adaptability: The ability of the 
network and/or device to modify/ 
change behavior based upon external 
conditions. 







One of the standard functions of a management protocol is 'configuration management16'. 
Simple Network Management Protocol provides an extensible framework to add whatever 
configuration variables are desired.  


To ensure reliability and availability: 
• Prioritization: The ability to 
prioritize network traffic based on 
assigned priority schemes. 
• Quality of Service (QoS): The set of 
standards and mechanisms for ensuring 
high-quality performance for critical 
applications. By using QoS 
mechanisms, network administrators 
can use existing resources efficiently 
and ensure the required level of service 
without reactively expanding or over- 
provisioning their networks. The goal of 
QoS is to provide preferential delivery 
service for the applications that need it 
by ensuring sufficient bandwidth, 
controlling latency and jitter, and 
reducing data loss.


As stated, this reads like you want to be able to manufacture capacity out of thin air.  This is 
not possible.  What is possible is to prioritize traffic.  As discussed above, this requires a 
combination of contention-free MAC and differential services.  


To enable security: 
• Strong, Dynamic Access Control: 
Access control lists can be configured to 
control both inbound and outbound 
traffic on networks and authentication/ 
verification of users/devices on the 
network. The level of access control 
should be sufficient to allow for entree 
into a broad set of systems and 
databases needed by public safety (e.g., 
criminal history databases, medical 
records, public work records, etc.). 


There are two issues in here, for which two different solutions are needed.  Access control (as 
implemented at routers) 'keeps the riffraff out' of a particular portion of the internet.  This 
makes sense as an infrastructure protection measure.  


But access control is not a satisfactory solution for protecting confidentiality17.  For that, 
encrypt the data.  


To ensure affordability/commercial 
alignment: 
• Compatibility with Commercial 
Infrastructure: The utilization of a 
variety of commercial services when 
public safety is in areas not covered by 


16 The other functions are fault, accountability, performance and security.
17 Terminology alert.  Within operating systems (and implemented in the SELinux work in most Linux kernels today) there 


are terms like Mandatory Access Control and Discretionary Access Control.  These terms have little relevance to the 
issues at hand, but the indefinition of the terminology will drag at least some of an audience down a dead end.







the public safety broadband network. 


Terminology: do you not mean 'interoperability' rather than 'compatibility'?
This is important for several reasons.  


– interoperability with the citizens that emergency services exist to serve,
– mainstream technology.


Compatibility in communications systems generally only means non-interference.  You are 
inferring a desire for something more.  


• Network sharing: The shared use of 
infrastructure between commercial and 
public safety users. 


More of the same?  In lightly populated parts of the US we have emergency services 
requirements just like urban areas.  But we don't have economic justification for more than 
one communications infrastructure.   Anchor-tenant agreements with commercial ISPs should 
be strongly encouraged.  


We have several instances of anchor-tenant arrangements where a commercial carrier 
provides communications services for emergency services (the anchor tenant) and then sells 
any capacity excess to that for profit.  There are two issues herein: one is that we need 
'shared technology' which routable networks provide (extend the internet).  The second is a 
business model that takes advantage of the technical interoperability (the anchor-tenant 
arrangements).  We have cases in the internet domain where this has worked successfully. 
We have no cases where segregated comms systems have allowed infrastructure sharing.  


• Multi-Modal: The ability of the 
network to support voice, video, data, 
and multimedia simultaneously.


What of this list does the internet not do today?


• Scalability: The ability of a system, 
network, or process to handle growing 
amounts of work in a graceful manner 
or its ability to be enlarged to 
accommodate that growth.


The internet design characteristics of
– separation of infrastructure from application
– communications as routable networks


has resulted in an network that has scaled, often at rates exceeding 100% per year.


 At the 
design phase, this could include 
requirements to ensure that scalability 
can be achieved, to the extent possible, 
by software enhancements and upgrades 
as opposed to by hardware 
replacements. Scalability also includes 
the need, in the case of a large scale 
event, to accommodate a rapid increase 
in the number of users in a limited 
geographic area. 







• Power Awareness: The ability of 
network/devices to control power 
functions. 


Treat the radio-WAN function – reaching to mobile platforms – separately from the LAN 
function (reaching to end systems).  The latter can be done by, for example, lighting up a WiFi 
hotspot on a fire truck or a wired ethernet LAN in an ambulance.  This puts the radio-WAN 
power requirements in the vehicle-mounted radio-WAN subscriber station, not the end 
system.  And because the end system only needs to be 'WiFi aware' or 'ethernet aware' it can 
be mainstream technology (e.g. smartphone or laptop, or adaptation from that).


• Standardized Common Interfaces: 
Protocols, Application Program 
Interfaces, application platforms, radio 
capabilities, etc. that allow for 
competitive provisioning. 


A lot of government treatment of standards attempt to standardize 'the box' rather than the 
interface to the box.   And quotation of a laundry list of standards cannot add up to a 
modularization model.  You will want a universally-observed modularization model to enable 
the focus on interfaces18. 


  
• Uniform, Universal Access: The 
ability to access the network and data 
anywhere at any time through any 
device. 


Request for Comments 
For each feature listed above, NIST is 
requesting input on the following: 
• Your assessment of the importance 
of the feature in relation to a 
Nationwide Public Safety Broadband 
Network; 


Without knowing what a Nationwide Public Safety Broadband Network is, it's difficult to 
address this question.  I hope that the term does not connote a separate emergency-services-
only infrastructure – that contradicts several of your interoperability and sharing desiderata. 
'Assured access' and 'mission critical' are important, but they do not require infrastructure 
segregation – indeed, that would be counterproductive19.


• Current gaps that exist preventing 
the realization of the full potential of the 
feature; 
• Possible research and development 
that could take place to close any 
technical gaps; 


18 API is the term for an interface definition in the computer world; in the communications domain, the analogous term is 
SAP: Service Access Point.  


19 This always triggers emotional outbursts usually using the quoted terms.  Emotions will get to the wrong engineering 
answers unless they are soberly analyzed.  







Several comments at the end of this submission.  But in general, the issues are systems 
engineering ones, and 'this is the way we've always done it' ones.  There is very little missing 
R&D.


• Any challenges that public safety 
could face in realizing the full potential 
of these features given currently 
implemented solutions; 


You have several bullets here that glance upon acquisition issues (multi-vendor, open 
standards, etc).  Within the information technology world, from the government perspective, 
there is often great value in procurement vehicles like IDIQ contracts.  But the trace needs to 
start with observations about budgets.


EMS budgets tend to 'roller coaster'.  Between large scale disasters, they are minimal 
and flat; once Katrina comes to town, money magically appears.  Whining about this 
characteristic probably won't be productive, but there are two valuable antidotes:


– One is to observe that the communications that the schools need is the same 
communications that our emergency services need.  And both government activities 
are funded from the same tax base.  In the past, because of the stovepipe 
characteristics of emergency services communications, a unified communications 
budget and plant was infeasible.  No longer the case.


– The second is to place contracts for the 'right stuff' that can be exercised to 'bulk up' 
when needed.  Do the planning during the budgetary flat spots, not in the heat of a 
crisis.  This thread might drive you beyond just standards-making to the placement 
of IDIQ-type contracts on behalf of undefined (but EMS) users – making the supply 
system more 'shovel-ready'.  


• Best practices from other industries 
that could be leveraged to expedite 
public safety’s realization of these key 
features. 


Additionally, NIST is requesting 
input on the following further 
considerations for the nationwide 
public safety network: 
• What is the importance of 
employing open standards for the 
nationwide public safety network? 


Well, yes.  It's hard to imagine someone maintaining that open standards would not be 
important.  But ...


First, standards, without a modularization model are akin to a cart without a horse.  It's very 
easy to hopelessly mismodularize an information system using a set of open standards.  The 
modularization model (in this case separation of application from infrastructure) is the first 
step; then you can crystalize the modular interfaces with standards.  


Second, it depends on which open standards you select.  P25 is purportedly an open 
standard, but it is for a trunked-radio, voice-only communications system; it is not a routable 







network.  IEEE 802.11 (WiFi) is certainly an open standard, and one for a routable network. 
But IEEE 802.11 contains a contention-MAC making it wholly unsuitable for a radio-WAN 
purpose (it's fine as a LAN technology).   IEEE 802.16, on the other hand, is a standard for 
radio-WANs – we can extend the internet with equipment that adheres to the standard.  


• What is the need, if any, for 
commonality of functions across the 
system? 
• What is the importance of a multi- 
vendor environment for the network 
and what are the lessons learned in 
deploying a multi-vendor environment 
from the cellular and other industries? 
• What can be done to ensure both 
short- and long-term affordability of the 
network for all types of public safety 
agencies? 
• In a recent report, the President’s 
Council of Advisors on Science and 
Technology suggested the need to 
develop methods for implementing a 
‘‘survivable core’’ of cyber-infrastructure 
that would be relied upon to provide 
truly essential services in the event of a 
catastrophic cyber-attack. Please 
comment on how NIST should pursue 
this recommendation. Among other 
things, commenters should address 
whether the goal should be to design a 
separate survivable core that is 
integrated and interoperable with the 
primary public safety network, or 
instead to design the primary network 
such that it can reconstitute rapidly— 
following a catastrophic event—to 
achieve some ‘‘core’’ level of service. 


Almost every commentary that uses the term 'cyber' tends to get into a 'sky is falling' mentality 
that lacks much analysis.  The most important tool, both for analysis and for designing against 
the threat lies in the distinction between end-to-end security (focus on the content) and 
infrastructure security.   We habitually use infrastructure protection methods (for example, 
anything that secures WiFi or a USB memory stick) and then wonder why we get end-to-end 
security breaches.


Survivable core, yes.  Separate, no.  Very few attacks have targeted the internet itself; rather 
they use the internet as a conduit to attack end systems attached to it.  If you segregate the 
network infrastructure you violate the first two principles of high availability engineering.


Reconstitution is a different issue – it's an availability/survivability one rather than a security 
issue.  But it is important.  If the pre-disaster network is an internet – made up of routable 
networks – then it is very straightforward to use rapidly deployed routable networks to 
reconnect the residual intact internetwork. 


• What is the marginal cost of the 
feature/functionality versus equipment 







available today? 
• What network features or 
requirements have not been identified 
above, the lack of which may impair the 
network’s ability to adequately serve the 
needs of public safety? 
• How should NIST engage public 
safety practitioners and technologists as 
part of the planned R&D projects to 
ensure proper prioritization of efforts 
and effectiveness of developed 
solutions? 


Internet architecture.  The internet has grown up largely without government technical 
involvement:


– FCC has managed spectrum, but until National Broadband Plan, has not involved 
itself with protocol issues.


– DHS has not been involved with protocol issues either.  Recently the SAFECOM 
treatment on the DHS grant guidance web page has acquired a single reference to 
'broadband'.  


– There has been previous NIST involvement.   For some time, the chair of the IEEE 
802.16 committee was a NIST employee20.   And NIST sponsored the  abortive, ill-
conceived Government Open Systems Interconnect Profile (GOSIP, written up in 
FIPS 146).  


It appears that this state of affairs is changing as we increasingly shift from circuit to packet 
switched systems in the radio environment – the government is getting more involved. 
Recommend some thought regarding how this is to be managed:


Is federal government involvement in internet architecture a good thing?  To date, the 
reputation of the federal government dealing with things-internet has been almost all bad.  


How many voices in the government will be speaking?  


Modularization model for entire emergency services information system.  Standards are not 
enough; a modularization model is needed to support systems integration (incl multiple 
vendors), life cycle maintainability, and overall interoperability and end-to-end security.  None 
of the existing federal government practices or recommendations (e.g. in the DHS grant 
guidance web pages) have a modularization model.  


Red team.  P25 has been pushed to emergency services for well over a decade and contains 
egregious security concerns that have only recently been uncovered21.  This is unsatisfactory 
federal government performance.


Information to EMS personnel and administrators.  The government needs some means of 
reacting to discoveries like the egregious shortcomings of P2522.   There appears to be no 
effective way to apprise emergency service personnel about the security vulnerabilities in the 
radios they use.  Do we wish to live with informal conduits like Matt Blaze's web site?23  This 
is also unsatisfactory federal government performance.


20 IEEE 802.16 defines specifications for a radio network that certainly qualifies as routable and also fits most definitions 
of  broadband.  


21 See Footnote 6.
22 DHS CERT has been wholly unresponsive.
23  http://www.crypto.com/blog/p25 and http://www.crypto.com/p25/



http://www.crypto.com/blog/p25





Catalyze open source solutions24.  End systems applications thrive in the open source 
community.  Directly applicable is the Linux / Android blossoming we are seeing now. 
Commission some emergency services applications; insist that the products be GPL and get 
them into the distributions.  


But there are no open source applications that meet emergency services needs25.
Vintage open source development, as the current open source operating system 


distributions work, does need some small adaptations (but not enough to kill off the ethic). 
These adaptations should consist of a 'certification review' to assure that end-to-end security 
needs are met.  Most of this can consist of red teaming.  


Multicast.  One of the salient differences between civilian and emergency services is that 
emergency services have a much higher incidence of data that is multicast in nature (multi-
party voice conversations, asset tracking (in military, known as common operational picture) 
and, for example, see your #(4)).  Most of the internet infrastructure handles multicast quite 
well today (in ISO Reference Model terms, from layer 3 down).  But because of dearth of 
demand, multicast transport protocols and muliticast applications have not had much uptake 
in the market.  


This is a specific instance of the 'catalyze open source' issue.  Multicast transport 
protocols have been around for 15 years (see RFC 5740) but neither NORM nor applications 
that use it appear in the open source (or even closed-source) distributions.  


Another multi-cast related problem is confidentiality.  The existing public key 
mechanisms rely on a publicly-known key for authenticity, so this matches a multicast 
environment.  But confidentiality relies on a targeting each user's private key – which will all 
be different.  This constrains the confidentiality mechanism to unicast.  A feasible, scaleable 
solution is needed; it needs to work with many applications (e.g. both messaging and VOIP) 
and it needs to be standardized.  


Concluding perspective.


Over the past forty years, we've watched packet switching technology take over various parts 
of the communications infrastructure.  These are colloquially known as the bellhead/nethead 
wars.  


Today the 'telephone' backbone is packet switched; ATM is a forgotten fad.  DOCSIS-
compliant internet extensions that use the cable TV plant abound (and several now-forgotten 
circuit-switched wannabes foundered here).  Office automation has been taken over by 
ethernet-based packet technologies making circuit-switched fax, for example, a 'has been'  ... 
Because of the advantages of packet switching, the technology has supplanted older circuit-
switched (or altogether unswitched) technologies.  


And today, the focus of the bellhead/nethead wars has shifted to what is perhaps the 
only remaining bastion: radio.  We are in the middle of this transition, so a little perspective 
about what's going on should be useful to keep us out of dead ends.


First, the campaign is well-along.  WiFi – an visible artifact of nethead – is ubiquitous. 
And what the cellphone companies call '4G' are all packet-switched technologies.  Indeed, in 
the bellhead/nethead campaign, almost the last holdout is our emergency services 


24 I belive this is the answer to your marginal cost query above, but I don't understand the question.
25 Leading to sober but laughable proposals to use twitter or SMS.







communications.  
We can draw some generalizations by looking at various campaigns in the Forty Years 


War between bellheads and netheads.  The first is that packet-switching technologies – 
extending the internet – have always won out.  There aren't any exceptions, only holdouts. 
Once the emotional is decanted off, there are solid engineering reasons for this: bandwidth 
economy, ability to build high availability infrastructure, adaptability of applications, and an 
inherent modularity that  separates end system (aka application) design from infrastructure. 
So there is almost an aura of inevitability: packet switching (labeled 'broadband' in this 
particular nethead campaign) is the direction to go.  


The second observation is that we get a lot of terribly confused requirements 
statements.  They don't 'get' the packet-switching features.  A shining example of this is the 
above noted NPSTC statement that purports to define 'mission critical' but is in fact a list of 
features for an application ... which has nothing to do with, for example, high availability.  This 
'standing on fantail watching wake' phenomenon is very common and requires care.  When a 
requirement is stated, you usually need to ask 'why?' a lot to relate it to real needs26.  Looking 
at a packet-switched communications system through circuit-switched experience introduces 
a lot of (well meaning) distortions.  


We see this confusion surrounding the term 'interoperability'.  I've heard some of the 
silliest interpretations and definitions of the term in emergency services ... overlaying a very 
important real need.  The internet delivers communications interoperability; so we should be 
extending it to our emergency services ... you have several contributing reasons sprinkled 
around in this Inquiry.  


But emergency services has particular requirements that are often met only in potential 
in the vanilla internet.  Most of the internet that we touch every day is at the fringe where it's 
almost always single-threaded (and therefore of inadequate Ao for EMS).  This does not 
negate the packet-switching technology, but it should remind us that 'out of commercial box' 
solutions need some adaptation and some 'systems' thinking and balance when making plans 
and investments.  Thus the plowshares --> swords analysis above.  Virtually none of these 
adaptations require any research; and most require minimal development.  Sinking budgets 
into federally funded R&D will not yield much return.  


26 The requirement for full duplex in the NPSTC mission critical statement is one of these.  Fulldux is a nonsense term  in a 
packet-switching environment and relates to physical media dependent needs, not applications.  
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Summary 


Northrop Grumman Information Systems, Inc. (“Northrop Grumman”) is pleased to 


provide its input to the National Institute of Standards and Technology (NIST) docket number 


110727437–1433–01 “Soliciting Input on Research and Development Priorities for Desirable 


Features of a Nationwide Public Safety Broadband Network”, henceforth referred to as NIST’s 


request.  Our input is focused on areas of expertise where there is an intersection of our corporate 


experience with specific areas of challenge to building the future national public safety network. 


In this document we will relate our responses to the four overarching themes outlined in NIST’s 


request -  adaptability and resiliency (“resiliency in an emergency”), prioritization and quality of 


service (“reliability and availability”), network security and strong dynamic access control 


(“security”), and network sharing and scalability (“affordability/commercial alignment”). 


Introduction 


Northrop Grumman Information Systems, Inc. is a wholly-owned subsidiary of Northrop 


Grumman Corporation. As a leading provider of IT, systems engineering and systems integration 


services, we serve the Department of Defense, national intelligence, state and local agencies, and 


commercial customers. For more than 50 years, Northrop Grumman has assisted the public 


sector in building and operating IT systems that support critical missions that deliver services 


and protect citizens. Northrop Grumman is a leader in public safety communications systems, 


including being the integrator of some of the world’s largest 9-1-1 First Responder Computer-


Aided Dispatch systems.  


Our participation in the public safety700 MHz band proceedings began from their 


commencement, and we support the strategy to create an open standards solution for the national 


public safety broadband network (PSBN). Northrop Grumman has deployed next-generation 


secure broadband wireless networks and interoperable voice communications solutions for 
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defense, intelligence, and public safety agencies across the world. We have gained valuable 


experience in the future architecture and technologies for next generation public safety 


communications through our design, implementation, and operation of the nation’s largest public 


safety broadband network known as the New York City Wireless Network (NYCWiN). In total, 


Northrop Grumman has deployed over 30,000 mobile data units to law enforcement and 


emergency response agencies nationwide through various integration programs. In addition, 


Northrop Grumman has a major presence in domestic security initiatives, and we are the number 


one provider of security solutions to the federal government.  


Northrop Grumman appreciates the opportunity to advise NIST on topics for research and 


development priorities in anticipation of the President’s Wireless Innovation (WIN) Fund. Our 


team is prepared to assist NIST, public safety organizations, and industry in overcoming the 


difficult barriers to success that may delay or even stop the progress of the PSBN. 


Adaptability and Resiliency  


Public safety agencies rely on their networks to provide them critical information and 


communications under any conditions. Adaptability of the user equipment and the network will 


provide flexibility to continue communications when changes occur. 


Adaptability via Interoperability 


Significant user equipment adaptability can be provided through the ability to 


interoperate between the PSBN and commercial carriers. This scenario will be particularly 


important during the PSBN build out, where coverage gaps will be common. By adopting LTE 


as the standard for the PSBN and aligning the solution with the commercially chosen standard, 


the capability to utilize commercially available wireless systems will be critical to early success 


of the PSBN. However, coverage associated with commercial LTE deployments is far from 


ubiquitous and is still in the early roll-out phases. In the interest of maximizing usability and 
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adaptability, exploring interoperability through the use of alternate commercially deployed 


technologies, such as 3G, is warranted. 


As part of the interoperability investigation, and as discussed to some extent later in this 


document, investigation will need to encompass the differences in, or lack thereof, Quality of 


Service implementations and the associated user experience/performance expectations, device, 


backhaul, and core security profiles and associated opportunities for cyber attacks, and the 


impact of billing on public safety budgets. 


Adaptability via Design 


The PSBN should be designed with the flexibility to adapt. The ability to quickly add 


temporary capacity, designed layers of redundancy and failover mechanisms, the ability to 


perform emergency changes to network parameters, and clear procedures to do these tasks are 


recommended. The LTE standard provides many of these features, such as cell-on-wheels for 


additional temporary capacity and the ability of enhanced Node Bs (LTE base stations) to 


connect to multiple gateways. However, the processes to do so in an interoperable multi-


jurisdictional environment need to be determined.  


Resiliency via Survivable Core  


A fundamental component of adaptability is the ability to continue providing service 


during failures. From cyber attacks to natural disasters, critical central system components can be 


taken offline, impacting the ability to communicate and ultimately crippling emergency 


operations. As a fail-safe mechanism, a survivable core of essential infrastructure should be 


developed. This core needs to provide “a small, rigorously isolated set of very basic capabilities 


that can be relied on”1


                                                           
1 President’s Council of Advisors on Science and Technology, Report to the President and Congress (Dec. 2010) 


 Investigations into what these basic capabilities are and how to provide 


(http://www.whitehouse.gov/sites/default/files/microsites/ostp/pcast-nitrd-report-2010.pdf), pp. 55–56. 
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them is strongly recommended. 


There are several approaches to providing a survivable core. One approach is to build and 


maintain a backup core that is a separate system of core equipment independent of the 


operational core. In the event of a core failure, or, as an example, the need to quarantine the core 


due to a cyber infiltration, the separate core would be brought on-line to provide minimum 


interfacing and functionality.  A separate survivable core has the advantage of being independent 


of the operational network and would not be immediately affected by failures. As with any 


backup system, detailed failover procedural steps must be developed and the process must be 


exercised regularly in order to assure that it operates when needed. Also, if the operational core 


is brought down by a cyber attack, the backup core once added could also be susceptible to the 


same attacks unless appropriate isolation is provided. The investigation related to using multiple 


vendors and different implementations for a stand-alone core is strongly suggested (diversity). 


By having different providers, exploits in one solution may potentially be avoided by another. 


Northrop Grumman also recommends investigating what components of the survivable core 


would require synchronization with live data (e.g. authentication) and the means to achieve this 


while mitigating risks from cyber threats. Northrop Grumman has extensive experience with 


large, multi-vendor systems and can provide guidance in this area. 


Another approach is to provide redundancy within the operational core. By distributing 


key functions throughout the network, a successful cyber attack can be mitigated by removing 


only the affected section of the network and still maintaining operational effectiveness. As 


discussed with an independent, off-line core, using open standards and various vendors can aid in 


protecting against exploits at the expense of operational complexity. Northrop Grumman 


believes that having these distributed, secure, operational cores is the most effective way to 


provide continuing service to users. Investigation on how to provide this across jurisdictions is 
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an area for study. 


Resiliency – Modeling, Simulation, and Design Patterns  


As stated by NIST, resiliency refers to the ability of operable systems to recover from 


mishap, change, misfortune, or variation in mission or operating requirements. A highly resilient 


system is essential given the unknown and unexpected nature of emergencies. The PSBN system 


may potentially be exposed to conditions beyond design specifications in ways that cannot easily 


be foreseen. How a system degrades, fails, and recovers is determined by the technical design as 


well as human and operational factors. On the technical front, resiliency is achieved with 


conservative and robust designs, diversity, simplicity, and systems that can be extended or 


augmented. With respect to the human / operational aspect, well trained personnel and well 


established Standard Operating Procedures (SOP) form the necessary foundation for a quick and 


successful recovery. At the intersection of these two domains lies the simplicity of the system; 


the simpler the system, the easier it is for the personnel to repair, replace, and return it to 


operational status. The following are a set of topics related to resiliency that should be studied:   


• Design Margins and Robust Design Methods – Use of generous de-rating factors and 


safety margins minimize the likelihood of permanent damage and facilitate recovery 


operations. Many assumptions are made in the design of large complex systems and 


many attempts are made to optimize the design for performance and/or cost. During 


the design phase, care must be taken to ensure that the system retains graceful 


degradation characteristics. Careful modeling and simulation of the system must be 


performed to characterize system performance over a broad set of conditions and 


identify design limitations and weak links.  These limitations can then either be 


mitigated or removed completely prior to implementation.  Designs must also take 


into account the accumulation of margins to over-engineering solutions that could 







7 
 


challenge cost efficiency. 


• Diversity – This includes path diversity, design diversity, and supplier diversity 


(another reason for open interfaces and open standards). In this context, an example 


would be mesh technology. Mesh technology employs path diversity to avoid nodes 


becoming isolated from the rest of the network. Mesh technology has a potential role 


at the edge/user device level as a capability that provides a localized meshed WiFi 


(IEEE 802.11s or similar) coverage. This would enable communication within a 


localized area with a potential gateway back to the extended network if a mesh node 


also had a cellular link. 


• Simplicity – Simplicity pays off in a number of ways. The simpler a design is, the 


easier it is to analyze and understand its behavior in stressful and degraded 


conditions. The simpler a system is, the easier it is to test, operate, and repair. 


• Extensibility - The ability to deploy additional infrastructure when the existing 


infrastructure has been devastated by an incident provides a direct and quick path to 


recovery. As an example, a portable cellular base station with a generator set and a 


SATCOM terminal provides a quick reaction communication solution that connects 


the incident to local, regional, or national resources. 


Prioritization and Quality of Service 


A nationwide public safety broadband network must support prioritization and quality of 


service (QoS) to give public safety agencies the capability to prioritize network resources based 


on factors important to their mission operations. This required support must further have the 


appropriate configuration, management, and dynamic controls and interfaces necessary to ensure 


that user traffic flows of critical information related to a time-sensitive emergency event are 


prioritized. Further, this prioritization must not only be isolated to the last mile services 
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associated with a given solution but extend from the user device to the command and control 


entity requiring the information.  


Thus, the need to establish priorities based on the application, agency, and responder 


roles especially when disaster strikes becomes even greater as first responders use a multitude of 


broadband devices that may attach to various technologies at the advent of the PBSN, and run 


applications with varied bandwidth demands and latency requirements over multiple sub-


networks.  


Recent LTE network test results2


Prioritization and QoS are two network access control and resource allocation 


mechanisms that previous 3GPP standards and legacy public safety communications systems did 


not adequately address. However, LTE supports both  prioritization (with pre-emption) and QoS 


to enable public safety first responders to receive preferential treatment in the access and use of 


network resources based on their roles, applications type, end-user device type, geographic 


location where the request was initiated, and whether the user is on home network or roaming. 


Implementation of LTE QoS and Priority features (such as ARP, QCI, etc) as defined in 3GPP 


Release 8 and above, will enable optimal network resource allocation that should strongly 


 released by a regional public safety agency showed that 


within the currently allocated 10MHz broadband spectrum at 700 MHz the network can become 


overloaded. A typical incidence scene will comprise a multitude of first responders with the need 


for enhanced situational awareness prompting increased need for high bandwidth applications. 


Without optimal prioritization and QoS mechanisms, the mission-critical needs of public safety 


will not be fully addressed. Additional research and development (R&D) work is required to 


investigate methods and solutions that prioritize resource allocation and optimize QoS during 


emergencies when the need for resources is the greatest.   


                                                           
2 http://urgentcomm.com/networks_and_systems/mag/bay-area-network-test-201107/ 
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enhance the availability and reliability of public safety communications networks in meeting first 


responders’ mission needs. As Prioritization and QoS functionalities in commercial carrier-grade 


LTE networks are typically not tuned to public safety applications and incidence scenarios, there 


is a need to expand on the basic implementation of the Prioritization and QoS specifications to 


address stringent public safety performance requirements. To this end, Northrop Grumman 


applauds the on-going work by the NIST led QoS Working Group in determining additional 


methodologies and processes for mapping QoS and prioritization parameters to first responder 


use case scenarios.  


Because the nationwide PSBN may comprise an interconnection of regional LTE 


networks, each with local control on users and applications prioritization, there is a need to 


provide a framework for implementing Prioritization and QoS across jurisdictional network 


entities so as to achieve interoperability especially when first responders roam out of their home 


networks. The implementation framework should provide enough flexibility for the jurisdictions 


to “localize” their Prioritization and QoS policies commensurate with their network operational 


objectives. In defining the requirements for implementing priority rules, Northrop Grumman 


recommends that more work be performed towards understanding sustainable and efficient 


methods of network resource allocation and pre-emption that can evolve as public safety 


applications and user requirements continue to evolve as well. 


Although 3GPP Release 8 provides a list of attributes such as bandwidth, packet latency, 


and packet loss that are used to derive optimal QoS parameter settings for various mixes of end-


user applications, there are no real world results of optimal QoS parameter settings for incidence 


scenarios with varying network conditions. Thus, the NIST-PSCR lab-based Public Safety LTE 


Demonstration Network needs to be replicated in other environments to enable additional tests 


and optimization of the QoS parameters under extreme conditions of mixed user traffic demand 
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and network loading. This will help in optimizing the LTE network deployment architecture and 


parameter settings for various environments and diverse first responder use cases. 


QoS and Network Security 


Northrop Grumman has observed through performing network security operations on a 


broad range of mission critical networks that certain types of attacks on network security have 


significant effect on application performance and QoS. However, it is the mission of QoS to 


ensure application performance and therefore, the two are inextricably linked. For example, both 


security and QoS can utilize common access control lists (ACL) for rules on how to treat traffic. 


Thus, a security mechanism that discovers abnormal traffic patterns could alert a QoS system to 


treat that traffic according to those rules. Furthermore, incorporating QoS within the network 


security policies will strengthen the public safety network against potential cyber attacks. 


Northrop Grumman recommends that additional R&D be directed towards integrating QoS and 


Security policies and automation to enhance and simplify the implementation of policy-based 


rules to securely manage network behavior. In order to ensure security across the entire segment 


of the PSBN, user and signaling data are traditionally protected in ways that may not enable 


granular QoS provisioning. Northrop Grumman is currently leading the PSBN Network Security 


working group and recommends a joint effort with the PSBN Prioritization and QoS working 


group to define a more inclusive framework for performing prioritization and QoS when end-to-


end security is enabled. This way, the nationwide PSBN will more efficiently serve the mission-


critical communication needs of first responders in a highly secure environment. 


Network Security  


Security of broadband wireless communications is vitally important to public safety and 


must be approached in a holistic manner to address the public safety’s fundamental mission of 


protecting property and saving lives. As is noted in the NIST’s request, Access Control List 
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(ACL) provides control over network resources by limiting access only to authorized users. 


Although ACL is an important element of network security, it, however, represents only one 


aspect of network security. Other equally significant aspects of network security include a 


comprehensive network wide identity management scheme for user authentication, standards for 


protecting the end-to-end privacy and integrity of user information as it traverses different parts 


of the network , technology and associated security policies and procedures for protecting the 


network from cyber attacks, and physical security of the network assets such as communication 


towers, Network Operations Centers and Security Operations Centers. Although many of these 


security aspects fall outside of LTE specifications, they are critically important to public safety’s 


mission and Northrop Grumman strongly recommends that NIST take an active role in 


promoting research and developing standards for them. Northrop Grumman also realizes that 


network security has an important bearing on network availability, a key requirement for first 


responders who rely on the 24x7 availability of the communications to carry out their mission. 


Weak and compromised network security reduces network reliability and hence network 


availability. Without the proper security measures in place no amount of reliability features, such 


as site hardening and backup power, can assure the highest degree of availability required of the 


public safety communications networks. 


Northrop Grumman also notes that the use of globally deployed standards such as the 


Internet Protocol (IP) that form the core of an LTE network helps achieve the important goal of 


interoperability. However, it also significantly increases the vulnerability of the public safety 


networks to malicious cyber attacks, further underscoring the need for research in robust security 


mechanisms to protect these mission-critical networks. It is also important to note that a security 


feature important to public safety may be specified in the standard but may never be 


implemented because the commercial carriers that drive the infrastructure market may not have a 
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need for that feature. To the extent that the LTE standard or its implementation does not address 


the security and requirements of public safety emergency communications, there is a need to 


research, develop, and integrate additional security features so that the security requirements of 


public safety are fully met. 


An important consideration related to network security is the potential use of the 


nationwide PSBN by the federal government users. During an emergency event, multiple 


agencies from all levels of government including federal, state, and local will need to 


communicate and share information with each other in order to mount an effective and 


coordinated response. Such users introduce new security requirements, as the federal government 


follows its own standards and guidelines for exchanging and securing information as codified in 


the Federal Information Processing Standards (FIPS)3


An important challenge for the PSBN lies in integrating the various solutions, each 


addressing a different requirement of network security, into a cohesive and comprehensive 


security architecture – an architecture that is scalable and flexible to meet public safety security 


requirements as they evolve over time. While the details of the overall architecture of the 


nationwide PSBN are still being worked at the standard bodies, Northrop Grumman recommends 


that to a public safety user, the PSBN appears as one single network – a seamless public safety 


. FIPS 140-2 is a NIST standard that 


specifies security requirements for cryptographic modules within a security system protecting 


sensitive but unclassified information. Because LTE’s encryption schemes do not adhere to these 


standards in all cases, FIPS validated and certified solutions will need to be integrated with the 


public safety network in order to meet the government requirements for secure communications.  


                                                           
3 Federal Information Processing Standards (FIPS) are standards and guidelines for information processing issued by 
National Institute of Standards and Technology (NIST) for use government-wide. NIST develops FIPS when there 
are compelling Federal government requirements such as for security and interoperability and there are no 
acceptable industry standards or solutions. 
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enterprise network – that provides secure and interoperable communications capability 


regardless of the user’s geographical location on the network. 


Based on Northrop Grumman’s R&D activities in the area of wireless security, 


participation in public safety organizations and user groups such as National Public Safety 


Telecommunications Council, and interactions with the public safety community we recommend 


that the NIST provides its support to research in the following security related areas:  


• A Nationwide Identity Management Scheme – Network users should be identified on 


the network via common industry mechanisms (such as SIM cards), with extensions 


for further identification details. By using a common format nationwide users can be 


treated by the system across the entirety of the network as verified users, and the 


system can make decisions about security, QoS, and access in a straightforward 


process. Each jurisdiction or agency will then be responsible to connect their existing 


enterprise to the LTE network using a clearly defined interface for identity and 


credentialing. Without this mechanism in place it is hard to see how a truly 


nationwide interoperable network can be created. 


• Role and Context based Access Control Schemes – Access Control Schemes exercise 


control over access to the network resources after the user identity has been 


authenticated by the network. Examples of network resources include bandwidth, 


classes of service, QoS, applications, and databases of information. In the public 


safety domain user role is typically used to determine access to various resources. As 


an example, an explosives expert at an incident scene involving a live bomb may be 


accorded higher priority and therefore a higher class of service and more bandwidth 


than a crime scene investigator; and information accessible to emergency medical 
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personnel may not be made accessible to law enforcement officials. Context based 


access control schemes become important when sensitive information is accessible 


only on a need-to-know basis.  


• Integrated Security Architecture for the Nationwide Network – Northrop Grumman 


recommends that research in this area should be premised on treating the nationwide 


PSBN logically as a single public safety enterprise network. Research is required in 


developing a comprehensive security architecture for this public safety enterprise 


network that incorporate the best-in-class solutions for the various security 


components discussed above such as identity management, access control schemes, 


end-to-end privacy and integrity of user communications, device security, and tools 


for mitigating cyber security threats. This will also involve conducting a detailed gap 


analysis between public safety requirements for security and LTE security 


specifications  


 Public safety communications networks are vital to the safety, security, and well 


being of the country and must be secured and safeguarded with the same heightened level 


of importance as any other critical infrastructure. As is well known, malicious attacks on 


our critical information and communication networks, also known as cyber attacks have 


increased significantly in the past few years and they continue to grow in scope, 


complexity, and sophistication. The need for increased cyber vigilance has never been 


greater. Increasing network connectivity and interoperability improves information 


sharing and enhances situational awareness, but it also increases the vulnerability of these 


networks to externally mounted attacks. A large scale denial of service attack on the 


public safety communications networks just when it is needed the most during a crisis 


could have a crippling effect on the mission of our first responders. These networks needs 
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to be strongly safeguarded and proactively monitored in an end-to-end fashion to avert 


casual as well as advanced persistent threats. 


Network Sharing 


Shared use of network infrastructure between commercial and public safety users has 


been proposed as a cost-effective way to build the broadband network infrastructure for public 


safety. Adoption of the same broadband technology standard (LTE) by both public safety and 


large commercial wireless carriers creates significant opportunities for infrastructure sharing. 


Opportunities for sharing include radio communication tower facilities and equipment including 


shelter, power, coaxial cables and antennas, the LTE core network, and backhaul. Sharing of 


some of the RF equipment such as antennas and cables is possible because both public safety and 


commercial carriers are using frequencies in the same 700 MHz frequency band.  


The cost savings resulting from infrastructure sharing may be especially significant for 


rural jurisdictions that may not have access to adequate funds to build enough number of sites 


required to meet the coverage and capacity requirements of public safety. A sound and well 


executed public-private partnership model could address some of the funding challenges. 


Commercial carriers could be incentivized to enter into a partnership with public safety by 


allowing them access to public safety spectrum on a secondary basis. In addition, they could also 


be financially compensated for the shared use of their network infrastructure. The FCC released 


a technical paper4


                                                           
4 A Broadband Network Cost Model: Basis for public finding essential to bringing nationwide interoperable communications to 
America’s first responders OBI Technical Paper No. 2 


 in May 2010 under the Omnibus Broadband Initiative where they explained 


how public safety agencies can leverage the deployment of 4G commercial wireless networks to 


greatly reduce the overall costs of constructing a nationwide broadband network. The paper 


developed a cost model that estimated the capital cost of public safety broadband network build 


to be about $6.5 billion under the public-private partnership model compared to $15.7 billion for 
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a stand-alone network.  


While Northrop Grumman realizes the significance of cost savings that result from 


network sharing with commercial carriers, we are also cognizant of the fundamental differences 


that exist between the public safety and commercial carrier requirements with respect to network 


availability, security, QoS, and user priority and preemption. Network infrastructure sharing 


must not compromise any of the key requirements related to the safety and security of public 


safety’s mission. A public-private partnership will need to address the technical, logistical, and 


administrative issues as well as the cost implications of addressing any differences that exist 


between commercial and public safety requirements. Network infrastructure sharing requires 


investigation of how to reconcile commercial and pubic safety’s requirements differences in 


areas including RF site hardening, core network resiliency and survivability, backhaul network 


redundancy, and security architecture. Additionally, investigation is required in administrative, 


procedural, and technical controls needed to preempt commercial users from public safety 


spectrum during emergency incidents in case the public safety spectrum is being shared by 


commercial carriers. Sharing of core infrastructure would also require solutions to separate 


sensitive public safety communications from commercial user traffic to ensure the security of 


public safety communications. Administrative arrangements and technical controls would also be 


needed to facilitate roaming of commercial users on public safety network and vice versa. 


Increased maintenance and stronger physical security of shared network assets would also have 


to be addressed.  


Northrop Grumman recommends NIST to support research in the areas outlined above to 


ensure the overall reliability and availability of public safety network in a shared network 


infrastructure environment. Sharing of network infrastructure between public safety and 


commercial users is an economically attractive concept that could be viable provided strong 
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measures are taken to ensure the key requirements of public safety’s mission are not 


compromised in any manner. 


Scalability 


The architecture of the PSBN, although not yet finalized, is envisioned to be a network of 


networks where individual jurisdictional networks will be interconnected via a public safety 


enterprise network to create a nationwide interoperable broadband network. It is only reasonable 


to expect that the usage, and consequently the traffic, over the public safety network will 


increase over time as more agencies and public safety users connect to the public safety network 


to realize the benefits of broadband wireless for their mission.  


The network and the underlying technologies need to be scalable in order to 


accommodate this growth in a graceful and cost-effective manner. All interfaces between the 


various network elements of LTE are based on Internet Protocol (IP) technology which has 


proven to be a very scalable and robust technology as demonstrated by the explosive growth in 


Internet and its use over the last two decades. However, not just the network interfaces but also 


the individual components of the LTE network must be able to scale with demand without 


requiring expensive hardware replacements. Hardware architecture should be modular and 


flexible enough to handle higher capacity demands simply through the addition of new cards to 


the existing hardware. Software should automatically reconfigure itself to accommodate the new 


cards.  


The requirement for scalability, however, needs to be balanced against advances in 


technology. Mobile broadband technology will continue to advance at a fast pace to satisfy the 


user demand for better and faster networks and a point in time will arrive in the future where it 


will simply not be  possible to meet the processing demands of the new technology with existing 


hardware and software. It is desirable, however, to optimize the lifespan of the hardware and 
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software by incorporating architectural principles that anticipate both the technology advances 


and the growth in user demand to the extent possible. A hardware platform that is build 


purposefully and optimized for a specific technology runs the risk of becoming obsolete quickly 


as the technology advances. This is particularly true in the mobile wireless industry where the air 


interface standards have gone through complete revisions several times in the past, from Time 


Division Multiple Access based GSM technology to Code Division Multiple Access based 


UMTS technology to the current Orthogonal Frequency Division based LTE technology. This 


technology progression has required the wireless carriers to go through expensive hardware and 


software upgrades prompting a need for a solution that addresses the challenge of hardware 


obsolescence. Advances in Software Defined Radio (SDR) technology may eventually provide a 


viable solution to this issue. Performing most of the signal processing tasks in software running 


on general purpose computing platform rather than specially designed hardware is the 


fundamental principle of the SDR technology and a key to increasing the scalability and 


longevity of the network components while keeping pace with technology changes. Northrop 


Grumman conducts research and provides expertise to the US government in the area of digital 


signal processing and SDR technology and recommends that NIST support a research program in 


this area to reduce the risk of hardware obsolescence with technology advancement. 


Another issue with regards to the scalability of the network is its ability to handle 


unpredictable surges in network traffic when an emergency incidence occurs in a limited 


geographical area. The localized nature of the incidence coupled with lower site count due to 


superior propagation characteristics of the 700 MHz frequency band relative to other higher 


frequencies such as 2.5 GHz and 1.9 GHz implies that the incident area will likely be served by 


the combined capacity of a small number of sites. Enough capacity needs to be available in the 


sites serving the incident scene to meet the communication requirements of hundreds, if not 
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thousands, of first responders. However, for a given technology the available capacity is limited 


by the amount of available spectrum. For public safety, this currently stands at10 MHz in the 700 


MHz band but may increase to 20 MHz depending on the legislative outcome of the D-block 


reallocation. Studies conducted by various public safety organizations including NPSTC have 


indicated that 10 MHz of spectrum may not provide adequate capacity to meet the public safety 


demands for data and video during a crisis situation. However, these studies are based on certain 


assumptions about the traffic requirements during an emergency situation. While traffic patterns 


for commercial networks have been extensively studied and analyzed and traffic models have 


been developed to help the carriers proactively plan for surges in traffic demands, such models 


are lacking for public safety. Northrop Grumman strongly recommends that NIST support 


research in developing scenario based simulation models of public safety network traffic that can 


be used by public safety to accurately forecast and proactively plan for capacity upgrades and 


technology enhancements to accommodate future growth.  


Northrop Grumman has done some pioneering work in developing traffic models for 


public safety that have been used in public safety and Northrop Grumman responses to FCC’s 


requests for comments and strongly recommends that NIST support research activity in this very 


important area.  


The ability of various network hardware and software components to scale is extremely 


important for public safety to manage the inevitable growth in user demand in a cost effective 


manner. Also, given the mission-critical nature of the network, it is equally important to be able 


to forecast future capacity requirements with a reasonable degree of accuracy to ensure that 


adequate network capacity is available during emergency situations when it is needed the most.  


Conclusion 


Northrop Grumman supports NIST’s efforts to engage with a wide range of different 
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types of users, industry participants, and academic organizations. Industry investments, 


combined with government R&D investment (such as the future WIN Fund), and through 


cooperation with major Universities, provide the basis for solving many of the serious challenges 


to the future the PSBN as articulated in this response. In this document we concentrated on 


responses from the four overarching themes presented, specifically adaptability and resiliency 


(“resiliency in an emergency”), prioritization and quality of service (“reliability and 


availability”), network security and strong dynamic access control (“security”), and network 


sharing and scalability (“affordability/commercial alignment”). We look forward to the 


opportunity in the future to partner with NIST and others in the industry to solve some of these 


key issues for purposes of creating a truly secure, operable, public safety broadband network that 


transforms the future operations of our first responders and other government agencies. 
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One DHS Emergency Communications Committee Comments to the National Institute of 
Standards and Technology Notice and Request for Comment: Soliciting Input on Research 
and Development Priorities for Desirable Features of a Nationwide Public Safety Broadband 
Network, Docket No.: 110727437-1433-01, 76 Fed. Reg. 56165 (Sept. 12, 2011) 


 
 


The One DHS Emergency Communications Committee (Committee) is pleased for the 
opportunity to submit these comments to Docket No.: 110727437-1433-01.  The Committee, 
which is composed of representatives from 22 U.S. Department of Homeland Security (DHS) 
Components and headquarters entities with emergency communications equities, serves as the 
principal forum for coordinating DHS emergency communications requirements, policies, and 
investments. 


The National Institute of Standards and Technology (NIST) solicitation groups 14 features across 
the four themes of “resiliency in an emergency; reliability and availability; security; and 
affordability/commercial alignment.”  NIST requests that commenters identify the relative 
importance of these features and suggest research and development (R&D) and implementation 
measures that may be taken to advance the Public Safety Broadband Network (PSBN).   The One 
DHS Emergency Communications Committee has prepared the following response to convey the 
Department’s wireless broadband communications needs and perspectives as a partner on and 
potential user of the PSBN.  The responses are organized around the four overarching 
requirement “themes” and additional “considerations” identified in the NIST request.  The 
responses assume that DHS will be an eventual user of the PSBN or will leverage similar 
capabilities to those provided by the PSBN. 


 
The first four responses below address the four “Themes” and corresponding “Features” 
provided in the NIST notice: 


1. To ensure resiliency in an emergency 
Resiliency:  During catastrophic events or an attack on U.S. infrastructure, many DHS users 
would need to rely heavily on wireless communications systems to effectively carry out the 
Department’s various response, recovery, and day-to-day missions.  Currently, many DHS users 
utilize Component-owned or other shared Land Mobile Radio (LMR) systems as their primary 
means of achieving mission-critical wireless voice communications.  These LMR systems are 
designed to continue to provide local areas radio frequency (RF) coverage independent of wide 
area network connectivity when network connectivity becomes unavailable, and are generally 
equipped with enough backup power to keep critical RF infrastructure running during a power 
outage until commercial power can be restored or additional backup power can be provided.  
Additionally, LMR devices can provide line of sight (i.e., talk-around) communications 
independent of RF infrastructure when this infrastructure is damaged or not accessible.  DHS 
also utilizes a variety of deployable LMR solutions that enable rapid restoration or expansion of 
the networks as needed.  Use of the PSBN or similar broadband network for mission-critical 
communications would require assured service levels and alternative modes of operation (e.g., 
failsafe, talk-around) to ensure operability in all scenarios.   


Potential areas for R&D include— 
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• Hybrid devices or adapters that would enable LMR devices to operate on broadband 
networks, providing redundancy and additional coverage and capacity 


• Hybrid devices or adapters that would enable broadband devices to operate on LMR 
technology and frequencies for access to LMR networks—for redundancy and improved 
coverage and capacity—and to achieve talk-around capabilities   


Self-Organizing:  The surging nature of DHS communications system usage and the integration 
of multiple agencies and services (e.g., voice, video, data) onto shared networks create 
challenges in providing users with required quality of service during all potential scenarios.  
These challenges are further exacerbated when part of a network is damaged or out of service.  
The ability for a network to self-organize to most effectively use available network resources is 
important for maximizing the availability and reliability of critical services, especially during 
special events, such as natural disasters, where increased network traffic may coincide with 
damage to the network.  This includes the ability to integrate deployed nodes and integrate public 
and private networks to provide ad hoc solutions.  


Potential areas for R&D include— 


• Self-organizing network technologies that can utilize fixed and deployable network 
resources across multiple technologies 


• Deployable self-organizing network nodes to extend coverage to areas that have no 
coverage from fixed networks 


• Device technology to operate on multiple systems/bands (e.g., LMR, LTE) that may 
comprise a self-organizing network 


Meshing (ad-hoc device-to-device communication):  One of the primary challenges associated 
with using today’s broadband communications technology for mission-critical communications 
is the lack of device-to-device capability, which is an essential feature provided by LMR.  
Meshing could be used to provide device-to-device capability when there is no infrastructure 
available due to network coverage limitations or damaged infrastructure.   Meshing is also an 
important feature for extending access to fixed network resources into nearby areas that lack 
direct network coverage (e.g., in buildings and tunnels, surrounding areas beyond coverage 
footprint).  However, spectrum availability and increased power consumption may present 
challenges for the implementation of meshing technologies.  Additionally, use of broadband 
frequencies, which are generally higher than Federal LMR frequencies, could limit the range of 
meshing devices, which could impact practical usage, particularly if the technology is intended 
to replicate radio-to-radio LMR communications.   


Potential areas for R&D include— 


• Device-to-device mission critical voice communications capability through meshing  


• Deployable mesh access points 
Adaptability:  The availability of wireless communications services varies greatly across DHS 
operational areas and scenarios.  In major metropolitan areas, many systems and strong signals 
are likely available.  In remote regions and areas with challenging terrain (e.g., mountain ranges), 
often few if any systems are accessible and coverage can be weak and spotty.  Although the 
PSBN, as envisioned, will provide extensive coverage across the country, it will likely be cost 
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prohibitive to cover all potential areas where DHS users may require mission-critical 
communications.  Additionally, major incidents can further reduce system availability as 
network resources can become damaged or saturated with traffic.  In these instances, the use of 
alternative networks (e.g., commercial broadband, LMR) could be used to complement the 
PSBN.  Adaptability of communications networks and devices is important to maximize system 
accessibility and availability within and across networks while optimizing power and battery life 
in all operational environments and scenarios. 


Potential areas for R&D include— 


• Multi-network (e.g., LMR, LTE, Wireless Local Area Network [WLAN]) prioritization 
and switching 


• Session persistence and seamless roaming among disparate networks (e.g., LMR, LTE, 
WLAN, Commercial, Government) 


2. To ensure reliability and availability 
Prioritization and Quality of Service (QoS):  Prioritization of network traffic and assured QoS is 
important to ensure successful delivery of the most critical information even when network 
resources are saturated.  For DHS, mission critical voice communications are generally 
considered to be of the highest priority and require the highest levels of reliability and 
availability.   Streaming video also requires high levels of reliability and availability in certain 
scenarios such as during a high-risk surveillance operation.  Comparatively, many other data 
applications generally do not require this same QoS and therefore can sustain a lower level 
priority on integrated voice, video, and data systems. 


In addition to prioritization of data types, prioritization among user types is also important.  
Currently, when conducting field operations, DHS users generally employ DHS-owned LMR 
repeater systems.  DHS ownership and control of these systems eliminates the need to compete 
with other entities for priority access.  If DHS users were to utilize a shared infrastructure with 
commercial or non-critical users, they would require that the system ensure sufficient access to 
meet mission-critical needs, especially during times of unusual network congestion (e.g., natural 
or man-made disaster, special security event).  Specific protocols and priorities will also need to 
be determined to maximize user QoS when multiple critical users (e.g., DHS, public safety) 
require access during times of high network congestion. 


Potential areas for R&D include— 


• Data prioritization schemas and impact to applications under various scenarios 


• Assessment of how various prioritization techniques, such as ruthless pre-emption and 
head of the queue, affect system availability under various scenarios 


• Assessment of QoS requirements and impacts for various applications (e.g., voice, video, 
text, blue force tracking) 


3. To enable security 
Strong, Dynamic Access Control:  Many DHS operations and communications are highly 
sensitive and require that information and system resources be protected from unauthorized 
access through authentication/verification of users and devices on the network.  However, access 
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rights should also be easily and quickly configurable by authorized personnel to 
provide/withdraw ad hoc access to DHS users and partners and new devices as needed.  Dynamic 
access control should restrict access as needed but not hamper interoperability, and must allow 
for the operation of certain applications independent of the network (e.g., device-to-device 
applications when network connectivity is not available). 


4. To ensure affordability/commercial alignment 
Compatibility with Commercial Infrastructure and Network Sharing:  DHS users operate across 
large geographic areas of responsibility.  Building and maintaining Federally-owned wireless 
communications systems that provide adequate coverage and capability across these areas has 
proven cost prohibitive.  Although the PSBN, as envisioned, will provide extensive coverage 
across the country, it will also likely be cost prohibitive for the PSBN to cover all potential areas 
where DHS users may require mission-critical communications.  Compatibility of Federal and 
non-Federal (e.g., PSBN, commercial) infrastructure would provide significant opportunities for 
cost efficiency through infrastructure sharing and integration.  For example, leveraging non-
Federal infrastructure in well served areas could allow DHS to focus its funding on extending 
coverage and capacity in underserved areas where DHS requires service.  Public safety and 
commercial partners could also potentially leverage this additional coverage and capacity when 
needed.  In addition to expanding coverage and capacity, this compatibility would reduce the 
cost of building in redundancy as the presence of Federal and non-Federal network resources 
could provide required redundant paths and capabilities.  However, it should be noted that before 
the advantages of compatibility with commercial infrastructure can be realized, commercial 
networks must be able to provide the QoS, security, and reliability required for mission-critical 
communications. 


Potential areas for R&D include— 


• Seamless roaming across public safety and commercial networks, including maintaining 
common feature-sets and user experience 


• Administrative and security partitioning over shared networks 
Multi-Modal:  DHS users require several types of mission critical information to support DHS 
field operations.  DHS currently utilizes a variety of systems and devices to provide this mission 
critical information via voice, video, and data communications capabilities.  Convergence of 
these capabilities onto an integrated network could reduce costs through the consolidation of 
infrastructure and services, and reducing the need for multiple user devices.  This convergence 
could also result in more efficient use of spectrum resources.  The challenges to a multi-modal 
network that must be overcome include demonstrating mission critical voice capabilities similar 
to that of LMR and ensuring the reliable prioritization and primacy of voice communications, 
over video and data, necessary to support DHS missions. 


Potential areas for R&D include— 


• Development of LTE mission critical voice capabilities and devices that meet or exceed 
the functionality and performance provided by current LMR technology.   


Scalability:  Given DHS’s responsibility for disaster response, it is imperative to have a network 
that can accommodate a rapid increase in the number of users in a limited geographic area.  For 
example, during and after a natural disaster or other large-scale emergency, DHS users often 
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must communicate amongst an increased number of responders temporarily located at or near the 
disaster/emergency area.    


Power Awareness:  DHS users often operate in the field for an extensive period of time without 
access to power outlets or battery chargers.  While many mobile devices provide a sufficient 
battery life under normal conditions, battery life is significantly reduced with extensive use of 
applications and high-power operation in areas of in poor coverage areas.    Devices must have 
the ability to control power functions to maximize performance and battery life based on network 
coverage, usage, and application requirements. 


Standardized Common Interfaces:  The diversity of DHS missions and the information and 
capabilities required necessitate standardized common interfaces in order to integrate a variety of 
devices, applications, databases, and systems onto a common network.   Additionally, DHS users 
require dynamic access to future broadband networks and applications using their native devices 
to enable rapid establishment and de-establishment of interoperable capabilities as needed 
without the need to distribute additional devices or training when traveling or during an incident.  
Standard interfaces will allow for this dynamic access and for the development and use of 
customized capabilities that can leverage common networks and devices.  Standardized 
interfaces will also allow for competitive provisioning of network resources to ensure the most 
critical capabilities are given the highest levels of service.  Furthermore, employing common 
interfaces should help drive cost-efficiencies and vendor innovation through competition. 


Uniform, Universal Access:  DHS users require uniform access to future broadband networks 
and applications using their native devices to enable rapid establishment and de-establishment of 
interoperable capabilities  as needed without the need to distribute additional devices or training 
when traveling or during an incident.  DHS users also require seamless roaming and session 
persistence when traversing networks and geographies. 


 
The following responses address additional “considerations” provided in the NIST notice: 


5. What is the importance of employing open standards for the nationwide public safety 
network? 


Open standards are imperative to achieving effective interoperability, information sharing, 
roaming across disparate networks, and cost savings through infrastructure integration and 
economies of scale.  They also promote innovation and timely delivery of services to users, 
which may be critical to the prolonged success of the PSBN.   


6. What is the need, if any, for commonality of functions across the system? 
DHS users must often communicate with multiple partner agencies across multiple geographies 
and systems, sometimes with little time for pre-coordination.  Commonality of functions and the 
use of standard technologies and configurations allow users to use their own devices when 
operating in other regions or with other agencies, enabling rapid establishment of seamless 
operability and interoperability, and reducing the need for additional ad-hoc training. 
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7. What is the importance of a multivendor environment for the network and what are the 
lessons learned in deploying a multi-vendor environment from the cellular and other 
industries? 


A competitive multi-vendor environment can help to improve innovation and cost through 
competition. 


8. What can be done to ensure both short- and long-term affordability of the network for 
all types of public safety agencies? 


Building and maintaining large Federally-owned wireless wide area communications systems has 
proven cost prohibitive.  However, by using the same standards, Federal, non-Federal, and 
commercial infrastructure could be integrated, allowing Federal funds to be focused on 
underserved areas while overall coverage, capacity, and capability are enhanced.  Additionally, 
use of commercial or modified commercial devices could reduce equipment costs due to 
increased economies of scale. 


In addition, DHS has invested significant funds in upgrading current wireless communications 
infrastructure and equipment.  Therefore, the ability to reuse some of this infrastructure and 
equipment with new broadband capabilities could result in cost savings.   


Finally, through the adoption of open architecture standards, the PSBN could ensure short- and 
long-term affordability.  Open standards allow multiple vendors to offer product, improving cost 
competition and flexibility in implementing technology refreshes. 


9. What network features or requirements have not been identified above, the lack of 
which may impair the network’s ability to adequately serve the needs of public safety? 


Scalable broadcast and management functions (talk groups):  The ability to transmit and receive 
real-time voice messages and other information to and from discrete secure groups of users is 
required to enable the transition from LMR to broadband. Users require the ability to select the 
groups with which to communicate at any given time, as they would select a talk group or 
channel on an LMR system.  The ability for administrators to dynamically create, configure, 
manage, and close down these user groups on an ad hoc basis is also required.  


End-to-end encryption with over-the-air rekeying: Most DHS communications in the field are 
considered “sensitive but unclassified” and must therefore be protected by 256 bit Advanced 
Encryption Standard (AES) or stronger encryption in accordance with DHS security policy.  
Therefore, the ability to manage end-to-end 256 bit AES or stronger encryption across future 
broadband networks is critical for enabling secure internal and interoperable communications.  
The ability to remotely update and manage encryption keys through mechanisms such as over-
the-air rekeying is also important to ensure the right users can communicate securely when 
needed.  


Device-to-Device communications:  The ability to communicate directly between multiple 
devices independent of network infrastructure is required similar to LMR talk-around capability. 


Backwards compatibility of broadband devices with LMR:  Compatibility between broadband 
and legacy LMR devices and infrastructure is required to maintain operational capability and 
maximize reuse of existing assets while transitioning from LMR to broadband systems. 
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10. How should NIST engage public safety practitioners and technologists as part of the 
planned R&D projects to ensure proper prioritization of efforts and effectiveness of 
developed solutions? 


NIST should continue to work with organizations like the Emergency Communications 
Preparedness Center (ECPC) for coordination with Federal agencies, who may be potential users 
of the PSBN. 


NIST may also want to consider establishing a competitive multi-stage research, development, 
testing and evaluation program.  Organizations like the Department of Defense, the Department 
of Energy, and major corporations use a multi-stage model for the development and procurement 
of products.  Multi-stage contest can spur innovation and competition in the development of next 
generation mobile communications devices.  If NIST chooses to establish this type of 
competition, it should coordination with other Federal agencies through the ECPC to ensure 
Federal requirements are incorporated. 


 












Mr. Orr, 
 
As an introduction, I work for Overwatch and have been tracking the subject RFI.  Overwatch has been 
working closely with the Army on the Connecting Soldiers with Digital Apps initiative that addresses 
many of the capabilities sought in the RFI.  I realize the timing is short but, I wanted to offer you, and 
any of your colleagues the opportunity to see some of these capabilities first hand and operating in 
Washington DC at the Annual Association of the United States Army (AUSA) exposition the 10th through 
the 12th of October.  Most of the technologies we will be demonstrating began in the commercial realm 
and we’ve tailored to meet the Army’s unique needs.  Leveraging the investments and lessons learned 
afforded the Army should enhance the ability to achieve the objectives set forth in the RFI by the 
Department of Commerce.  The below graphic illustrates the capabilities we will be demonstrating at 
AUSA.  I recognize this is very “Army centric” but, many of the capabilities and con-ops are directly 
applicable to the needs of First Responders and Law Enforcement.  To address the unique needs of the 
Public Safety community, we have complimentary solutions that can be demonstrated at other venues 
should you be interested in that. 
 
 
Please let me know if you or any of your colleagues would like to take advantage of this opportunity to 
see what is in the realm of the possible and I will be happy to provide a personal demonstration.   
 
Very best regards, 
 
Evan Corwin, PMP® 
Director - Integrated Handheld Solutions 
 
Overwatch Systems, Ltd. 
An Operating Unit of Textron Systems  
Ph:    512.358.3744 
Cell:  512.484.6896 
ccorwin@overwatch.textron.com 
  
“WARNING: Documents that can be viewed, printed or retrieved from this E-Mail may contain technical data whose export 
is restricted by the Arms Export Control Act (Title 22, U.S.C., Sec 2751, et seq,) or the Export Administration Act of 1979, 
as amended, Title 50, U.S.C., App. 2401 et seq. and which may not be exported, released or disclosed to non-U.S. persons 
(i.e. persons who are not U.S. citizens or lawful permanent residents [“green card” holders]) inside or outside the United 
States, without first obtaining an export license.  Violations of these export laws are subject to severe civil, criminal and 
administrative penalties.” 
 



mailto:ccorwin@overwatch.textron.com�
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Statement 
 
This document presents a series of comments in response to the notice and Request For Information 
(RFI) issued Monday, September 12, 2011 by the National Institute of Standards and Technology 
[Docket No.: 110727437-1433-01] 
 
General Comments 
 


1. There	  is	  a	  significant	  monetary	  cost	  in	  adding	  prioritization	  support	  to	  a	  network.	  	  Existing	  systems	  
such	  as	  Wireless	  Priority	  Service	  (WPS)	  and	  the	  Government	  Emergency	  Telecommunications	  
Service	  (GETS)	  are	  prime	  examples	  of	  the	  cost,	  management,	  and	  form	  of	  prioritization	  service	  
made	  available	  by	  carriers	  on	  their	  existing	  commercial	  infrastructures.	  	  These	  systems	  also	  reflect	  
the	  constraints	  placed	  on	  users	  and	  the	  system	  when	  prioritization	  is	  realized	  as	  a	  network-‐centric	  
architecture.	  	  	  


2. Prioritization	  is	  typically	  realized	  in	  the	  form	  of	  explicit	  signaling	  used	  to	  distinguish	  and	  prioritize	  
one	  form	  of	  communication	  (e.g.,	  voice	  versus	  email)	  and	  a	  particular	  session	  from	  others.	  	  One	  
perspective	  that	  tends	  to	  be	  ignored	  is	  that	  of	  preferential	  treatment	  of	  communication.	  	  As	  an	  
example,	  traffic	  engineering	  that	  can	  segment	  various	  types	  of	  traffic	  can	  provide	  greater	  resiliency	  
and	  QoS	  even	  though	  no	  signaled	  prioritization	  has	  been	  invoked.	  	  	  


3. Dedicated	  government	  infrastructures	  provide	  a	  measure	  of	  managed	  control	  that	  helps	  facilitate	  
the	  incorporation	  of	  new	  features,	  compared	  to	  an	  acquisition	  process	  dependent	  on	  commercial	  
infrastructure	  (i.e.,	  carrier,	  Internet	  Service	  Provider)	  offerings.	  	  However,	  it	  needs	  to	  be	  noted	  that	  
the	  impact	  of	  disasters	  may	  arbitrarily	  damage	  infrastructures.	  	  Hence,	  there	  may	  be	  cases	  where	  
commercial	  infrastructures	  experience	  less	  damage	  and	  faster	  restoration	  than	  government	  owned	  
infrastructures.	  	  


4. While	  a	  need	  for	  interoperability	  is	  identified	  in	  the	  RFI,	  there	  did	  not	  appear	  to	  be	  a	  specific	  need	  
to	  provide	  a	  seamless	  gateway	  service	  between	  legacy	  Land	  Mobile	  Radio	  (LMR)	  systems	  and	  the	  
proposed	  Nationwide	  Public	  Safety	  Broadband	  Network.	  	  This	  issue	  can	  be	  particularly	  acute	  in	  
cases	  where	  existing	  solutions	  used	  to	  gateway	  legacy	  LMR	  systems	  is	  accomplished	  by	  proprietary	  
solutions.	  


5. The	  RFI	  does	  not	  identify	  the	  use	  the	  Internet	  Protocol	  (IP)	  as	  an	  underlying	  foundation,	  in	  terms	  of	  
technology	  or	  standard,	  for	  the	  infrastructure	  used	  to	  realize	  a	  new	  Nationwide	  Public	  Safety	  
Broadband	  Network.	  	  While	  it	  is	  understandable	  for	  the	  government	  to	  minimize	  constraints	  in	  any	  
proposed	  design,	  a	  targeted	  reliance	  on	  IP	  allows	  researchers,	  developers,	  and	  providers	  to	  
propose	  specific	  ideas	  and	  identify	  gaps	  that	  need	  to	  be	  addressed	  in	  supporting	  a	  nationwide	  first	  
responder	  network.	  	  	  


6. Upon	  review	  of	  the	  15	  operational	  requirements,	  one	  significant	  omission	  is	  the	  subject	  of	  
congestion	  management.	  	  


 
Specific Comments and Recommendations 
 


1. Reactions	  to	  Congestion	  for	  Real-‐Time	  Applications.	  	  Recent	  work-‐in-‐progress	  within	  the	  Internet	  
Engineering	  Task	  Force	  (IETF)	  standards	  group	  has	  involved	  adding	  Explicit	  Congestion	  Notification	  
(ECN)	  for	  real-‐time	  applications	  like	  voice	  and	  video.	  	  Since	  this	  effort	  makes	  ECN	  information	  
available	  to	  applications,	  we	  recommend	  leading	  edge	  development	  that	  allows	  various	  reactions	  
(even	  exemption)	  from	  congestion	  notification.	  	  This	  would	  address	  some	  of	  the	  Quality	  of	  Service	  
operational	  requirements	  cited	  in	  the	  RFI.	  	  We	  point	  the	  reader	  to	  the	  following	  link	  for	  further	  
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technical	  documentation	  of	  this	  design:	  ftp://ftp.rfc-‐editor.org/in-‐notes/internet-‐drafts/draft-‐ietf-‐
avtcore-‐ecn-‐for-‐rtp-‐04.txt	  
	  


2. Interoperability	  with	  Legacy	  LMR.	  	  	  	  	  At	  present,	  the	  primary	  means	  of	  providing	  interoperability	  
between	  Project	  25	  (P25)	  LMR	  systems	  is	  through	  a	  proprietary	  interface	  known	  as	  the	  Inter-‐RF	  
Sub-‐System	  Interface	  (ISSI).	  	  While	  the	  ISSI	  standard	  has	  been	  available	  for	  other	  vendors	  to	  build	  
from,	  its	  control	  in	  terms	  of	  modifications	  and	  releases	  are	  under	  the	  management	  of	  a	  single	  
commercial	  enterprise.	  	  We	  recommend	  the	  development	  of	  an	  open	  (intellectual	  property-‐free)	  
design	  to	  accomplish	  the	  goals	  of	  the	  ISSI	  as	  well	  as	  rely	  on	  IP	  as	  an	  underlying	  gateway	  
infrastructure.	  	  This	  effort	  would	  allow	  mechanisms	  like	  IP	  multicast	  to	  map	  seamlessly	  with	  LMR	  
talk	  groups	  in	  such	  a	  way	  as	  to	  optimize	  and	  minimize	  resource	  utilization.	  	  We	  note	  that	  this	  
gateway	  would	  need	  to	  operate	  and	  be	  developed	  to	  support	  several	  different	  deployment	  
scenarios.	  


 
3. Smart	  Edge	  Designs.	  	  The	  success	  of	  the	  Internet	  is	  due	  in	  part	  to	  its	  architectural	  goal	  of	  allowing	  


hosts	  (clients	  and/or	  servers)	  to	  incorporate	  new	  features	  and	  capabilities	  without	  requiring	  
additional	  capabilities	  in	  the	  transit	  network.	  	  The	  World	  Wide	  Web	  is	  the	  best	  example	  of	  this	  
smart-‐edge/dumb-‐core	  architectural	  design.	  


 
Experience	  with	  WPS	  and	  GETS	  have	  shown	  that	  adding	  priority	  or	  preferential	  treatment	  to	  
communications	  is	  facilitated	  by	  additional	  capabilities	  added	  to	  the	  network.	  	  However,	  these	  
systems	  are	  representative	  of	  the	  smart-‐core/dumb-‐edge	  design	  inherent	  in	  legacy	  circuit	  switched	  
architectures	  of	  carriers.	  	  We	  recommend	  a	  hybrid	  architecture	  that	  encourages	  new	  features	  in	  
the	  network	  while	  at	  the	  same	  time	  promoting	  additional	  capabilities	  in	  the	  end	  host	  (e.g.,	  smart-‐
phones).	  	  One	  such	  example	  is	  listed	  in	  item	  (1)	  above.	  	  Another	  example	  could	  be	  manifested	  in	  
Mobile	  Ad-‐Hoc	  Network	  (MANET)	  style	  communications	  between	  “local”	  participants	  in	  cases	  
where	  access	  network	  infrastructures	  have	  been	  destroyed	  by	  natural	  or	  man-‐made	  disasters.	  	  A	  
third	  example	  would	  be	  downloading	  new	  capabilities	  from	  a	  “cloud”	  repository	  as	  the	  need	  or	  
service	  is	  required.	  	  Item	  (4)	  below	  expands	  on	  this	  example	  in	  the	  context	  of	  authentication.	  
	  
We	  also	  recommend	  multi-‐band	  communication	  devices	  that	  can	  seamlessly	  operate	  over	  a	  next	  
generation	  network	  dedicated	  for	  first	  responders	  as	  well	  as	  commercial	  networks.	  	  By	  relying	  on	  
smart	  edge	  devices	  operating	  over	  a	  common	  IP	  substrate,	  first	  responders	  could	  achieve	  a	  number	  
of	  their	  objectives	  without	  being	  constrained	  to	  a	  particular	  provider	  or	  underlying	  infrastructure.	  
	  


4. Mobile	  and	  Temporal	  Authentication.	  	  AUTOVON	  and	  WPS	  are	  classic	  examples	  of	  an	  end-‐node	  
based	  authentication	  system,	  where	  the	  actual	  device	  in	  use	  is	  what	  is	  authenticated.	  	  Users	  that	  
access	  that	  device	  have	  an	  added	  capability	  of	  invoking	  prioritized	  service,	  but	  this	  service	  does	  not	  
“travel”	  with	  the	  user	  to	  other	  devices.	  	  GETS	  is	  an	  example	  of	  a	  mobile	  priority	  service	  in	  that	  the	  
authentication	  is	  achieved	  with	  a	  PIN	  entered	  by	  a	  user	  on	  any	  phone.	  	  We	  recommend	  applying	  
this	  mobile	  authentication	  model	  to	  any	  nationwide	  next	  generation	  system	  established	  for	  first	  
responders.	  	  We	  also	  recommend	  the	  inclusion	  of	  a	  temporal	  characteristic	  to	  the	  authentication	  
so	  that	  it	  can	  expire	  after	  a	  certain	  period	  of	  time.	  	  This	  added	  feature	  addresses	  the	  scenario	  
where	  a	  user	  abandons	  or	  loses	  a	  device	  that	  has	  features	  (e.g.,	  prioritization)	  that	  should	  not	  be	  
available	  to	  other	  non-‐authorized	  users.	  	  Put	  another	  way,	  one	  needs	  to	  add	  assurance	  that	  the	  
service	  always	  travels	  with	  the	  user	  and	  not	  simply	  the	  device.	  
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Before the
Department of Commerce


National Institute of Standards and Technology
Washington, D.C.  20554


In the Matter of                                                                 )
)                        Docket No: 110727437-1433-01


Soliciting Input on Research and Development           )
Priorities for Desirable Feature of a Nationwide         )
Public Safety Broadband Network                                 )


COMMENTS OF SAFETYMESH TECHNOLOGIES, INC.,


A SUBSIDIARY OF COCO COMMUNICATIONS CORP.


INTRODUCTION


SafetyMesh Technologies, Inc. (SafetyMesh) hereby respectfully submits its comments in response to the


National Institute of Standards and Technology (NIST) in the Department of above-referenced matter.


The management of SafetyMesh strongly supports the National Public Safety Broadband (NPSB)


initiative and believes it to represent a major step forward for first responders across our nation.


SafetyMesh was recently formed as a subsidiary of CoCo Communications Corp. (CoCo), which was


formed in 2002, to assist in resolving issues relating to our nation’s public safety communications


infrastructure.    CoCo has developed innovative products and technology solutions in the areas of


wireless mobile networking and public safety interoperability that have been deployed with a variety of


state, local, and federal customers.  CoCo has also deployed radio interoperability solutions in response to


the Department of Homeland Security’s (DHS) Information Technology & Evaluation (ITEP) grant


program1, provided input to the Department of Commerce’s Public Safety Interoperability


1 http://www.dhs.gov/xnews/releases/press_release_0515.shtm,
http://www.cococorp.com/press_DLFSessions.html







Communications (PSIC) grant criteria2, assisted Urban Area Security Initiative (UASI) customers3


including assistance during the Deepwater Horizon disaster response, and has deployed interoperability


solutions to local school districts.  A variety of Department of Defense (DoD) and DHS customers have


used CoCo’s Man-to-Man networking technology to solve in-building, interoperability, and coverage-


related problems.  These systems provide public safety and military personnel with mission critical off-


network communications when their primary infrastructure fails or is congested4.


SafetyMesh welcomes this timely opportunity to provide comments to the Institute with the intent of


improving our nation’s public safety communications infrastructure.  As subject matter experts in the


field of wireless networking for critical voice, we concur with the four cornerstone themes and fifteen


specific requirements laid out by the Justice Community Oriented Policing Services (COPS) office. We


strongly support the need to unify all public safety communication into a single device, and for that


device to support each of the enumerated requirements.


SUMMARY


SafetyMesh supports efforts by NIST to create clarity around how federal grants should be allocated.  We


support the desire of the Federal government to accelerate the development and implementation of a


national broadband network available for organizations directly involved in providing public safety


services.


DISCUSSION


A. Requirement Item Comments


2 Department of Commerce National Telecommunications and Information Administration (NTIA) Public Safety
Interoperability Communications (PSIC) Grant Program, http://ntia.doc.gov/psic/
3 New Orleans Region Urban Area Security Initiative, http://www.neworleansuasi.org/
4 U.S. Coast Guard Boarding Team Communications, U.S. Navy Damage Control Communications System







Item 1: A critical aspect of network availability will be spectrum reuse.  Each cell tower


is able to reuse the spectrum allocated, so if you have 200 towers, you have 10 times the bandwidth


capability of a network of 20 towers.  No local or regional operator can begin to build a network with the


comparable density of a commercial carrier.  It will be faster and more cost effective to invest in only the


incremental costs to add public safety (P/S) Long Term Evolution (LTE) frequencies to a commercial


tower versus zoning, leasing or building a new cell site from scratch.


Item 2: Original Equipment Manufacturers (OEMs) benefit from the proprietary nature


of their command and control software.  Creating a standard methodology for communications between


command and control centers with devices such that any conforming device can communicate with any


confirming command and control center, and deliver all the capabilities first responders need from their


networks, will allow application developers and third party manufacturers to lower the cost and accelerate


the development of new features and capabilities


Item 3: An evaluation of the methods available to carriers which will allow them to


dynamically implement a “priority pre-emption scheme” providing first call on network capacity to first


responders during emergencies will allow them to meet first responder requirements without the need for


an inflexible (with regard to capacity) redundant network. LTE Rev 8 and Rev 10 are supposed to be


addressing this issue.


Item 4: “Talk-Around” is a deliverable capability as part of an LTE network with the


following considerations:


a. The first issue is capacity. The network needs to have sufficient capacity to provide


mission critical voice on top of data requirements.  A commercial network with a high


level of spectrum re-use can achieve that level of utility.


b. A second issue is latency.  Operating systems vary from smartphone to smartphone and


the prioritization given to sound packets may be higher on some phones than others.  To







minimize latency, the operating system needs to provide the application developer an


ability to move time-sensitive voice packets to the top of the queue when that application


is running and preclude other non-core programs from attempting to re-prioritize other


packets.  Lower latency is achieved when a Voice over Internet Protocol (VoIP) packet is


processed before a “navigation image” packet.  The capability within the operating


system, loaded onto a phone, to specify the priority of individual programs would be


helpful in this regard.


c. A third issue is power management.  Talk-Around requires the device to be constantly


monitoring the environment for information coming from other authorized “Talk-


Around” devices.  This monitoring uses up a lot of energy.  Technologies such as


Qualcomm’s Flashlinq™ endeavor to put functionality into “sleep” mode at specific


coordinated times so that battery life is extended.  First responders will want devices that


can last a full shift on one extended battery.


d. A fourth issue is mesh architecture.  Current Push To Talk (PTT) systems in use by


public safety limit a user to communicating with other devices that have adequate signal


strength to directly connect.  A self-organizing and self-healing mesh architecture assures


that anyone in the mesh can communicate with anyone else in the mesh, and has access to


any network connectivity of any device in the mesh even if some devices in the mesh are


individually too far away for that device to communicate directly.  This capability assures


each first responder has access to the same information at the same time and no first


responders are receiving only a subset of the information available at any point in time.


Item 5. A fifth issue is Geographic Coverage. Any NPSB network with limited capital to


invest in coverage will need to allocate capital investments between higher cell site density in urban areas


(better coverage and spectrum reuse) versus lower cell site density to cover rural areas with less frequent


usage. Creating a structure that would allow commercial carriers to manage the spectrum in either rural







or urban environments may allow communities to invest in only the incremental cost of adding radios to


existing commercial sites and therefore optimize the coverage/spectrum re-use per dollar spent.  A clear


legally acceptable methodology for communities to contract with commercial carriers to manage their


public safety spectrum should leverage the amount of utility gained for each invested dollar


Item 6. A sixth issue is Dynamic management and control of the network. A set of


capabilities should be defined addressing what features need to be managed dynamically so that


developers can work to a specification, rather than independently create that list of requirements.  For


example, users would want to have a way to dynamically modify talk-groups with drag and drop


functionality at either the network or local level.


Item 7. A seventh issue is Interoperability. Interoperability should be made available at


both the network and the local “Talk-Around” level. Full interoperability should include the ability for a


device sold for NPSB spectrum use to be able to make a direct dial call to any Public Switched Telephone


Network (PSTN) number and go out over a commercial carrier network (GSM, CDMA, or LTE multi-


mode).  Additionally interoperability should allow first responders or organizations directly supporting


first responders (i.e. public utility workers) to participate in LTE network talk groups with first responders


when desirable. There would be additional value in having NIST support the development of capabilities


that would allow public safety agencies to access and deliver information to commercial networks for the


benefit of first responders using commercial networks (i.e. EMER/Man Down alarm signaling).


Item 9. Non-Proprietary: The use of proprietary technology should be well defined to


explain that operating systems and hardware platforms should be open and potentially attract multiple


application developers.  However it should be recognized that with regard to end-user applications they


often offer capabilities that go beyond the scope of existing standards.  For example the military has


defined a FIPS-140-2 crypto stack certification which may be achieved by two independently created


applications that cannot talk with one another.   Multiple applications may have similar security


capabilities but communication security is, by its nature, not an open book.  And communication security







is critical for first responders who are often dealing with information that must remain inaccessible to


interested outside parties.  At some point communities will want to have the ability to select the best


applications to run on their devices that are available in the market.  Two applications developed by


different companies to achieve the same purpose will likely not be compatible unless a standard is created


that each will adhere to.  The development of standards is a long and time consuming process that is


generally led by large organizations over a period of years.  Allowing end users to have the option of


selecting the best in class applications without a requirement that each be able to operate seamless with


the other (proprietary) will allow for faster development of applications that capture the full potential of


new devices and operating systems.   Excluding the need for end user applications, especially those with


integrated secure communication capabilities from different vendors, to be compatible, will attract a


wider pool of application developers and accelerate the time to market for applications that can enhance


the value of any smartphone device on a public safety network.


B.  Feature Item Comments


Item 1. SafetyMesh is specifically focused upon the resiliency theme in the NIST request for


comments (RFC). Below are its responses to individual features.


Item 2. Self-Organizing: Because first responders deploy in accordance with the


National Incident Management System (NIMS) and issue orders according to the Incident Command


System (NIMS/ICS), it is vital that their communication devices can aggregate and disband with a similar


level of modularity. It is impractical to imagine each fire truck or police squadron halting to reconfigure


their radios each time an incident changes scope. For that reason, SafetyMesh believes that the


requirement for self organization is an issue of highest priority.







SafetyMesh’s parent CoCo has repeatedly demonstrated this capability in mobile mesh and mobile


infrastructure networks while satisfying the concerns of security, availability, and affordability.


Therefore, we believe that this requirement is also feasible currently.


Additionally, it is especially important that local (Talk-Around) functionality be self-organizing so as to


avoid the need for first responders to have properly trained personnel onsite to benefit from the


capabilities of their technology.   All functionality that is managed in the field needs to be intuitive to


manage and minimize the need for specialized training.


Item 3. Meshing: As stated in the 9/11 Commission Report and in Hurricane Katrina


recovery analyses, the ability for public safety devices to operate in austere environments and during


infrastructure failure is mandatory5.  There is little to say except that the technology is proven and


available in current generation smart devices, with amazing breakthroughs already on the way to


commercial availability. The core challenges of meshing in secure, available, affordable, and usable


devices are: power management and spectrum availability.


For LTE equipment, one commercial solution is already in the development stage: Qualcomm’s recently


announced FlashLinq chips offer a meshing mode directly from the infrastructure radio. This implies that


a second radio will not be needed and so the battery life will double with respect to current two-radio


solutions. In addition to this example, the LTE Forum recently announced its intent to include “Talk-


Around” meshing capability in an upcoming standard release.


Between these two options, SafetyMesh believes that a single radio device will be able to support both the


daily infrastructure usage and emergency meshing as well. When combined with the CoCo secure mesh


routing stack, we believe that this requirement can be met. Since it is mandated and feasible, we believe it


should be upheld as a significant hallmark of NPSB devices.


5 www.gpoaccess.gov/911/pdf/fullreport.pdf







This is absolutely essential for first responders.  The current P25 network when used in conventional


simplex radio mode does not have mesh capabilities, so any speaker may or may not be heard by other


first responders onsite.   A mesh architecture assures each speaker that anyone on the mesh can hear each


person on the mesh, even when they can only make a radio connection with one other device on the mesh.


Item 4: Adaptability: The public safety software stack of the future needs to be built from


standard components that permit flexible reconfiguration when a new problem rears its head. This should


be treated as a mandate to use open source software and standard communication protocols when


possible. This model has been adopted by the Department of Defense’s Joint Tactical Radio Systems


program with good result. Vendors are prevented from achieving “lock in” and are instead required to


continually innovate and compete their highly compatible solutions. The competition cycle brings new


performance and capability guarantees with each product release, ensuring an adaptable device ecosystem


rather than stagnant “tide pools” of obsolete vendor deployments.


Item 6. QoS: Quality of service should be defined as Personal Communication Service


(PCS) voice grade duplex communications with a vocorder equivalent in quality to commercial cell


phones.  The local area mesh needs to have the ability to dynamically replace packet loss.


Item 7. Strong Dynamic Access Control: Local users should have the flexibility to add,


remove, or manage outside party participation in talk groups without relying on network support


personnel.  That capability should be intuitive, using well known interface concepts like “drag and drop”.


Item 8. Compatibility with Commercial Infrastructure:  It will be important to provide


the legal authority for a designated party to contract with a commercial carrier in such a way as to allow


that carrier to utilize public safety spectrum on an exclusive or non-exclusive basis.  Commercial carriers


will be reluctant to certify a NPSB phone for use on their network without some economic incentive.


Additionally, they will be reluctant to add a NPSB spectrum capability to their devices without some level







of control as to how that device interoperates with their network.  The ideal scenario is to provide a


chosen carrier with exclusive rights to NPSB or other public safety spectrum in exchange for giving first


responders first priority on channel access.  Then the carrier acquires much needed spectrum to support


their existing customer base.  They can also leverage their existing infrastructure and equipment buying


power to provide public safety agencies with a commercial grade, state of the art network, with significant


spectrum reuse, at a fraction of the cost of building a brand new network.


Item 11. Scalability: Mobile wireless carriers are currently providing voice, data, text and


video services to over 303  million subscribers in the United States6 and the vast majority of that traffic is


carried over 120 MHz of spectrum between 1850 and 1990 GHz7.  The amount of spectrum needed to


support 5-7 million public safety workers is quite small if that spectrum was used as efficiently as our


carriers are achieving today.  The efficiency of the spectrum is a function of bandwidth and reuse.    A


network of 250 cell sites will have 25x the user capacity of a network with 10 cell sites, even though both


networks may have the same amount of spectrum.  This is because a well designed and implemented cell


site sector can reuse the same spectrum as another cell site sector and carry simultaneous conversations on


the same frequency without interference.


First responders want to assure themselves that they will have the capacity they need during


emergencies.  That problem can be handled in two ways.


a. We can create a parallel network to the existing commercial networks and assume we will get


comparable capital efficiencies, however the ability to gain zoning approvals for towers in


most urban areas has been getting harder and harder as the good locations are already leased.


We have been told that some carriers believe it will cost around $50-75 billion dollars to


build a national network with frequency reuse comparable to current commercial networks.


6 http://en.wikipedia.org/wiki/List_of_countries_by_number_of_mobile_phones_in_use
7 http://en.wikipedia.org/wiki/Cellular_frequencies







A network can be built for $10 billion, but we will have a much smaller number of cell sites


than commercial carriers, and that means our frequency reuse will be much less efficient.


b. We can contract with a commercial carrier to add LTE radio frames to existing networks at a


small fraction of the price of a new network. This will eliminate the cost of the physical


structure, tower, zoning, leases, power, backhaul, etc. The marginal cost is a small number of


radios for each existing tower.   Carriers may not bid aggressively on the “D” block because


they perceived cost of building a stand-alone network to be higher than the value of the


unused spectrum by their calculations.  However, if we reduce their cost by allowing them to


leverage their existing networks, then the return on investment becomes much more attractive


for them.  If we look at the value of unused spectrum in a full network deployment it could


justify some significant investment by one or more carriers.  One problem remains to be


solved, however.  The public safety users will want assurances that their spectrum is available


to them on a first priority basis.  That may not be possible with the current version of LTE,


but should be available with the next version of the LTE standard.  At that point you could


conceivably have a public safety agency provide the spectrum in their market to a carrier of


their choice in exchange for a fully functional network with lower capital and maintenance


costs.


If that can be done, the next question is what would be provided.  If a carrier such as Verizon can


support 80 million subscribers with 30 MHz of spectrum8 in the 1.8-2.0 GHz range, then the focus should


be on how to leverage that spectrum with as much value as possible for public safety agencies.


The most scalable network is a commercial network that can provide priority to first responders.


No NPSB network can match the coverage and density of a commercial network at a cost acceptable to


the American public.  Leveraging an already existing network provided by commercial carriers and


8 http://www.fiercewireless.com/story/verizon-adds-1-1m-subs-q2/2009-07-24







allocating available funds to handheld devices and operating costs will maximize the return on the


investment for the public at large.


Item 12. Power Functions: Integrating a power management function like Qualcomm’s


Flashlinq application will dramatically expand the capabilities that application developers can add to a


handheld device.


C. Additional Comments


The NPSB requirement set should focus on defining a platform that leverages the full potential of


application developers, rather than a subset of those potential capabilities in the interest of simplicity or


perceived spectrum capacity. That means the specification must include on-net or off-net IP traffic


providing; voice, video, chat, and the capability of handling all forms of IP data currently known or


unknown without restriction.


Virtually every function available to first responders today can be delivered to a first responder, on a


commercial phone loaded with the right applications.  If you define the requirements such that


applications can run on a device that is capable of delivering a full suite of capabilities (voice, data, text,


and video), then the applications will be ready by the time the phones are ready.


Smartphones are inherently difficult to use for a “gloved” first responder but it is likely that a


specification could be created to transfer “gloved” operations like “EMER-Man Down” and “PTT”


functionality being moved to a peripheral device like a clip on speaker microphone similar to the ones


used on P25 radios.  If specifications were developed such that a device could be plugged into a USB or


microphone port and provide functionality comparable to a P25 radio, then you move closer to the point


where the smartphone could become a replacement to the P25 or UHF/VHF radio.


The last missing piece would be the operations control center functionality, but developers could set up


communications such that the commercial network would deliver IP based inputs into a command center


identical to the current inputs and allow those command centers to continue operating without any







significant changes in their standard operating methodology.  The end result would be an open


architecture that allowed competition to deliver the best designed, most reliable, and most cost effective


solutions to first responders.


Commercial networks can currently meet 68% of the 31 requirements and features outlined in the request


for comments.  SafetyMesh has application software available today that can bring that up to 100% of the


requirements and features if commercial carriers were allowed to comingle commercial and public safety


user support on public safety spectrum.


By expanding the requirements associated with a NPSB network to include mission critical voice, you


align the capabilities of the spectrum with the specification so that the public safety industry is not


working with a specification that is a subset of the capabilities of LTE.  In addition, you are going beyond


the LTE protocol by adding “Talk-Around” capabilities which are a function of the software defined


capabilities of the phone itself, rather than the network supporting that phone.  Talk-Around can be very


easily achieved using Wi-Fi spectrum which is already in place in many locations, but can also be


integrated into the phone so that no external routers are even necessary.


By providing a well-defined platform for application developers that can operate on a standards-based


network run by an experienced carrier selected by a competitive bidding process, you have delivered a


system that can be reliable, cost effective, and flexible enough to keep up with advances in commercial


network devices and capabilities.


Power management will be a challenge for the market and grants which support the development of


improved power management (i.e. FlashLinq) and will allow additional functionality and capabilities to


be integrated into devices.  The major challenge preventing phones from including router capability as a


software defined function is power management.


Developing a specification for public safety peripherals will also shorten development times and reduce


risk for investors.  A number of devices can be developed to change conventional smartphones into public







safety devices, but no standardized specs exist for that now.  Funding to develop industry accepted specs


for PTT devices, remote cameras in infrared/visual spectrum, “EMER” button functionality, etc. will


accelerate the market for those products to be made available to first responders by the time the network


is ready to support those devices.


CONCLUSION


Our local and regional government agencies are struggling with a governance model that can take many


years to make a decision, and these decisions often have to balance different perspectives, needs, and


capabilities.  Commercial carriers are not constrained by the same process and are economically


incentivized to adopt new technology quickly.  As a result, if first responders want to maintain


equivalence to commercial network reliability, coverage, bandwidth, and features, they need to embrace


commercial carriers as the logical partner to manage their spectrum. A collection of public organizations


with different interests and capital resources simply cannot move as fast as a commercial carrier. It is


impossible to know today all of the things that can be done on devices in five or ten years. As a result a


flexible definition of NPSB requirements that allows application developers to create products that can


work on any commercial or government network, and make them available to first responders, will


optimize our investment for the benefit of first responders.  Such a definition should not limit the NPSB


to data applications, or specify how the network should be managed. Instead it should encourage


application developers to work on a broad palate of capabilities equivalent to what commercial networks


can provide (including Voice over LTE) and provide a mechanism for communities to contract with


approved commercial carriers who have agreed to allow roaming between markets for NPSB first


responders regardless of their chosen carrier.


Respectfully Submitted,


SAFETYMESH TECHNOLOGIES, INC.
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I .  INTRODUCTION 


Shared Spectrum Company (“SSC”) respectfully submits these comments in response to the 


Notice and Request for Comment1 published by the National Institute of Standards and Technology 


(“NIST”), which seeks input on various possible  features of a new nationwide interoperable public safety 


broadband  wireless network for purposes of determining research and  development priorities that will 


help drive innovation of next-generation network technologies.  SSC applauds the Administration’s 


efforts to help drive wireless innovation through research, experimentation,  testbeds, and applied 


development through the proposed Wireless Innovation (“WIN”) Fund and the Public Safety Innovation 


Fund (“PSIF”).  These initiatives, if adequately funded, will spur the continued development of cutting-


edge wireless technologies.  SSC looks forward to working with NIST and other public safety 


stakeholders to drive technological progress by demonstrating the near-term capabilities of SSC’s 


dynamic spectrum access (“DSA”) solutions that meet many of the key requirements outlined in the RfC. 


SSC is a small, entrepreneurial business that, since 2000, has been inventing and implementing a 


                                                        


1 “Soliciting Input on Research and Development Priorities for Desirable Features of a Nationwide Public Safety 
Broadband Network , Notice and Request for Comment, Docket No. 110727437-1433-01, 76 Fed. Reg. 56165 (Sept. 
12, 2011) (“RfC”). 
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broad range of innovative DSA capabilities that enable wireless devices to access or share multiple 


frequency bands for all types of applications, including those that are critical to first responders.  The 


company developed DSA over the past 11 years on several military projects, building prototype devices, 


developing software and conducting field tests.  As the Federal Communications Commission (“FCC”) 


recently recognized, SSC performed successful tests in 2006 at Fort A.P. Hill, Virginia, demonstrating 


core spectrum access and efficiency objectives of the Defense Advanced Research Projects Agency 


(“DARPA”) NeXt Generation (“XG” ) Communications program.2  These objectives included the ability 


to access ten times more spectrum capacity with near-zero setup time; the simplification of spectrum 


planning, management and coordination; and the automatic resolution of conflicts in operational spectrum 


usage.   Some of SSC’s follow-on DSA projects since the “XG program ended successfully a few years 


ago” are referenced below. One of these projects, which is summarized below, was supported in part by 


the National Institute of Justice (“NIJ”)3 and involved the successful development and demonstration of 


an end-to-end, Cognitive Radio Access Management (“CRAM”) subsystem that could securely control 


DSA-enabled public safety devices. SSC has published several papers on DSA, some of which are 


referenced herein.4 


In these comments, SSC recommends that NIST dedicate a significant portion of its anticipated 


research and development (“R&D”) funds for demonstration projects aimed at fulfilling important goals 


of the WIN Fund and the PSIF by focusing on key features that achieve first responders’ most crucial 
                                                        


 2 FCC, “Promoting More Efficient Use of Spectrum Through Dynamic Spectrum Use Technologies,” Notice of 
Inquiry, ET Docket No. 10-237, 25 FCC Rcd 13711 at ¶ 10 (Nov. 30, 2010) (“DSA NOI”).  See also,  M. McHenry, 
E. Livsics, T. Nguyen, N. Majumdar, “XG Dynamic Spectrum Access Field Test Results,” IEEE Communications 
Magazine, Vol. 45, no. 6, pp. 51-57 (June 2007), available at http://www.sharedspectrum.com/wp-
content/uploads/2007-02_SSC_Description_Demonstrations_Ft_AP_Hill.pdf. 
 
3 Office of Justice Programs, U.S. Department of Justice,  Award No. 2007-DE-BX-K008.  The views, opinions, 
and/or findings contained in these comments and the papers referenced herein are those of the authors and should 
not be interpreted as representing the official policies, either expressed or implied, of the Defense Advanced 
Research Projects Agency or the United States Department of Defense or the Department of Justice. 
4 SSC’s published papers are available at http://www.sharedspectrum.com/papers/.  
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requirements while, at the same time, ensuring efficient and more dynamic use of limited radiofrequency 


(“RF”) spectrum resources.  The next section provides additional background on SSC’s state-of-the-art 


DSA technology.  We then highlight some important overarching policy objectives that will guide wise 


investment of grant funds and we provide responses to certain key questions in the RfC surrounding the 


promising potential of DSA-enabled public safety radios to ensure resiliency, availability and reliability, 


security, and affordability/commercial alignment. 


 
II.  BACKGROUND ON SSC’S DSA TECHNOLOGY 


The concepts and terminology surrounding “dynamic spectrum access”, “cognitive radio,” 


“opportunistic radio”, “policy radios” and similar references have distinct and sometimes varying 


meanings in industry standards and other venues.  These terms can often be used interchangeably and 


basically describe radios and radio networks that can react and self-adjust to local changes in spectrum 


use or environmental conditions, to obtain access to spectrum without causing harmful interference to 


other users.5  The radios and software developed by SSC were originally designed and tested for the 


military and, therefore, by definition are resilient and reliable. 


Fundamentally, a DSA-enabled cognitive radio (“CR”) device dynamically adapts to its RF 


environment to maintain reliable communications with other DSA-enabled devices across a wide swath of 


shared and exclusive bands, and it does so without causing harmful interference to protected “non-


cooperative” or legacy systems in shared bands and without being hindered by jammers and rogue 


emitters in exclusive bands. Furthermore, a DSA-enabled device operates only in accordance with 


prescribed “policy” constraints, which may vary depending upon the devices’ geographic locations, 


authorized and available frequency bands, times of day, other spectrum activity, deployment scenarios 


and user roles, spectrum leasing costs, and a wide range of anticipated or unanticipated factors.  


                                                        


5 See DSA NOI, n. 2 supra . at ¶ 6. 
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Therefore, they are capable of safely and reliably operating over many broadband frequencies by rapidly 


detecting protected non-cooperative emitters and adjusting their operating frequencies and other 


transmission parameters in real time. 


SSC’s DSA technology is centered around software tools that enable the automated and secure 


reconfiguration of each radio device’s transmission and reception parameters.  These include state of the 


art methods and techniques to detect and classify available unused spectrum.  However, modern radio 


hardware and software development encompasses very difficult and expensive system engineering tasks 


that are themselves implementing amazing innovations at a rapid pace.  For example, while there are 


many user and system-level requirements to satisfy, it is difficult to reliably analyze or simulate the 


performance of a wide range of radio platforms and air interfaces. Additionally, there is a need to 


continually evolve and upgrade radios to meet new requirements while minimizing total lifecycle costs. 


At the same time, the uncertainty and complexity of the RF environment is increasing, especially as a 


result of the wide variety of emitters and emissions from any number of new and legacy wireless systems, 


most of which cannot be found in any database.  Moreover, elevated levels of man-made noise (including 


impulse noise and spurs) from everyday “unintentional” emitters such as car engines, power lines, 


computers and power supplies impact not only localized radio performance, but the ability of DSA-


enabled devices to accurately sense signals from protected intentional emitters. 


SSC’s policy-based, modular software approach to DSA enables wireless systems to accurately 


sense their RF environment and deliver robust, uninterrupted connectivity across multiple and diverse 


spectrum bands.  As mentioned above, SSC’s technology was initially developed and demonstrated for 


the DARPA XG program.  Several military radio platforms are currently being extended to integrate the 


technology and SSC continues to improve the spectrum sensing capabilities of DSA-enabled radios to 
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overcome “hidden node” and man-made noise issues.6 SSC’s DSA technology and software enables users 


of virtually any radio device to deploy cognitive radio techniques and thereby dramatically improve 


spectrum efficiency, communications reliability, and deployment time.     


Based on the success of the XG program, the objective of SSC’s follow-on work has been to 


develop a common DSA architecture and design so that the software could be integrated with the vastly 


different hardware platforms and protocols used to operate the various networks, including emerging 


public safety and commercial software defined radios (“SDR”)  and networks.  SSC has achieved this 


objective for several military customers by developing, testing and deploying a modular software 


application that resembles commercial solutions.  This approach precludes many problems by abstracting 


reconfigurable radio components into a set of device classes and includes an open application 


programming interface (“API”) for interacting between the device classes and the DSA modules.  In 


addition, an open management interface allows for consistent spectrum management across all platforms.  


As a result, SSC’s DSA technology supports a scalable proliferation of DSA-enabled wireless devices, 


enables future enhancements and upgrades across platforms and provides compatible spectrum 


management capabilities for a wide range of military, civil and commercial applications – from tactical 


radios to public safety cognitive radios to femtocells and TV Band Devices. 


SSC’s DSA software development and integration experience and results to date show that this 


approach performs well across heterogeneous military radio platforms with varied hardware and software 


features. The resulting improvements in radio performance and spectrum efficiency from this software 


                                                        


6 These integration efforts have included the Wireless Network after Next (“WNaN”) radio platform, the Enhanced 
Position Location and Reporting System -- eXtended Frequency (“EPLRS-XF”) radios,  the Mobile Ad hoc 
Interoperability Network GATEway (“MAINGATE”) platform and several radios developed for the Joint Tactical 
Radio System (“JTRS”).  See F. Perich, E. Morgan, O. Ritterbush, M. McHenry, and S. D’Itri, “Efficient Dynamic 
Spectrum Access Implementation,” IEEE Military Communications Conference (MILCOM 2010), pp.1887-1892 
(Oct. 2010), available at http://www.sharedspectrum.com/wp-content/uploads/Perich-et-al-on-Efficient-DSA-
Implementation-MILCOM-2010.pdf.  Additional information on our other government projects involving improved 
detection and classification techniques, spectrum management and planning, and communications in extreme 
environments is available to NIST staff upon request, subject to applicable security and disclosure restrictions. 
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extension is achieved through adaptively collecting, analyzing, and responding to the radio’s spectral 


environment at runtime. In the Appendix, we describe how the technology is designed and provide more 


details of some of the lessons learned from the challenges with network and waveform integration. 


III.  DISCUSSION 


A. IMPORTANT OVERARCHING POLICY OBJECTIVES 


SSC recommends that NIST dedicate a significant portion of its anticipated R&D funds for 


demonstration projects that address first responders’ most crucial requirements while, at the same time, 


ensuring efficient and more dynamic use of limited spectrum resources.  While including DSA and 


spectrum sharing demonstration projects in this portfolio would be expected in light of Administration 


and Congressional policy directives, they will also show how public safety’s needs can be served beyond 


what can be provided by the current generation of broadband technology.  Specifically, the ultimate goal 


of Section 3 of President Obama’s June 2010 spectrum memorandum is to “facilitate research, 


development, experimentation, and testing by researchers to explore innovative spectrum-sharing 


technologies, including those that are secure and resilient.”7  That provision directed the Secretary of 


Commerce to consult with NIST on this spectrum-sharing research plan, which can be implemented 


immediately for public safety broadband applications as a result of previous investments by NIJ and the 


Department of Defense (“DoD”). 


Moreover, while Congress will ultimately guide the broad parameters of NIST’s public safety 


R&D program, NIST should be commended for anticipating these (apparently based on pending 


                                                        


7 See Memorandum for the Heads of Executive Departments and Agencies, “Unleashing the Wireless Broadband 
Revolution,” released June 28, 2010, 75 Fed. Reg. 38387, 38388 Sec. 3 (July 1, 2010), available at 
http://www.whitehouse.gov/the-press-office/presidential-memorandum-unleashing-wireless-broadband-revolution.  
As the President stated last summer, “[w]e can . . . unlock the value of otherwise underutilized spectrum and open 
new avenues for spectrum users to derive value through the development of advanced, situation-aware spectrum-
sharing technologies” and “wring abundance from scarcity by finding ways to use spectrum more efficiently.” Id. 
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legislation) by identifying the “core components” of the program, including the establishment of “a 


roadmap that seeks to capture and address public safety’s needs beyond what can be provided by the 


current generation of broadband technology and driving technological progress in that direction.”8  It is 


also apparent that Congress and the Administration will continue to scrutinize how scarce R&D funds are 


expended and how public safety spectrum can be used more efficiently. 


In light of the fiscal crisis facing Congress and the Administration – and the spectrum crisis 


anticipated by commercial, public safety and Federal users all needing more bandwidth – a wise 


investment of grant funds should include near-term projects that will facilitate commercialization of 


DSA-enabled systems for the National Public Safety Broadband Network.  As noted in the RfC, the 


Administration originally proposed a $3 billion WIN Fund to help drive innovation through research, 


experimentation,  testbeds, and applied development. Of the $3 billion in this proposal, $500 million 


would be devoted to public safety R&D.9  In the Public Safety Spectrum and Wireless Innovation Act, the 


Senate Commerce Committee’s bill would also authorize $100 million per year for each of fiscal years 


2012 through 2016 ($500 million total) for NIST public safety R&D.10 The American Jobs Act of 2011 


would create a $300 million fund for NIST to carry out the research program established under section 


296 of the bill, subject to approval of NIST’s spend plan by the Office of Management and Budget 


                                                        


8 RfC at 56165. 
9 See Office and Management and Budget, “The Budget for Fiscal Year 2012,” Appendix – Other Independent 
Agencies at 1231, available at http://www.whitehouse.gov/sites/default/files/omb/budget/fy2012/assets/oia.pdf.   In 
addition, $1 billion would go to the National Science Foundation (“NSF”), $500 million would be for DARPA, $500 
million would be appropriated for the spectrum relocation fund and another $500 million would be spread among 
various agencies including the Departments of Energy, Education, Transportation and Commerce.  Id.  
10 See S.911, “Public Safety Spectrum and Wireless Innovation Act,” 112th Cong., 1st Sess., §§ 223-225, 401(b)(5) 
(June 1, 2011) (amendment in the nature of a substitute by Sens. Rockefeller and Hutchison); see also H.R. 2482, 
“Public Safety Spectrum and Wireless Innovation Act,” 112th Cong., 1st Sess., §§ 223-224, 304, 401(b)(5) (July 11, 
2011) (as introduced in the U.S. House of Representatives), available at http://thomas.loc.gov/cgi-
bin/bdquery/z?d112:h.r.2482:#.  S.911 would also authorize a total of $650 million and $350 million for NSF and 
DARPA, respectively, for fiscal years 2012 through 2016. See S.911 at §401(b)(6).  On the other hand, H.R. 2482, 
would authorize $350 million only for DARPA, without any provision for NSF funding.  H.R. 2482 at §401(b)(6).  
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(“OMB”).11 


In addition, most of the spectrum bills being considered by Congress this year contain a provision 


requiring regular reports from the FCC, in consultation with the National Telecommunications and 


Information Administration (“NTIA”) and NIST, on the use and efficiency of spectrum allocated for 


public safety use.12  These studies must also consider the feasibility of public safety entities relocating 


from other bands to the 700 MHz public safety broadband spectrum so that any spectrum made available 


could be reassigned through auctions.  Accordingly, in light of the risks facing public safety agencies of 


potentially losing access to currently dedicated spectrum bands, DSA technology demonstrations would 


show how resiliency, reliability and availability across multiple bands can be ensured during an 


emergency.  Next, we address how DSA can meet these and other first responder requirements in the near 


term in response to the RfC’s key questions. 


B. RESPONSES TO KEY QUESTIONS/ISSUES 


The RfC lists several possible technical features and requirements of the nationwide public safety 


broadband network and seeks comment on the extent to which these can be satisfied through existing 


commercially available technology or though technology that could become available in the relative 


short-term, assuming appropriate research and development.13 It then seeks input on a number of 


questions and issues concerning, among other things: the importance of each feature; existing gaps that 


are preventing the realization each feature and what R&D efforts could close such gaps.  While SSC 


                                                        


11 See S. 1660, “American Jobs Act of 2011,” 112th Cong., 1st Sess. §§ 296, 297(b)(5) (Oct. 5, 2011) (as placed on 
calendar in Senate), available at http://thomas.loc.gov/cgi-bin/query/z?c112:S.1660.PCS:/; see also, H.R.  12, 
American Jobs Act of 2011, §§ 296, 297(b)(5) (Sept. 21, 2011) (as introduced in the House of Representatives), 
available at http://thomas.loc.gov/cgi-bin/query/z?c112:H.R.12.IH:/). There is no funding for NSF and DARPA in 
the American Jobs Act.  Section 296 appears to be identical to Section 223 of S.911 and H.R. 2482. 
12 See, e.g., S. 1660 and H.R. 12 at § 298, S. 911 and  H.R. 2482 at § 304. 
13 See RfC at 56166. 
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addresses some of these questions/issues in the context of our DSA technology solutions for public safety, 


we note that the comments of the Wireless Innovation Forum in response to the RfC provide a 


comprehensive response based on the results of projects it has undertaken to determine how advanced 


wireless technology such as software defined radio, reconfigurable radios, and cognitive radios could 


enhance public safety communications.  SSC is a member of the Forum and endorses its comments filed 


in this proceeding. 


Resiliency in an Emergency 


Multi-band, reconfigurable cognitive radios offer key solutions to ensure resiliency in an 


emergency.  Major incidents and disasters are often beyond the scope of planning, involve teams of 


responders from different organizations and jurisdictions, and may likely occur where there is minimal or 


no communications infrastructure. Disparate agencies are equipped with radio devices that are configured 


to their current operational specifications or some minimal pre-planning, but are likely incompatible to 


the particular incident area’s needs. The challenges are to quickly set up and efficiently maintain a 


network spanning the entire incident and integrate heterogeneous devices to establish an effective incident 


command system that is not distracted by spectrum availability or reliability issues. 


As described in the RfC, self-organizing networks can dynamically manage their own 


configuration by automatically making changes to ensure messages reach their destinations.  The 


adaptability and flexibility of DSA-enabled cognitive radio network architectures provide a network 


design framework where many different kinds of networks and devices can adapt to real-time conditions 


encountered in specific places on the network or at the scene of an emergency incident.   Under this 


framework, the network nodes are smart enough to allocate resources dynamically when needed, in real 


time, but not all the time in every place.  This framework includes features such as ad hoc and mesh 


networking configurations, DSA functionality across multiple frequency bands, nodes that sense the RF 


environment and change their operating policies based on real time conditions, and the ability for network 
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managers to send policy updates to specific portions of the network and network nodes. 


The most important aspect of this resiliency, is the trust and control that first responders and 


incident commanders have in self-organizing networks of adaptable devices.  Remote, over-the-air 


configuration or reprogramming of conventional Public Safety radios or even newer software defined 


radios does not necessarily allow the appropriate and necessary control over the devices. This is because, 


despite the best incident command structure and leadership, multiple stakeholders at various levels may 


have different, sometimes conflicting requirements and objectives. Once those requirements are manually 


converted into configuration values, the values cannot be translated back into the original requirements 


very easily. Therefore, the configuration loses transparency and flexibility. Remote configuration can be 


only done by a single party otherwise multiple parties may overwrite settings required by other 


stakeholders. 


By introducing DSA-enabled CR wireless devices, the planning period in anticipation of major 


emergency incidents and disasters can be shortened or eliminated. DSA-enabled CR devices 


automatically find available frequencies and then quickly establish and maintain a network. There also 


must be assurance that these CR devices are using only authorized frequency bands or otherwise 


operating in a manner required by the incident command structure and applicable regulations.  A policy-


based approach of controlling radios overcomes these limitations. Such an approach defines the spectrum 


access, environmental sensing and other operational behaviors of wireless systems in a high-level 


machine language. The specifications and functionalities are transparent to all stakeholders. Multiple 


sources can define multiple restrictions and permissions, which are combined together and enforced by 


each device locally at runtime. High-level policies are also defined independently of hardware or software 


characteristics and are, thus, applicable to heterogeneous systems. 


In a project that was supported in part by NIJ, SSC developed and demonstrated an end-to-end, 


Cognitive Radio Access Management (“CRAM”) subsystem that securely controls DSA-enabled public 
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safety devices.14 The primary objective of this research was to gather information on how trust can best be 


established in DSA-enabled CR devices and networks.  SSC has done this by not only showing the 


benefits of DSA technology, but by developing command, control and communications requirements for 


the design and operation of a policy-based control system for varied communications needs and 


applications, with a focus on incident area broadband use cases.  However, additional work is necessary 


to demonstrate in field tests how DSA-enabled broadband CR systems can be tailored, safely managed 


and effectively controlled in real-world situations. 


While each of the tools developed for or used in the CRAM subsystem are being used and 


tested by SSC on a variety of CR devices, the subsystem and devices should be tested in progressively 


advanced live field demonstrations.  Existing multi-band radio platforms can be leveraged for an incident 


area network (“IAN”) test and evaluation of broadband applications.  Such demonstrations can show CR 


device interference avoidance and coexistence with legacy systems while ensuring link range and quality 


of service under a number of compelling use cases. Resiliency to out-of-band interference and denial of 


service attacks (intentional jamming) should also be shown in such demonstrations.  For example, in the 


event of harmful interference, the demonstrations could show how DSA systems can quickly determine 


what the issue is and swiftly modify and distribute the spectrum access rules to eliminate the problem. 


Reliability, Availability and Security 


DSA-enabled cognitive radio networks and policy-based control systems enable prioritization, 


quality of service controls and secure access through role-based approaches and tools.  High-level 


functionalities and features of the CRAM subsystem consoles and their respective software tools and 


                                                        


14 See R. Foster, P. Tenhula, M. McHenry, and F. Perich, “Cognitive Radio Access for Public Safety,” SDR ‘09 
Technical Conference (Dec.  2009), available at http://groups.winnforum.org/d/do/2445; See also, Shared Spectrum 
Company, “An End-to-End, Multi-Band Cognitive Radio System for Public Safety Communications,” Draft Final 
Technical Report, Version 1.0, NIJ Grant No. 2007-DE-BX-K008 (December 2009) (available upon request). 
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modules are described in SSC’s final report to NIJ and summarized in a paper cited above.15  To limit 


unauthorized access and minimize potential conflicts among stakeholder roles, the subsystem is separated 


into three main consoles: Authoring, Administration and User consoles. The User console has some or all 


of the features as the Administration console and would be used by the Communications Unit Leader 


(“COML”) during an incident.  The CRAM Policy Authoring Tool allows regulators, frequency 


coordinators and spectrum/network managers to write spectrum access policies, validate them, and push 


them to secure data repositories. Administration and User consoles enable local spectrum/network 


managers and Incident Commanders (through the COML) to effectively manage policies and CR devices. 


The Validation Simulator modules enable policy authors and administrators to visualize and validate the 


correctness of policies with their intended effect and to debug faulty policies. The subsystem uses a 


standard form of public-key cryptography to ensure secure policy dissemination. 


Again, these tools require and are ready for field demonstrations which will yield additional 


insights into stakeholder requirements and issues surrounding reliability, availability and security.  With 


further development and demonstrations, public safety practitioners and other stakeholders will be more 


confident that a public safety broadband CR system utilizing DSA technology can safely, efficiently and 


effectively share spectrum resources for a range of applications. SSC’s spectrum occupancy 


measurements conducted during the NIJ project show that there are plenty of spectrum holes in the lower 


UHF spectrum bands with a minimum 2 MHz contiguous bandwidth, which can be used when the 700 


MHz capacity is constrained or infrastructure is unavailable. 


Affordability/Commercial Alignment 


DSA software technology is compatible with commercial infrastructure and devices enabling the 


use of commercial services as well as network and spectrum sharing for any applications that the devices 
                                                        


15See n. 14, supra.  
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and networks allow.  SSC is currently working on a project for DARPA that will build on commercial 


standards and practices with military-specific modifications in order to produce secure, affordable, and 


rapidly deployable solutions for warfighters.16  The program will leverage existing commercial handheld 


devices for initial development efforts and subsequent evaluations. The end goal will result in the 


handheld devices and applications being broadly available to the lowest military echelons, a user base 


comprising of hundreds of thousands of individuals. 


For this project, SSC is implementing DSA in cellular mobile base stations.  The goal is to 


demonstrate improvements to cellular communication for military users by indentifying and adapting to 


interference that causes dropouts that reduce scalability and resilience.  SSC is integrating DSA software 


onto commercial base stations to give them sensing and adaptive capabilities.  Field demonstrations are 


planned for 2012.  Similar efforts could be tested for public safety scenarios under DARPA, NIJ or NIST 


programs.17 


IV.  CONCLUSION  


As recognized in the FCC’s National Broadband Plan and by several commenters in the FCC’s 


DSA NOI proceeding, additional funding is required for wireless testbeds and demonstrations for DSA 


technology.18  From SSC’s perspective, such demonstrations are a near-term possibility.  We therefore 


                                                        


16 See DARPA, “Transformative Apps,” BAA 10-41 (March 2010), available at 
https://www.fbo.gov/spg/ODA/DARPA/CMO/DARPA-BAA-10-41/listing.html.  
17 The American Jobs Act, referenced supra. n. 11, contains a provision in Section 296(c) that would grant NIST 
“transfer authority” if another Federal agency is better suited to carry out and oversee any R&D activity to be carried 
out in accordance with the requirements of this section. 
18 See Federal Communications Commission, Connecting America: The National Broadband Plan, at 
Recommendation 7.6 (Mar. 16, 2010) (“National Broadband Plan”) (“Wireless test beds can permit empirical 
assessment of radio systems and the complex interactions of spectrum users, which are nearly impossible to assess 
through simulation or analytical methods. As a result, they can reveal a great deal about how sharing can best be 
facilitated, how spectrum rights might be established, and the impact of dynamic spectrum access radios on existing 
and future communications services.”)  See also Motorola Solutions Comments in ET Docket No. 10-237 at 24 
(Feb. 28, 2011); Wireless Innovation Forum Comments in ET Docket No. 10-237 at 17 (Feb. 28, 2011). 
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urge NIST to dedicate a significant portion of its anticipated R&D funds for demonstration projects aimed 


at ensuring efficient and more dynamic use of limited public safety spectrum resources. 


 It is also crucial that NIST remain aware of and support DoD and other cognitive radio and DSA 


development activities.  As a recent report of the Wireless Innovation Forum concluded, “CR has 


emerged as one of the principle technologies researched for wireless networks across all user domains, 


with real empirical work now being published.  [CR and DSA have] transitioned from a laboratory 


curiosity to a practical, beneficial, deployable technology as part of a larger trend to incorporating 


artificial intelligence into information processing systems and will continue to evolve in surprising 


ways.”19   


 


Respectfully submitted, 


 


 Peter A. Tenhula  
 Vice President, General Counsel 
  
 
 Mark A. McHenry, Ph.D 
 President, Chief Technology Officer  
  
 
 
October 12, 2011


                                                        


19 Wireless Innovation Forum, “Quantifying the Benefits of Cognitive Radio,” WINNF-09-P-0012 at pp. 112-113 
(Dec. 2, 2010), available at http://groups.winnforum.org/d/do/3839.  
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APPENDIX: SSC’s DSA Modules and Interfaces 


In the context of military and commercial radio communication applications and platforms, 


modular hardware architectures have evolved as an excellent way to support radio development.1  A good 


design for a specific application may be significantly different than the design for another application. 


Therefore, there is no single frequency range, medium-access-control (“MAC”) design, transmit power 


level, or other physical (“PHY”) layer requirement for emerging military radios.  This observation also 


applies, if not more so, with regard to the wide array of wireless devices, applications and services across 


thousands of megahertz of spectrum governed by many different rules and regulations adopted over a 


long period of time.  At the same time, most modern radio devices are actually used for the same simple 


goal: to provide an un-tethered means to exchange information/data with other devices.  From an end-user 


perspective, especially a first responder, the device’s basic operations appear to be the same and are just 


expected to work.   


The core challenge for innovators that arises from this combination of complex system designs 


and simple user expectations is that cognitive radio devices must be able to rapidly reconfigure 


themselves at the PHY layer and throughout the protocol stack2 to satisfy future spectrum bandwidth 


needs, application diversity and interoperability requirements.3 Additional challenges involve the need to 


internally process the information and decisions that lead to a reconfiguration event based on inputs from 


spectrum access control policies, the sensed RF environment and coordinated messages exchanged with 


DSA-enabled neighbors. Because the processing capability of onboard computing resources varies widely 


while performance expectations do not, creative solutions are required to satisfy the heterogeneity of 


devices, applications and systems. 


                                                        


1 See, e.g., J. Neel and J.H. Reed, “Case Studies in Software Radio Design,” in Software Radio, Ch. 9 (J.H. Reed, 
ed.), Prentice Hall PTR (2002); Modifications of Parts 2 and 15 of the Commission’s Rules for Unlicensed Devices 
and Equipment Approval, Second Report and Order in ET Docket No. 03-201, FCC 07-56 (Apr. 23, 2007) 
(establishing rules under Part 15for approval of modular transmitters).  
2 For example, depending on the application and environment, parameters may need to be reconfigured as fast as 
once per frame in a time division multiplexing (TDM) context or once per packet in other MAC implementations. 
3 See, e.g., Service Rules for the 698-746, 747-762 and 777-792 Bands; Implementing a Nationwide, Broadband, 
Interoperable Public Safety Network in the 700 MHz Band, WT Docket No. 06-150, PS Docket No. 06-229, Third 
Report and Order and Fourth Further Notice of Proposed Rulemaking, FCC 11-6 at ¶ 16 (Jan. 26, 2011); see also, 
W. Lane, “Cognitive Radio Potential for Public Safety”, FCC Public Safety and Homeland Security Bureau Tech 
Topic No. 9, available at www.fcc.gov/pshs/techtopics/techtopic9.html.  
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Based on its several years of experience and lessons learned, SSC’s DSA software solutions have 


evolved (and continue to evolve based on our customers’ needs) into a set of modular components and 


APIs.  SSC’s DSA system architecture consists of the DSA engine, a policy module, an environmental 


sensing subsystem, and a communications subsystem (i.e., the radio transceiver).  The DSA engine is the 


heart of SSC’s system and is made up of three principal subcomponents: spectrum manager; rendezvous-


related functions; and the high-level scheduler.  On each DSA-enabled device, the scheduler manages the 


operation of the detectors, the spectrum manager maintains a list of candidate channels, and the 


rendezvous process uses channels ranked by the spectrum manager (in the channel manager) for network 


discovery and frequency negotiation with other DSA-enabled network nodes. 


SSC has developed several DSA detection algorithms that can be easily tailored to the specific 


signal types and were designed to work on low-cost digital signal processing (“DSP”) chips.  For 


example, SSC’s wideband detector is a fast Fourier transform (“FFT”) based detector that is optimized for 


execution speed and limited dynamic range.  It many cases, however, when higher dynamic range is 


needed due to the fact that most of the spectrum is empty or contains very low level signals,  narrowband 


detectors are used.  In addition, SSC is developing application-specific detectors such as those configured 


to specifically detect TV, wireless microphone, radar or other specific signal types. 


Depending on the existing capabilities and limitations of the customer’s radio hardware platform, 


any combination of the modular components can be integrated onto the platform. The newest devices are 


likely to have sufficient resources and computing bandwidth to support all of the components. Other 


modern software defined radio platforms, including those currently in the field, that may not have much 


extra processing capacity  may delegate some of the components off-board or implement less-complex 


approaches.4 The DSA functionality from the user and device perspective remains the same (other than 


slight timing differences).  From the control perspective, the DSA engine accepts policies, status control 


commands, and configuration load-sets regardless of what modules are implemented on the radio itself 


and what modules are deployed on other network nodes (e.g., base stations). 


There are two levels of APIs in SSC’s DSA architecture. The upper level API allows 


manufacturers, radio operators, service providers or other authorized stakeholders to distribute spectrum 


access control policy updates and monitor the performance of the DSA modules on each radio. This API 


                                                        


4 For example, some radios may use frequency-range-based DSA Policy Control whereas others may use a full 
declarative policy support. Other radios may implement several detector types whereas some may implement a basic 
FFT detector. 
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enables, together with SSC’s policy tools, the addition, removal, activation and deactivation of policies.5 


The lower level API supports the integration of the DSA software into the underlying radio device and its 


hardware and software components. This API enables, for example, the configuration of the RF front-end 


for sensing purposes, the exchange of network signaling and control messages with other DSA-enabled 


nodes, and instructions to the MAC layer to change transceiver configurations. 


In light of SSC’s more recent experience with integrating its DSA software onto various military 


radio platforms, the benefits of the modular design has been validated.  For example, in the DARPA 


Wireless Networking after Next (“WNaN”) project, the challenge involved the implementation of  DSA 


on a MIMO (multiple-input/multiple-output) radio devices that operates over four channels with a 


complex MAC.  With this configuration, the DSA detector module was tightly integrated into the radio 


platform, but the responsibility for selecting the proper transmit/receive configuration for the MAC was 


delegated to other components. The result is a robust policy-controlled DSA radio that continuously 


identifies available channels based on sensing knowledge, time of the day information, and location 


information.6 


SSC’s other ongoing integration activities for military radios include Small Business Innovation 


Research (“SBIR”) projects to integrate the DSA software with the Joint Tactical Radio System (“JTRS”) 


soldier radio waveform (“SRW”) and wideband networking waveform (“WNW”).  In addition to our 


military projects, we are also working with our commercial partners to incorporate SSC’s DSA sensing 


and policy modules onto femtocells and TV band device platforms. 


SSC’s Spectrum Sensing Technology 


As the FCC has recognized, spectrum sensing is an “important component of dynamic spectrum 


use,” but several issues are typically raised by those not steeped in the technology’s current capabilities.  


                                                        


5 See F. Perich, R. Foster, P. Tenhula and M. McHenry, “Experimental Field Test Results on Feasibility of 
Declarative Spectrum Management,” 3rd IEEE Symposium on New Frontiers in Dynamic Spectrum Access 
Networks (DySPAN 2008), pp. 198-207 (Oct. 2008), available at 
http://www.sharedspectrum.com/publications/papers/2008-10_SSC_Declarative_Spectrum_Management.pdf; see 
also R. Foster, P. Tenhula, M. McHenry, and F. Perich, “Cognitive Radio Access for Public Safety,” SDR ‘09 
Technical Conference (Dec.  2009), available at http://groups.winnforum.org/d/do/2445. 
6 Id. See also, B. Fette, Remarks at National Broadband Plan Spectrum Workshop, “Panel 3: Innovating in Spectrum 
Access-Technological Advances and Other Approaches to Facilitate More Productive Spectrum Use,” Transcript at 
p. 157-159 (September 17, 2009), available at http://www.broadband.gov/docs/ws_25_spectrum.pdf (“XG has 
subsequently been integrated into other defense radios of, in fact, multiple vendors.  And so it’s been clearly 
demonstrated that the technology can be integrated into a variety of platforms.”). 
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These issues include ways to determine the appropriate detection threshold, avoiding so-called “hidden 


nodes” or detecting changes to the noise floor. As mentioned above, a key component of SSC’s DSA 


system involves spectrum sensing through several types of detectors.  SSC has also been a pioneer in 


addressing the hidden node problem by developing cooperative sensing (or “group behavior”) solutions.  


The company’s engineers are currently focusing on difficult noise floor and man-made noise issues to 


improve the capabilities of our detector algorithms.  


With regard to detection thresholds for spectrum sensing  and avoiding interference with hidden 


nodes, DSA detection thresholds depend on several statistical parameters including multi-path, 


blockage, body loss, as well as interference to non-cooperative nodes from man-made noise and other 


co-channel and out-of-band emissions.7  In calculating the required sensing threshold level, the total 


probability of such parameters should be considered together instead of combining the worst case of 


each of the individual factors. In addition, the hidden node’s receiver characteristics (signal margin) 


should also be considered.  To further avoid the “hidden node” problem and to minimize false alarms, a 


simple cooperative sensing approach can work effectively at reasonable detection thresholds, which 


could vary depending on the DSA-enabled devices’ output powers. 8  Specifically, when sensors are 


paired as indoor and outdoor nodes, the combined information increases the probability of successful 


detection, ensuring that if one sensor is affected by shadowing or local propagation loss the other sensor 


is able to provide a more accurate picture.   


SSC has also implemented and demonstrated the effectiveness of cooperative sensing with its 


“group behavior” method, which enables DSA-enabled radios to learn where spectrum holes in their 


vicinity are located and to share this information among themselves.  The objective of the group 


behavior algorithm is to find the highest power level at which each DSA-enabled node can transmit to 


                                                        


7 T. Erpek, M.A. McHenry, A. Stirling, “Dynamic Spectrum Access Operational Parameters with Wireless 
Microphones,” IEEE Symposium on New Frontiers in Dynamic Spectrum (DYSPAN 2010), pp.1-11 (April 2010), 
available at http://www.sharedspectrum.com/wp-content/uploads/SSC-DySPAN-2010-PMSE-protection-reqts.pdf.  
Similar analysis performed by SSC was submitted into the record of the TV White Spaces proceeding by Microsoft 
Corporation. See Letter to Julius P. Knapp from Edmond Thomas, ET Docket No. 04-186 (Oct. 26, 2009). 
8 M. McHenry, K. Steadman, M. Lofquist, “Determination of Detection Thresholds to Allow Safe Operation of 
Television Band ‘White Space’ Devices”, 3rd IEEE Symposium on New Frontiers in Dynamic Spectrum Access 
Networks (DYSPAN 2008), pp. 144-155 (Oct. 2008), available at 
http://www.sharedspectrum.com/publications/papers/2008-10_SSC_White_Space_Devices.pdf.  This paper was also 
submitted into the record of the TV White Space proceeding. See SSC Letter to Chairman Kevin J. Martin, 
Unlicensed Operation in the TV Broadcast Bands, ET Docket No. 04-186 (Oct. 23, 2008).  
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both maximize communication range and protect non-cooperative radios from interference.9  The main 


components of the group behavior algorithm and a description of the successful field demonstrations 


are described in SSC’s 2008 DySPAN paper on the DARPA XG system.10 


                                                        


9 At maximum interference free transmit power (“MIFTP”), the DSA-enabled radio’s signal is at a specified 
interference-to-noise ratio (“INR”) value at the non-cooperative radio. See A. Leu, M. McHenry, B. Mark, 
“Modeling and Analysis of Listen-before-Talk Spectrum Access Scheme,” Int. J. of Network Mgmt., Vol. 16, Issue 
2, pp. 131-147 (March 2006). 
10 See M.A. McHenry, K.  Steadman, A. Leu, E. Melick, “XG DSA Radio System, 3rd IEEE Symposium on New 
Frontiers in Dynamic Spectrum Access Networks (DySPAN 2008), pp. 497-507 (Oct. 2008), available at 
http://www.sharedspectrum.com/wp-content/uploads/2008-DySPAN-XG-DSA-Radio-System.pdf. 
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I. INTRODUCTION AND SUMMARY 


 


 Sprint Nextel Corporation (“Sprint”) respectfully submits these comments in response to 


the September 12, 2011, Public Notice seeking input on key features of a new national 


interoperable broadband communications network for public safety users.  Sprint welcomes the 


opportunity to describe many of the key features and capabilities that such a network should 


include as the National Institute of Standards and Technology (NIST) determines research and 


development priorities in anticipation of the President’s proposed Wireless Innovation Fund, and 


identifies NIST’s future role in the process of setting protocols, standards and technologies for 


the eventual network.  


 As an operator of a nationwide broadband network with many of the same capabilities 


and technology currently contemplated for a nationwide broadband public safety network, Sprint 


has faced many of the important decisions on standards, protocols and development priorities 


NIST is now considering.  In fact, Sprint recently announced the deployment of its own 
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nationwide LTE network, with build-out completed by the end of 2013.1  Additionally, as a 


commercial operator eager to partner with the public sector to build, host, operate, and/or 


manage a nationwide broadband network, Sprint supports NIST’s work in developing and 


evaluating the key features necessary to ensure that such a network is reliable, efficient, 


technologically-advanced and affordable to the public sector.  In responding to NIST’s Public 


Notice, Sprint emphasizes a number of recurring themes that directly relate to the overarching 


features and capabilities NIST should consider: most notably, the benefits of multiple 


commercial carriers and vendors; the importance of leveraging existing commercial 


infrastructure, services and technology; and the wide range of options for public safety entities in 


launching a network in collaboration with the private sector.   


 While all of the features NIST describes could be relevant in developing a reliable and 


robust nationwide broadband public safety network, Sprint focuses here on features especially 


crucial to the important public safety network goals of resiliency, availability and reliability, 


security, and affordability/commercial alignment.  Although a subset of those features merit 


emphasis in this reply, Sprint would welcome the opportunity to discuss the entire range of 


features described in the Public Notice if desired.  


 


II. A NUMBER OF FEATURES DESCRIBED IN THE PUBLIC NOTICE ARE 


ESSENTIAL TO THE OVERARCHING PUBLIC SAFETY GOALS OF 


RESILIENCY, AVAILABILITY AND RELIABILITY, SECURITY AND 


AFFORDABILITY/COMMERCIAL ALIGNMENT 


 


 


In NIST’s Public Notice, the overarching themes of resiliency, reliability and availability, 


and affordability/commercial alignment cover the majority of proposed public safety network 


                                                           
1 News Release, “Sprint Accelerates Deployment of Network Vision and Announces National Rollout of 4G LTE: 
LTE deployment expected to reach 250 million people by 2013,” Sprint Nextel, October 7, 2011, available at: 
http://newsroom.sprint.com/article_display.cfm?article_id=2064 
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features listed.  As explained in greater detail below, these specific features are of paramount 


importance to a nationwide interoperable public safety broadband network, illustrate many of the 


greatest capabilities – and challenges – in the construction and operation of such a network, and 


inform many of the most important research and development opportunities that could be 


pursued.   


 


A. Resiliency is essential to the successful operation of a nationwide public safety 


broadband network 
 


Resiliency – the ability of network systems to recover from mishap, change, misfortune, 


or variation in mission or operating requirements – is a crucial feature in a nationwide public 


safety broadband network.  One of the resonating lessons from Hurricane Katrina is the 


importance of resilient public safety communications networks.  Specifically, an independent 


panel established by the Federal Communications Commission to review the impact of Hurricane 


Katrina on communications networks found that hardened networks – those relying on onsite 


backup power, agile communications mechanisms, redundant backhaul, and staff dedicated to 


the maintenance of backup capabilities – are less susceptible to failure.2  In preparation for the 


2011 Atlantic hurricane season, Sprint invested nearly $134 million to harden its wireless 


networks by deploying mobile cell sites for immediate restoration of service in the event of 


outage, installing permanent generators (including dozens of hydrogen fuel cell generators) with 


automatic cutover switches to immediately neutralize any loss of commercial power, and 


                                                           
2 Independent Panel Reviewing the Impact of Hurricane Katrina on Communications Networks, Report and 
Recommendations to the Federal Communications Commission (2006) attached to Letter from Nancy J. Victory, 
Chair, Independent Panel Reviewing the Impact of Hurricane Katrina on Communications Networks, to Chairman 
Kevin J. Martin, Federal Communications Commission, EB Docket No. 06-119 (June 12, 2006), available at:  
http://transition.fcc.gov/pshs/docs/advisory/hkip/karrp.pdf 
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dispatching engineers and seasoned emergency personnel on-site to respond to any interruption 


or degradation in service.3  


The competitive marketplace has ensured that broadband providers like Sprint offer 


highly reliable, resilient service.  Indeed, while the 130 MPH winds and torrential rains of 


Hurricane Katrina paralyzed public safety communications networks, crippling thirty-eight 911 


call centers and disabling 3 million phone lines in Louisiana, Mississippi and Alabama, 


commercial wireless networks often “proved to be the only communications systems still 


functioning on the Gulf Coast during the landfall of Katrina.”4  In this sense, it is no surprise that 


one of the insights of the National Broadband Plan is that resiliency is served not solely by 


‘hardening’ public safety networks but also by allowing the public safety community “to roam 


and obtain priority access on other commercial broadband networks.”5  While creating a 


“hardened network” for public safety promotes resiliency by providing “reliable service 


throughout a wide area,” the Plan noted that with the ability of emergency responders “to roam 


on commercial networks, capacity and resiliency will improve, at a reasonable cost.”6  As 


commercial carriers move swiftly to all-IP broadband networks, network resiliency is 


significantly strengthened.  Inherently redundant and extremely dynamic, IP broadband 


networks, with their packet-switched method of transmission, provide much more resilient 


communications capabilities than traditional circuit-switched networks. 


Moreover, a multi-vendor environment is crucially important for network resiliency.  In 


creating a resilient public safety network, the benefits of a multi-sourced, multi-operator 


                                                           
3 News Release, “Sprint’s Florida and South Carolina Networks Prepared for Hurricane Irene,” Sprint Nextel, 
August 22, 2011, available at: http://newsroom.sprint.com/article_display.cfm?article_id=2015 
4 “The Reliability of the Commercial Network,” Connect Public Safety Now, March 3, 2011, available at: 
http://www.connectpublicsafetynow.org/reliability-commercial-network 
5 Federal Communications Commission, “Connecting America: The National Broadband Plan,” at 315 (rel. March 
16, 2010), available at: http://download.broadband.gov/plan/national-broadband-plan.pdf (“National Broadband 
Plan”) 
6 Id. at 318.  
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environment are myriad.  A multi-vendor, multi-operator environment promotes competition in 


the construction and possible hosting of a public safety network, lowering the price to public 


safety entities.  A multi-vendor, multi-operator environment promotes redundancy, providing 


public safety entities alternative partners, equipment suppliers, and network maintenance 


partners during times of crisis.  As discussed in greater detail in the section on Compatibility 


with Commercial Infrastructure, Sprint has firsthand experience with the benefits of a multi-


vendor environment: Sprint chose three different partners to implement Network Vision, Sprint’s 


plan to consolidate network technologies into one seamless network with the goal of increasing 


efficiencies and enhancing network coverage, call quality and data speeds for customers across 


the United States.  By partnering with multiple vendors, Sprint benefits from the innovation, 


lowered cost, and redundancy of multiple competing providers. 


Sprint’s particularly proud of its Network Vision initiative, which promises to deliver 


many of the benefits described as essential to network resiliency by the independent panel 


reviewing Hurricane Katrina.  Specifically, Network Vision provides infrastructure that is more 


agile, more efficient, and consumes significantly less power than a traditional cell site.  The 


efficient, consolidated cell site enables operators to bring in technology like hydrogen fuel cells 


to provide back-up power and thereby promote redundancy and resiliency. The backhaul design 


for Network Vision further promotes network resiliency by relying on two distinct methods of 


backhaul: leased Ethernet provided to the cell site via fiber (which is more resilient than copper 


and T1), and Microwave from the cell site to the nearest fiber access point. With the ability to 


route a cell site via Microwave to more than one fiber point, redundancy is significantly 


increased in the event of potential fiber failures.  Moreover, unimpacted by flooding or common 
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threats to cable, Ethernet Microwave can survive under severe weather conditions, even using 


adaptive modulation algorithms to reduce bandwidth to keep the link up.  


Commercial initiatives like Network Vision promote resiliency not only for commercial 


networks, but also for public safety users that, as the National Broadband Plan observes, will 


need to roam on commercial networks during times of emergency.  By facilitating and promoting 


a multi-vendor, multi-operator environment, the federal government can ensure that public safety 


users have more hardened, resilient networks of their own – in addition to a wide and 


competitively-priced range of commercial partners on which to roam or to partner with for 


network hosting.  


 


B. Prioritization is an indispensable feature in ensuring the reliability and 


availability of a nationwide public safety broadband network 
 


Prioritization – the ability to prioritize network traffic based on assigned priority schemes 


– is a crucial feature in the design of any broadband network for emergency first responders.  


Emergency first responders must have certainty that their mission critical communications will 


be transmitted without interference or undue latency.  In designing a reliable and immediately 


available public safety broadband network, prioritization will certainly be a central feature. 


Nonetheless, a tremendous amount of misinformation exists with respect to prioritization 


– and specifically the ability of commercial systems to implement priority access schemes for 


first responders.  To be sure, past emergency situations have often highlighted the congestion of 


both commercial and public safety voice systems, as networks are faced with dramatic increases 


in traffic in a short time period.  These past experience, however, are not illustrative of the true 


ability of a commercial IP-based broadband data network, with proper prioritization schemes 
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implemented in advance, to handle emergency communications during surge times or 


emergencies.  


Most notably, a recent study demonstrates conclusively how priority access can work on 


commercial networks and meet public safety requirements.7  It shows that commercial networks 


implementing priority access schemes can dependably and easily prioritize network traffic.  


Specifically, use of the Long Term Evolution (LTE) network technology by both public safety 


and commercial networks allows for dedicated access for public safety communications across 


shared commercial spectrum (or, for that matter, across shared public safety spectrum).  Such 


spectrum sharing adds to dedicated broadband spectrum already allocated to public safety, 


significantly increasing available capacity during emergency situations.   


On a more granular level, at its heart, LTE can manage prioritization with relative ease 


through the use of Quality of Service Class Identifiers (QCIs) which act as signals for admission 


control of Evolved Packet System Bearers – the packet-switched communications data 


transmitted on the network.   A traffic bearer is associated with a set of parameters that reflect 


the expected user experience defined in terms of Quality of Experience – that is, the quality of 


service necessary for the service, as well as the user priority associated with it.8  By creating a 


hierarchy of QCIs, an LTE network can dynamically and reliably prioritize emergency 


transmissions, obviating any concern that commercial users will disrupt or delay the flow of 


mission critical communications.   


Through Service Level Agreements (SLAs) and Key Performance Indicators (KPIs), 


public safety entities and commercial partners can develop detailed and dependable priority 


                                                           
7 “Public Safety Priority Access to Shared Commercial Networks,” Roberson and Associates, LLC (March 2011) 
attached to Ex Parte Presentation of T-Mobile and Sprint Nextel, PS Docket No. 06-220 (March 2, 2011). 
8 “Public Safety Priority Access to Shared Commercial Networks,” Roberson and Associates, LLC at 21-22 (March 
2011) attached to Ex Parte Presentation of T-Mobile and Sprint Nextel, PS Docket No. 06-220 (March 2, 2011). 
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management processes in advance that designate corresponding user priority, usage priority, and 


application types.  A wide range of prioritization schemes exist – indeed, the range of possible 


prioritization schemes on LTE is nearly infinite.  Under such an arrangement, if a commercial 


provider is offering additional capacity to public safety users, LTE (with SLAs and KPIs 


formulated ahead of time) can support the automatic handover of public safety users from 


congested dedicated public safety networks to shared commercial networks without any 


degradation or interference.  The result is an expansion of broadband capacity for first 


responders, with an assurance that mission-critical or other essential public safety traffic will 


have priority over lower priority traffic given LTE standard preemption parameters.  Exactly the 


same set of circumstances holds if public safety entities were to allow commercial providers to 


use excess public safety network capacity during non-emergency periods.  With agreements in 


place to establish traffic class priorities, key performance indicators and automatic handover 


during times of congestion, public safety entities can safely and confidently depend on their 


communications working, regardless of whether the spectrum being used is denominated 


commercial, public safety, or a combination of both.  The inherent prioritization capabilities of 


LTE can effectively and reliably support public-private partnership networks among cooperating 


public safety and commercial operators. 


 


C. Compatibility with Commercial Infrastructure, Network Sharing, and 


Scalability are all indispensable features in ensuring the 


Affordability/Commercial Alignment of a nationwide public safety broadband 


network 
 


Of the features listed in the Public Notice, Compatibility with Commercial Infrastructure, 


Network Sharing, and Scalability are among the most important for ensuring that a nationwide 


public safety broadband network is both affordable and aligned with commercial networks and 
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technologies.  A recurring challenge for the public safety community has been access to state-of-


the-art technologies and devices and the ability to enjoy the same benefits of scale that 


commercial network operators currently enjoy.  Compatibility with Commercial Infrastructure 


and Network Sharing, in particular, help overcome some of these obstacles. Scalability, 


meanwhile, offers public safety the network flexibility and ‘future-proofing’ that commercial 


providers like Sprint strive for.  


 


1. Compatibility with Commercial Infrastructure  


As described in the Public Notice, Compatibility with Commercial Infrastructure 


involves, at a minimum, utilizing a variety of commercial services when public safety users are 


in areas not covered by the public safety broadband network.  Put another way, the Public Notice 


describes the importance of the ability to roam on commercial networks.  Another aspect of 


Compatibility with Commercial Infrastructure that relates to affordability, however, is the 


opportunity for public safety entities to use existing commercial infrastructure.  


 
(a) Leveraging Existing Commercial Infrastructure 


With respect to the latter, it seems highly likely that a nationwide public safety broadband 


network will come with a Congressional mandate to leverage existing commercial infrastructure, 


products and services.  With the cost of a ‘greenfield’ stand-alone public safety network 


estimated at nearly $48 billion over its first 10 years, according to the Federal Communications 


Commission, significant attention has been paid to the opportunities for an “incentive-based 


partnership approach” to make a nationwide public safety broadband network more affordable.9  


                                                           
9 Federal Communications Commission, “A Broadband Network Cost Model: A Basis for Public Funding Essential 
to Bringing Nationwide Interoperable Communications to America’s First Responders,” OBI Technical Paper at 5 
(May 2010), available at: http://download.broadband.gov/plan/fcc-omnibus-broadband-initiative-(obi)-technical-
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Incentive-based partnerships would, according to the National Broadband Plan, involve 


partnerships using existing commercial infrastructure, encouraging public safety entities to enter 


into infrastructure-sharing agreements.10  These partnerships would help public safety agencies 


leverage the same economies of scale as commercial providers, as an “incentive-based 


partnership approach leverages the commercial assets of cellular firms that have large economies 


of scale by serving 40-100 million customers.  By contrast, a separate public safety network 


would not be able to leverage the same assets nor have the same economies of scale, since it 


would effectively serve only a few million first responders while providing similar nationwide 


coverage.”11  


Not surprisingly, both the House and Senate drafts of current legislation for an 


interoperable public safety broadband network emphasize such partnerships.  The House draft 


calls for co-location “with the infrastructure of commercial mobile broadband service networks 


and other public safety communications networks” where practical and efficient and stipulates 


that recipients “shall use, to the maximum extent practicable, public-private partnerships 


between the State and providers of commercial mobile broadband services.”12  Similarly, S.911 


would not only require the newly-created Public Safety Broadband Corporation to consider “the 


advantages offered through partnerships with existing commercial providers”13 but would 


require, in a section titled “Leveraging Existing Infrastructure,” that the Corporation “enter into 


                                                                                                                                                                                           


paper-broadband-network-cost-model-basis-for-public-funding-essential-to-bringing-nationwide-interoperable-
communications-to-americas-first-responders.pdf 
10 Federal Communications Commission, “Connecting America: The National Broadband Plan,” at 318 (rel. March 
16, 2010), available at: http://download.broadband.gov/plan/national-broadband-plan.pdf 
11 Federal Communications Commission, “A Broadband Network Cost Model: A Basis for Public Funding Essential 
to Bringing Nationwide Interoperable Communications to America’s First Responders,” OBI Technical Paper at 5 
(May 2010). 
12 U.S. House. Spectrum Innovation Act of 2011, Discussion Draft at 42-43 (112th Congress, 1st Session), July 12, 
2011, available at: 
http://republicans.energycommerce.house.gov/Media/file/Hearings/Telecom/071511/DiscussionDraft.pdf  
13 U.S. Senate, Public Safety Spectrum and Wireless Innovation Act, Discussion Draft at 27 (112th Congress, 1st 
Session).  
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agreements to utilize to the maximum extent economically desirable, existing…commercial or 


other communications infrastructure.”14 


One of the most important facets of leveraging commercial infrastructure is ensuring a 


multi-vendor environment for the network.  One of the lessons learned from the cellular industry 


in deploying in a multi-vendor environment relates to Sprint’s Network Vision program.  


Cognizant of the benefits of sourcing network construction, operation and other services to 


multiple vendors – including the competitive benefits of lower cost, greater resiliency, and 


greater innovation as vendors strive to differentiate themselves – Sprint chose three different 


vendors, dividing Network Vision implementation among them on a market-by-market basis.15  


Leveraging existing commercial infrastructure and services offers substantial cost-


savings to the public safety community.  Sprint is optimistic about opportunities to partner with 


public safety to reduce the cost of build-out by offering a variety of incentive-based partnerships 


to construct a public safety network.  In particular, Sprint’s Network Vision initiative, based on 


software-defined radio technology and the ability to co-locate different frequencies and air 


interfaces on the same equipment and towers, was intentionally built with the capability of 


hosting multiple networks, thereby offering significant cost-savings and speed-to-market to 


public safety and commercial communications operators.  


 
(b) Compatibility with Commercial Infrastructure in the context of roaming 


Another salient aspect of the Compatibility with Commercial Infrastructure feature is the 


ability of public safety to enjoy commercial services in areas not covered by the public safety 


broadband network – that is, to roam on the networks of commercials providers.  Sprint believes 


                                                           
14 Id. at 30.  
15 News Release, “Sprint Announces Network Vision: A Cutting-Edge Network Evolution Plan with Partners 
Alcatel-Lucent, Ericsson and Samsung,” Sprint Nextel, December 6, 2010, available at: 
http://newsroom.sprint.com/news/sprint-announces-network-vision-network-evolution-plan.htm 
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one of the foremost challenges to the full realization of this feature for public safety is ensuring 


interoperability across the upper 700 MHz band. 


As one of the 15 operational requirements identified by the U.S. Department of Justice 


Community Oriented Policing Services (COPS) report, interoperability figures prominently in 


the design of a successful nationwide public safety broadband network.  Sprint recognizes the 


importance of interoperability for public safety users and for this reason encourages NIST to 


work to eliminate the unwarranted costs and roaming-limitations that would be imposed on 


public safety as a result of the restricted band classes being imposed on the 700 MHz spectrum 


band.  Sprint believes that a nationwide interoperable public safety broadband network is best 


achieved – at the lowest cost to public safety – through open, non-proprietary protocols and 


standards, including those associated with band classes.  For full interoperability, and to allow 


public safety to enjoy the benefits of scale in purchasing devices, NIST should consider whether 


restrictive band classes create gaps that prevent the full realization of interoperability – and by 


extension, the realization of Compatibility with Commercial Infrastructure.  


By exploring the issue of interoperability across the 700 MHz spectrum, NIST can ensure 


that public safety entities enjoy similar economies of scale and advantages as commercial 


providers serving many more customers.  In particular, possible research and development 


opportunities in the manufacture of cheaper, less battery-intensive, and smaller multi-band 


chipsets might be worthwhile.  Interoperability, at the heart of Compatibility with Commercial 


Infrastructure, offers public safety entities more flexibility (ensuring that they won’t get ‘locked 


in’ to one-off, proprietary devices), full roaming capability (a major priority as identified by the 


National Broadband Plan), and less costly public safety devices.  
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2. Network Sharing  


The shared use of infrastructure between commercial and public safety users offers 


enormous cost-savings opportunities for a nationwide interoperable public safety broadband 


network.  Particularly in the context of network hosting agreements, Network Sharing will 


significantly reduce the initial capex and ongoing operations costs of a nationwide public safety 


network.   Indeed, in relation to the overarching theme of affordability/commercial alignment, 


Network Sharing is perhaps the most cost-effective and important feature for NIST to consider.  


At a time of increased political sensitivity to large budgetary outlays, the political 


commitment to both a large upfront grant and ongoing support payments – even for a nationwide 


public safety network – is in doubt.  As described above, both the Senate and House drafts bills 


for public safety broadband networks emphasize the leveraging of commercial infrastructure as a 


cost-savings measure.  The prospect of Network Sharing, consequently, is especially attractive – 


both as a political option and as a genuine and effective cost-savings measure for the public 


safety community.  


As discussed in the context of Prioritization, with the latest in LTE technology, public 


safety users can have reliable and consistent priority access on a network shared with a 


commercial user.  There are no technical obstacles to providing public safety communicators 


with the capabilities they need – indeed, a shared commercial network can provide overflow 


capacity and an enhanced geographic coverage footprint in addition to the capacity and coverage 


of the dedicated public safety network.  And crucial for public safety, agreements between public 


safety entities and commercial providers could easily allow for automatic hand off to commercial 


networks when the public safety network is congested – all while using the same priority levels 


established by first responders for their own public safety network.  And, of course, Network 
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Sharing, more than any other feature discussed in the Public Notice, has the potential to 


substantially accelerate the timeframe in which public safety can deploy broadband networks.   


Sprint’s Network Vision offers precisely the cost-savings and commercial infrastructure 


leveraging contemplated by the pending legislation in both houses of Congress.  It offers the 


flexibility for public safety to determine the exact hosting scheme that suits its needs.  With 


Network Vision, Sprint offers public safety a platform with myriad options that can be tailored to 


suit the particular needs of different public safety jurisdictions.  Put simply, Sprint has the 


infrastructure platform that can be used by public safety agencies to build broadband networks 


tailored to their needs cheaper and faster than virtually any alternative.  At the most basic level, 


Network Vision allows Sprint to build public safety a network that they control, run according to 


their dictates and specifications. 


 


3. Scalability 


The ability of a system, network or process to handle growing amounts of work in a 


graceful manner and the ability of the network to be enlarged to accommodate growth are critical 


aspects of a successful and robust public safety broadband network.  As the Public Notice 


correctly recognizes, software enhancements and upgrades (as opposed to onerous and expensive 


hardware replacements) represent a breakthrough in network Scalability – and, perhaps more 


importantly, in ensuring that a public safety network can be modified, enhanced or upgraded in 


an affordable and commercially-aligned manner.  


Needless to say, Scalability figures prominently in any public safety broadband network.  


Large impact events like the attack on the World Trade Center vividly illustrate the need for 


dynamic network management practices that can accommodate a rapid increase in the number of 


users within a limited geographic area.  What’s more, as the needs of first responders expand to 
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include data-intensive applications, Scalability will involve not only dynamic changes in the 


capacity of the network, but dynamic changes in how network resources are allocated – 


specifically, what frequencies and air interfaces are best for particular applications.  Accordingly, 


NIST should devote resources to assuring that a public safety broadband network has the 


scalability needed for both surge situations and future technology developments.  


As noted above, Sprint’s Network Vision initiative can deliver scalability to public safety 


both in the near-term and long term.  By migrating to a multi-modal platform utilizing all 


frequencies available to a provider on a single base station, a network can be managed flexibly, 


dynamically directing users to the most appropriate frequencies and air interfaces based on the 


data speeds needed by users and the signal penetration necessary to reach the user – all while 


taking into consideration the capacity needs and resources of the entire network.   


The network flexibility provided by Network Vision provides precisely the Scalability 


features described in the Public Notice, allowing for the accommodation of a rapid increase in 


users in a limited geographic area.  The benefits of a multimodal platform directly relate to 


Scalability.  By decoupling the air interface-frequency relationship, Network Vision allows a 


network operator to load users into spectrum bands based on signal strength – dramatically 


increasing coverage and capacity and delivering applications and services via the most 


appropriate air interface and frequency for their effective use.    


Network Vision enables network operators not only to change network settings, 


capabilities and capacity in the near-term to respond to emergency situations; it also provides 


public safety with a solution to their future (and potentially unexpected) needs, ‘future proofing’ 


their public safety network for the first time.  
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III. CONCLUSION 
 


While all of the features described in NIST’s Public Notice are relevant to the 


successful deployment of a nationwide public safety broadband network (and in the near-term, to 


help NIST in determining research and development priorities), Sprint respectfully submits that 


the features describe above represent the most salient and critical factors to the realization of a 


robust, interoperable, and reliable public safety network.  Sprint appreciates the opportunity to 


contribute to the process and looks forward to exploring opportunities to partner with public 


safety to deliver an effective, reliable, and affordable public safety broadband network as quickly 


as possible.  
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        Vice President, Government Affairs, Spectrum 
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1 Introduction 


 
 


For the past several years, the Textron 
Systems team, which consists of Textron 
Systems and xG Technology, has been 
working on and fielding technology 
solutions relevant to the Nationwide Public 
Safety Broadband Network. The 
commentary in this document is based on 
the knowledge gained by the team while 
building, testing and fielding infrastructure 
and software technology for dynamic 
broadband networks.   
 


Textron Systems is a world leader in 
providing integrated, networked information 
solutions designed for use in tactical 
environments.  The company’s spectrum of 
capabilities includes operational and 
intelligence systems, multimodal sensor 
systems, geospatial intelligence, 
communications systems, airborne 
platforms, ground vehicles, and terrestrial 
based platforms.   
 


The Textron Systems team is being led by 
the Overwatch Systems operating unit of 
Textron Systems.  Overwatch Systems’ 
expertise includes multi-source intelligence 
(multi-INT), geospatial analysis and custom 
intelligence solutions provided to the U.S. 
national agencies, civilian organizations, and 
the Department of Defense (DoD). The 
Textron team brings together mature, best of 
breed COTS/GOTS capabilities designed to 
operate on any private or commercial 
cellular network.  This includes our partner 
xG Technologies who provide the secure, 
cognitive radio links between the handheld 


smart phone/tablet at the edge and the 
cellular broadband network backhaul. 
 


Overwatch Systems’ handheld, desktop and 
server-based software solutions improve 
situational understanding and deliver 
actionable intelligence in support of counter-
terrorism, irregular warfare, civil, military 
and combined applications. More than 
25,000 analysts in various Government 
agencies and organizations utilize 
Overwatch solutions.  The company has 
experience delivering mission critical, 
secure analytic applications to the U.S 
Government and has fielded applications 
that have provided critical support to 
operations in Bosnia, Operation Iraqi 
Freedom and Operation Enduring Freedom.  
The company’s capabilities were also used 
for Homeland Security Operations such as 
the Katrina emergency response (Figure 1). 
 


 
Figure 1. Overwatch analytic tools support Katrina 
emergency management efforts in 2005. 


As a systems integrator, Textron Systems 
strives to develop open architecture, 
nonproprietary solutions and is always 
looking for best of breed partner solutions 
that share our vision of offering our 
customers the greatest value at the lowest 
life cycle cost.  One such partner is xG 
Technology, Inc. xG is the developer of a 
broad portfolio of technology designed to 
enhance wired and wireless 


The Textron Systems team is pleased to 
provide the U.S. Department of 
Commerce’s (DoC) National Institute of 
Standards and Technology (NIST) inputs 
on various possible features of a new 
nationwide interoperable public safety 
broadband network. 
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Figure 2. The Textron Systems team solution connects every member of the team with each other, with incident command 
centers and investigative units at fusion centers. 


 
communications. The technology covers a 
range of spectrum agnostic, cognitive radio 
solutions that span numerous industries and 
applications. These solutions enable 
communications providers to deliver robust, 
revenue-generating mobile services using 
licensed and/or unlicensed spectrum. 
 
xG’s initial product release is xMax®, the 
world’s first carrier-class cognitive radio 
network. Operating within the 902-928 MHz 
license-free band, xMax is a mobile VoIP 
and data system that utilizes an end-to-end 
Internet Protocol (IP) system architecture — 
an industry first. The xMax product suite 
includes a line of handsets, base stations, 
mobile switching centers, network 
management systems, deployment tools, and 
customer support. This turnkey solution 
represents the first commercially available, 
fully mobile VoIP and broadband network. 
The xMax system allows mobile operators 


to utilize free, unlicensed 902-928 MHz 
ISM band spectrum (available in most of the 
Americas) instead of purchasing scarce 
licensed spectrum costing millions of 
dollars. 
 


The Textron Systems team is focused on 
delivering a secure, reliable, and 
collaborative communications system that 
provides situational awareness combined 
with the rich analytic capabilities needed to 
support rapid responses to complex natural 
and man-made emergencies (Figure 2).  The 
solution supports voice and data 
communications over commercial or private 
wireless broadband networks. In addition to 
chat/SMS, video calls, and email the 
solution includes: 
 


 Operation specific geospatial overlays 
delivered to a responder’s communication 
devices.  This includes displays such as the  


Cell Apps:
Overwatch InSite Handheld


Overwatch InSite MCC
Streaming Video


Incident Management:
InSite Operations Portal


InSite Mobile COP


Regional/National
Command Center


Mobile Command


Emergency 
Responders


Interactive COP


Interactive COP


xG xMax


Regional/National Command and Intelligence Support:
InSite Operations Portal
InSite Interactive COP


IMPACT


InSite
Operations Portal


InSite


InSite MCC


xG XMSC Master 
Switching Center


InSite
Operations Portal


Fusion Center


IMPACT
HLS/LE Analyst Workstation


Multi-modal information 
sharing:
•Voice
•SMS/Chat
•Twitter
•VoIP
•Map
•Integrated Forms
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Table 1. The Textron Systems team solution is unique in the industry and provides numerous benefits to the Government. 


Textron Systems Team Discriminators  Benefits to Government 
 Cloudwave™ Framework with data layer 


replication and backup. 
 Flexible Data Model that easily adapts to changes. 
 A composable, web-based, widget framework that 


makes adding new tools easy. 


 Resilient network solution which recovers from 
mishap. 


 Adaptability to changes in missions and 
environments. 


 Cloudwave™ and InSite™ Applications which 
adapt to various degrees of network connectivity. 


 Adaptability to changes in external conditions. 


 Overwatch's relevant experience building data 
prioritization services for large DoD software 
programs. 


 Cloudwave™ Framework's ability host application 
data prioritization services. 


 Prioritization of network traffic and application 
data. 


 Quality of Service features specifically designed to 
enable mobile applications to function on 
intermittently connected networks. 


 Quality of Service control mechanisms to 
ensure high-quality performance of critical 
applications. 


 Role Based Access Control (RBAC) and federated 
search of data stores. 


 Dynamic access control that is both a protector 
of data and network resources as well as an 
enabler of federated access to key data sources 
and systems. 


 Scalable application and data layer solution.  Scalable network solutions that first rely upon 
software and then hardware to meet demands. 


 Power aware mobile applications that conserve 
device power and network bandwidth usage. 


 Power aware network and applications that 
actively mitigate power usage. 


 Open Cloudwave™ Framework application 
programming interface (API). 


 Extensive development experience on open source 
solutions to include Google™ Android. 


 Strong proponent of standardized and open 
interfaces and platforms. 


 Standardized Common Interfaces that allow for 
competitive provisioning. 


 An extensive web-services, web client and mobile 
application framework solution that provides 
ubiquitous access to applications and data. 


 Uniform, Universal access - anywhere, 
anytime. 


 
 Cognitive radio that searches for and moves to 


unused frequency “white space” every 30ms 
 Supports any commercial smart phone 


 Nearly impossible to exploit or jam as tested by 
the US Army.  Much more efficient frequency 
utilization. 


 Lowers life cycle cost and allows Government 
to leverage huge annual commercial investment 
in technology. 
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current extent of an airborne contaminant 
plume or the water levels across 
neighborhoods during a flooding event or the 
edges of a fire and direction the fire is 
moving. 


 Imagery and voice capture with geospatial 
and temporal tagging. This allows responders 
to “leave a message” for others to view and 
hear as they look at the tag on their devices. 


 Augmented reality views of the landscape so 
responders can quickly orient their own 
position in relation to the incident and other 
people and landmarks in the area. 


 Support for structured information capture 
using predefined, operation specific forms. 
This allows information from databases such 
as criminal records, motor vehicle license 
information, etc. to be accessed as needed. 


 Interactive analytic products such as personal 
or organizational networks. 


 Automatic publication of operational data to 
publically available websites based upon 
predefined releasability criteria. This allows 
alerting of citizens in affected areas to know 
the latest information so they can respond 
accordingly as well as alert responders faster 
and more efficiently. 


 Secure xMax cognitive radio between the 
appliances at the edge and the Government’s 
broadband cellular infrastructure. 


 


The features and benefits of the Textron 
Systems team solution are described in 
Table 1. More detailed information about 
this system can be found in Appendix A. 
Features and Comments 
In the following sections, the Textron 
Systems team offers commentary on the 
features listed in the request for information 
(RFI). The commentary is based on the 
team’s experience and field tests of relevant 
technology solutions described in Section 1. 


1.1 Resiliency in an Emergency 


1.1.1 Resiliency 


As defined in the RFI, resiliency is the 
ability of operable systems to recover from 


mishap, change, misfortune, or variation in 
mission or operating requirements. For the 
Nationwide Public Safety Broadband 
Network one should consider both the 
hardware software aspects of system 
resiliency. 
 


 
 


Assessment of Importance  
For both hardware and software, the Textron 
Systems team considers it imperative to 
build resiliency into the Nationwide Public 
Safety Broadband Network. When using 
network-stored data, it is critical to utilize a 
software solution that is resilient to failure 
or change, but the system must also be 
scalable.  For this reason, resiliency and 
scalability must be considered in a balanced 
approach. 
 


Existing Gaps/Possible R&D/Challenges 
Two hardware gaps to address are fixed 
frequency allocation and static channel 
assignment.  
 


One software challenge to consider is the 
ability to recover from a mishap or 
misfortune without losing data.  The 
Nationwide Public Safety Broadband 
Network should consider technologies that 
enable automatic system and data recovery 
with minimal administrator intervention.  
Research and development should be done 
on this topic at the same time as the large 
network architecture is defined.  
Investigation into how software 


The Textron Systems team recommends 
addressing hardware resiliency by 
building underlay networks that support 
newer interoperable protocols in critical 
areas. 
 
The Textron Systems team recommends 
addressing software resiliency in a 
multi-facetted approach by using 
proven, robust technologies, flexible 
data models, widget frameworks, and 
web based solutions. 
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virtualization and data replication 
technologies can facilitate recovery are two 
specific topics that Textron Systems deems 
important with respect to the larger system 
architecture.  Though these are largely 
solved problems in the commercial sector, 
the gap and impending challenge for the 
NSPBN will be specifically implementing 
best practices and technologies into the 
network’s architecture. 
 


Another software challenge is the ability for 
differing data stores, services, and 
applications to communicate with each other 
via the network.  This could be managed 
using a flexible data model with an access 
layer common to all data stores, services, 
and applications for the sharing of 
information.  In addition, Standard 
Interfaces and Platforms, as discussed later, 
can further reduce these challenges. 
 


Challenging hardware aspects for public 
safety are that the network requires 
frequency coordination with large amounts 
of deployment planning and conditioned 
shelters. A challenging software aspect of 
highly flexible and resilient solutions is the 
management of those solutions.  The 
management of the solutions needs to 
balance change control with flexibility to 
accommodate the mission at hand.  
 


Current Offering 
For hardware resiliency, the xMax system is 
designed to be transportable, initialize 
quickly and adapt to local environments.  
 


Regarding software resiliency, the Textron 
Systems team has found that it is important 
to select technologies that allow for the 
regular backup or replication of data so the 
system can be recovered from a catastrophic 
issue without data loss.  As explained in 
Section 1.4.1, “Scalability,” the team has 
made specific design decisions to ensure the 
resiliency of our solutions such as the 


Distributed Common Ground Station – 
Army (DCGS-A), DCGS Standard Cloud, 
and Cloudwave™. 
 


Not only does a solution need to be resilient 
to catastrophic events or failures, it also 
needs to easily accommodate changes in 
mission and operating requirements.  To this 
end, the team’s Cloudwave™ product 
utilizes a flexible data model.  The flexible 
data model allows for the product to easily 
be adjusted, responding to changes and 
variations in operational requirements.  For 
example, if a new data source is added 
which requires new attributes in the data 
model, developers or field support personnel 
can easily extend the data model and the 
User Interface (UI) will automatically 
extend itself to display the data.  This 
feature makes adjusting to changed missions 
easier. 
 


The team has found that providing a web-
based widget framework within our 
Cloudwave™ product enables the user to 
compose their own workspaces using a 
variety of widgets and tools that focus on a 
specific job or scenario.  Since it is a web 
based solution, new or updated widgets to 
meet new or changed situations can be 
easily deployed to centralized servers and 
then immediately made available to users. 


1.1.2 Self-Organizing 


As defined in the RFI, self-organizing 
networks dynamically manage their own 
configuration by automatically making 
changes to ensure messages reach their 
destinations.  
 


 
 


Assessment of Importance  


Research and development should 
focus on rapidly deployable, self-
organizing systems and dynamic 
spectrum access. 
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The Textron Systems team believes self-
organization to be a very important aspect of 
the Nationwide Public Safety Broadband 
Network. 
 


Existing Gaps/Possible R&D/Challenges 
Current technology gaps that may prevent 
the full realization of network self-
organization include standards for sensing 
and priority coordination of frequency. 
 


Research and development to close these 
gaps should focus on rapidly deployable, 
self-organizing systems and dynamic 
spectrum access. This research and 
development should address the main 
challenge of today’s public safety networks 
– that they are rigidly channeled. 
Configuration of these networks is manual 
and requires extensive planning. Lastly, 
today’s public safety networks are 
challenged because they do not perform load 
balancing. 
 


Current Offering 
The network enabled by xMax is self 
organizing. It employs Dynamic Spectrum 
Access and requires no channel planning. 
Devices initialize and scan to assess the 
environment. They select channels to 
operate on and begin signaling. The 
subscriber type devices listen to this 
signaling and determine the “best” channel 
for operation.  Associations are made 
between devices, but they keep background 
scanning to determine a better channel. 


1.1.3 Meshing 


As defined in the RFI, meshing is a type of 
networking where each node must not only 
capture and disseminate its own data, but 
also serve as a relay for other sensor nodes, 
that is, it must collaborate to propagate the 
data in the network.  
 


 
 


Assessment of Importance  
The Textron Systems team believes meshing 
to be a very important aspect of the 
Nationwide Public Safety Broadband 
Network. 
 


Existing Gaps/Possible R&D/Challenges 
The most important current technology gap 
that may prevent the full realization of 
network meshing is that equipment designs 
are deficient in supporting the functionality 
needed for a mesh system. Many research 
papers have been created that focus on 
meshing but practical implementations are 
lacking. Thus, a potential development 
project is to create new practical 
implementations of meshing.  
 


A challenge for current public safety in the 
area of meshing is that the networks are 
designed to be voice-centric. The networks 
do not have the concept of individual 
devices relaying data built into them. 
 


Current Offering 
The xMax system uses a TDMA Media 
Access Control protocol. This TDMA frame 
is designed to support meshing and each 
node can become a relay node. This 
capability allows each unit to hop through 
other units to find a destination or access a 
connection to another network. The units 
utilize an on demand routing protocol that 
allows discovery of other nodes with low 
overhead. The complete meshing system is a 
research topic and should be further 
pursued. 


1.1.4 Adaptability 


As defined in the RFI, adaptability is the 
ability of the network and/or device to 


 The xMax system uses a TDMA Media 
Access Control protocol. This TDMA 
frame is designed to support meshing 
and each node can become a relay 
node. 
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modify/change behavior based upon external 
conditions. In context of the Nationwide 
Public Safety Broadband Network one 
should consider both the hardware software 
aspects of system adaptability. 
 


 
 


Assessment of Importance  
Through numerous demonstrations and 
exercises such as the Army’s Empire 
Challenge (EC) 2011 and Network 
Integration Evaluation (NIE), the team has 
learned that a system’s ability to adjust 
behavior based on external conditions such 
as intermittent and poor network 
connectivity is a critical concern.  
 


Furthermore, an adaptable application and 
data layer solution is imperative for a 
network that must adapt to meet the 
unexpected situations of national or regional 
disasters. 
 


Existing Gaps/Possible R&D/Challenges 
The major hardware technology gap is the 
lack of software defined radios. Software 
technology gaps that should be considered 
include software issues with intermittent, 
changing communications quality and data 
source adaptability.  
 


A hardware research topic that would close 
existing gaps is in the area of real-time 
utilization of public safety frequencies in 
support of software defined radios. Two 
possible software research and development 
opportunities are indoor location tracking 
and adapting to low and intermittent 
bandwidth conditions.  Both of these issues 
are critical problems that will impact the 
chosen solution and their research and 
development in the design and 


implementation of the network is 
recommended. 
 


Applications residing on the Nationwide 
Public Safety Broadband Network will 
likely face a challenge in adapting to 
situations where connectivity fluctuates 
between strong network connectivity and no 
network connectivity. Some places to look 
for solutions are technologies such as the 
BitTorrent™ protocol for transferring large 
files piece by piece as connections to data 
providers are available. 
 


Related to the challenge of intermittent 
connectivity is the ability of the network, 
middleware and applications to gracefully 
handle these connectivity fluctuations.  It is 
relatively easy to create a system that relies 
on constant connectivity and also one that 
functions well when disconnected.  It is a 
challenge to build one in which applications 
and devices can gracefully transition 
between these two modes without seriously 
degrading the user experience. 
 


Another challenge is data source 
adaptability. By “adaptability” we mean 
making the composition of new data sources 
and the integration of new applications as 
easy as a few button clicks.  A “clicks-not-
code” approach to data mashup and 
integration means a system administrator 
can add new applications or data sources to 
the network with a few choice selections 
from an administration console.  Such a 
capability puts the power to change and 
adapt to mission needs in the hands of those 
executing it.  Furthermore, it frees up 
technology providers and technical support 
personnel to work on the harder problems of 
implementing and deploying innovative 
leaps in technology. 
 


Best Practices 
In relation to the challenge of operating 
under limited or intermittent network 


The Cloudwave open API is specifically 
designed to facilitate the rapid 
development of new applications and 
rapid integration with existing 
applications to adapt to changing 
missions and environments. 
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connectivity, the use of the BitTorrent 
protocol for peer to peer data transfer has 
proven itself to be a best practice. 
 


Current Offering 
For network adaptability, xMax utilizes a 
web configurable rules table.  This table 
allows the system to use or disallow any 
spectrum block or slice.  The rules allow the 
system to dynamically seize or release 
spectrum for instant backup of legacy 
systems should those legacy systems fail or 
go dark.  This action is similar to the way 
uninterrupted power supply (UPS) systems 
provide backup power when power mains 
fail.  xMax could be utilized in much the 
same way to automatically provide backup 
communications when main systems fail.  
Simple operational rules make the system 
extremely flexible. 
 


For network software adaptability, the 
Textron Systems teams’ InSite products’ 
ability to detect and adjust operations based 
on network connected and network 
disconnected situations has won great praise 
in demonstrations and exercises. We have 
put considerable effort into solving the 
intermittent connectivity problem for mobile 
applications. 
 


For application adaptability, the 
Cloudwave™ Framework’s Open 
Application Programming Interface (API) is 
specifically designed to enable rapid 
development and integration of existing or 
new applications.  This approach enables 
Overwatch to easily partner with technology 
providers, large and small, to bring new and 
valuable functionality into the Cloudwave™ 
Framework.  Changing missions may 
require a new application used on smart 
phones to track or report key data and it may 
require new desktop/web-based applications 
that display the data in a way that’s 
meaningful to incident commanders and 
decision makers.  If the system does not 


have an open and easily integrated API, 
brining critical technologies into the 
Nationwide Public Safety Broadband 
Network could be slow and cumbersome. 
 


The Cloudwave™ Framework also provides 
and extensible data model and our 
applications, both web and smartphone 
based, can easily be extended to support new 
types of data and visualization thereof.  Such 
a dynamic capability to adapt to external 
changes means new data sources can be 
easily brought into Nationwide Public 
Safety Broadband Network without 
expensive development and deployment of 
new software solutions. 


1.2 Reliability and Availability 


1.2.1 Prioritization 


As stated in the RFI, prioritization is the 
ability to prioritize network traffic based on 
assigned priority schemes. For the 
Nationwide Public Safety Broadband 
Network one should consider the software 
aspects of prioritization. 
 


 
Assessment of Importance 
When building a large network to handle 
enormous amounts of data, prioritization of 
network traffic becomes imperative.  The 
prioritization must be done at multiple 
levels, the first being the routing and 
prioritization of data packets.  Above that 
layer is the prioritization of application data 
and the data objects that are passed between 
nodes. The Textron Systems team has 
learned from experience that building a 
simple yet powerful prioritization 


The Nationwide Public Safety 
Broadband Network should consider 
prioritization an important part of the 
solution; both at the network transport 
layer as well as the application and data 
layers. 
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mechanism for application data is critical to 
successful data distribution and processing. 
 


Existing Gaps/Possible R&D/Challenges 
An existing gap is the ability of the network 
nodes to automatically recognize prioritized 
data from node to node. Research could be 
done on selectively prioritizing individual 
groups or user for voice and data. This 
research would move forward in the 
challenge that although public safety 
networks have the concept of individual 
priority, they don’t have the concept of 
classifying users/data to finer degrees. 
 


Another gap can be found at the network 
edges. The Textron Systems team believes it 
is likely that the National Public Safety 
Network will experience bandwidth 
challenges at the edges of connectivity, 
where time critical data is most urgent for 
first responders.  The team recommends that 
consideration is given to both a network 
layer prioritization scheme as well as an 
application layer prioritization scheme.   
 


The challenge in implementing such a 
solution is determining what is important 
and how to act upon that level of 
importance.  Furthermore, integrating the 
transport layer prioritization with the 
application layer prioritization lends itself to 
research and development efforts to achieve 
optimal results.  As with scalability, general 
prioritization is in many ways a solved 
problem. The challenge resides in the 
specific implementation for the Nationwide 
Public Safety Broadband Network. 
 


Current Offering 
The xMax system is an all IP network. 
Using local DSCP settings a user or 
application data can be prioritized for 
transmission. The ability to prioritize single 
users (i.e. the Fire Chiefs unit) multiple 
levels of priority are assignable to end user 
devices. 
 


The Textron Systems team built the 
Battlespace Object Prioritization Manager 
for the Brigade Combat Team 
Modernization program which prioritized 
battlespace objects for distribution around 
the battlespace and within complex data 
fusion processing services.  This technology 
was matured to a Technology Readiness 
Level (TRL) 7.  
 


Additionally, in building the Cloudwave™ 
Framework and deploying it in various 
military exercises and demonstrations such 
as the Army’s Empire Challenge and NIE, 
the team has observed a clear need to 
provide middleware services that prioritize 
application data.  The tactical military 
networks and experimental expeditionary 
cellular networks that the team’s products 
have operated on have been bandwidth 
constrained.  This reality has led Textron 
Systems to take both software and hardware 
approaches to controlling the use of 
bandwidth and the priority of application 
data sent across the network. 


1.2.2 Quality of Service (QoS) 


According to the RFI, quality of service 
(QoS) is the set of standards and 
mechanisms for ensuring high-quality 
performance for critical applications. In the 
context of the Nationwide Public Safety 
Broadband Network one must consider both 
the hardware and software aspects of QoS. 
 


 
 


Assessment of Importance 
QoS is important for robust and large-
bandwidth portions of the network.  It is 
critical for the portions of the network prone 
to intermittent connectivity or when network 
resources are highly strained. 


Server side middleware and the client 
applications residing on laptops, tablets 
and smart phones must be designed 
with intermittent connectivity as an 
expected condition. 







                               Dissemination subject to the restrictions stated in the Disclosure Policy of this document. 12 


UNCLASSIFIED 


 


Existing Gaps/Possible R&D/Challenges 
A first gap to consider is that data services 
that support system-wide recognition and 
processing of QoS are not widely deployed 
in public safety systems. An area of research 
would be to investigate the feasibility of 
multi-protocol label switching (MLPS) for 
handheld devices. 
 


Another gap to consider is that the 
Nationwide Public Safety Broadband 
Network architects cannot assume that best 
of breed commercial software solutions 
normally residing on networks like 
Verizon™ or AT&T™ will provide the 
same QoS on a bandwidth constrained and 
intermittently available network.  In our 
team’s experience with expeditionary 
cellular networks set up in austere 
conditions, not unlike a disaster recovery 
zone, both the server side middleware and 
the client applications residing on laptops, 
tablets and smart phones must be designed 
with intermittent connectivity as an expected 
condition. 
 


Doing so will increase the overall QoS even 
when the network cannot provide a quality 
and robust connected state.  The Nationwide 
Public Safety Broadband Network should 
consider investing in research and 
development of this aspect of QoS.  It is 
likely to provide a large return on 
investment because its benefit is best seen 
when the network is stressed, degraded and 
when users are most apt to want the network 
to “just work.” 
 


Best Practices 
The Textron Systems team recommends that 
the Nationwide Public Safety Broadband 
Network canonize a system that supports a 
defined QoS regimen and buys only those 
systems. The Textron Systems team also 
recommends that the Nationwide Public 
Safety Broadband Network look to solutions 


in DoD programs such as the DCGS 
Standard Cloud, Relevant INTEL to the 
Edge (RITE) 3G and Connecting Soldier to 
Digital Applications (CSDA).  These 
programs have had to consider the 
challenges of providing relatively high QoS 
in challenging physical and network 
environments. 
 


Current Offering 
The xMax system supports current QoS 
protocols like 802.1p. A TDMA MAC is 
employed to give very deterministic packet 
transmission times. Packets like voice and 
video that are time sensitive are prioritized 
over less time sensitive data at every level of 
the xMax system. 
 


In addition to application data prioritization 
to deal with limited bandwidth, the Textron 
Systems team has relevant experience that 
points to the need to architect both client and 
server applications, to handle limited 
bandwidth and intermittent connectivity.  
The team has found that its InSite mobile 
application showed solid performance on 
reliable and robust commercial cellular 
networks, but initially faltered when 
deployed on less robust and reliable military 
tactical networks and experimental 
expeditionary cellular networks.  The root 
cause of the issue was found to be 
intermittent connectivity. The system has 
since been enhanced for QoS capabilities to 
better handle intermittent connectivity while 
providing a reliable QoS to the user. 


1.3 Security 


1.3.1 Strong, Dynamic Access Control  


The RFI states that strong, dyanmic access 
control describes a capability where access 
control lists can be configured to control 
both inbound and outbound traffic on 
networks and authentication/verification of 
users/devices on the network. For the 
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Nationwide Public Safety Broadband 
Network one should consider both the 
hardware and software aspects of strong, 
dynamic access control. 
 


Assessment of Importance 
Based on the Textron Systems team’s 
experience with creating information 
systems for the DoD and Government 
agencies, strong, dynamic access control is a 
ubiquitous element and must be considered 
critical in similar systems like the 
Nationwide Public Safety Broadband 
Network.   
 


Existing Gaps/Possible R&D/Challenges 
Authenticating and authorizing disparate 
groups of users without a central agency is a 
difficult issue. Many research papers have 
been written on the subject. Practical 
procedures for deploying a mixed 
organization authentication system would be 
a good topic for further research. 
 


A significant area of research and 
development, in which the Nationwide 
Public Safety Broadband Network could 
leverage commercial advancements is single 
sign-on technologies.  The Textron Systems 
team recommends users have one user 
credential to sign into any part of the 
Nationwide Public Safety Broadband 
Network and let backend services handle 
authenticating that user with various 
databases, applications and networks within 
the system or its affiliates.  Such a single 
sign on makes the network and its 
applications much more usable and 
accessible.  It makes users more productive 
and lets them focus on getting the job done. 
 


Best Practices 


Access control best practices for Nationwide 
Public Safety Broadband Network can be 
found by examining technologies such as 
OAuth and OpenID protocols.  OAuth is a 
simple way to publish and interact with 
protected data.  OpenID is an open 
standard that describes how users can 
be authenticated in a decentralized manner, 
obviating the need for services to provide 
their own ad hoc systems and allowing users 
to consolidate their digital identities. Though 
the protocols are in some ways mutually 
exclusive technologies, they are made to 
work well together and may solve 
Nationwide Public Safety Broadband 
Network specific problems, making the 
network easier to use. 
 


Current Offering 
From a hardware perspective, the xMax 
network employs AAA functionality to 
authorize and authenticate network users 
and infrastructure. 
 


From a software perspective the Textron 
Systems team recommends the use of a 
centralized user authentication service with 
a standardized mechanism for storing and 
accessing authentication information.  An 
example is the Lightweight Directory 
Access Protocol (LDAP), for which there 
are several open source and commercial 
options.  Building upon this foundation, 
there are two aspects of access control that 
Nationwide Public Safety Broadband 
Network should consider: role based access 
and federated search. 
 


For user role based access to applications 
and data, middleware services can talk to the 
LDAP, or similar, servers and then facilitate 
authentication of users at the application and 
device layers.  Beyond simply authenticating 
the users, middleware services can facilitate 
Role Based Access Control (RBAC), which 
enables administrators to control a user’s 
access to enterprise data and specific 


Textron Systems recommends users 
have one user credential to sign into any 
part of the Nationwide Public Safety 
Broadband Network. 
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application features based on assigned roles.  
This capability protects the enterprise’s 
resources from either malicious or 
accidental insider threats.  It also ensures 
that sensitive data access and very powerful 
privileges are not granted to users who do 
not have the technical or organizational 
knowledge to weld them.  The Textron 
Systems team has built this type of RBAC 
into its Cloudwave™ Framework and InSite 
products. 
 


Middleware services can also provide a 
federated search capability for the myriad 
law enforcement and public safety 
databases.  Results are obtained from those 
data sources and shared with users who have 
authorization to access specific databases.  
By providing a middleware solution, the 
system removes the burden from the user 
remembering credentials and search 
procedures for every database that is 
accessed.  Instead, one set of user 
credentials, the one they use each day to log 
into their work computer or their smart 
phone, can give them access to any database 
for which their user account is approved.  
The Cloudwave™ Framework employs 
middleware search services that support 
federation of searches and collection of 
results to a single user based on his/her one 
user login to the Cloudwave™ system. 


1.4 Affordability / Commercial 
Alignment 


1.4.1 Compatibility with Commercial 
Infrastructure 


The RFI defines compatibility with 
commercial infrastructure as the utilization 


of a variety of commercial services when 
public safety is in areas not covered by the 
public safety broadband network.  
 


Assessment of Importance 
The Textron Systems team believes 
compatibility with commercial infrastructure 
to be a very important aspect of the 
Nationwide Public Safety Broadband 
Network. 
 


Existing Gaps/Possible R&D/Challenges 
A current technology gap that may prevent 
the full realization of compatibility with 
commercial infrastructure is the creation and 
adoption of devices that support P25, 
military and cellular protocols is non-
existent even though vendors build most of 
the devices. This topic can be handled via 
policy and procedure mandates. The 
technology is currently available. 
 


Current Offering 
One of the components of the xMax system 
is the xMod. The xMod connects WiFi 
devices to the xMax network. All of the 
laptops and smart phones currently in use by 
the public safety agencies that are equipped 
with WiFi will be able to work with the 
xMax network unmodified. Different 
agencies can use the xMax network as long 
as the devices support WiFi. Since the 
system is all IP and uses existing 
smartphones and laptops as subscriber 
devices, many off the shelf applications like 
push to talk and position location are already 
available. 


1.4.2 Network Sharing 


According to the RFI, network sharing is the 
shared use of infrastructure between 
commercial and public safety users.  
 


Assessment of Importance 


Different agencies can use the xMax 
network as long as the devices support 
WiFi. 


With xMod, all of the laptops and smart 
phones currently in use by the public 
safety agencies that are equipped with 
WiFi will be able to work with the xMax 
network unmodified. 
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The Textron Systems team believes network 
sharing to be a very important aspect of the 
Nationwide Public Safety Broadband 
Network. 
 


Existing Gaps/Possible R&D/Challenges 
A current technology gap that may prevent 
the full realization of network sharing is the 
bridging of devices that support many-to-
many protocols. 
 


Current Offering 
One of the components of the xMax system 
is the xMod. The xMod is a portable or 
mobile installed device that connects to the 
xMax wireless network, and then forms a 
WiFi hotspot in and around the mobile or 
remote location for access by any and all 
COTS WiFi enabled devices. All of the 
laptops and smart phones currently in use by 
the public safety agencies that are equipped 
with WiFi will be able to work with the 
xMax network unmodified. Different 
agencies can use the xMax network as long 
as the devices support WiFi. Since the 
system is all IP and uses existing 
smartphones and laptops as subscriber 
devices, many off the shelf applications like 
push to talk and position location are already 
available 


1.4.3 Scalability 


In the context of the RFI, scalability is the 
ability of a system, network, or process to 
handle growing amounts of work in a 
graceful manner or its ability to be enlarged 
to accommodate that growth. For the 
Nationwide Public Safety Broadband 
Network one should consider both the 
hardware and software aspects of system 
scalability. 
 


Assessment of Importance 
The Textron Systems team considers 
scalability to be a necessary feature for the 
Nationwide Public Safety Broadband 
Network.  An essential aspect of a network’s 


scalability is the ability of the application 
and data layers to meet fluctuations in the 
demand.   
 


 
Existing Gaps/Possible R&D/Challenges 
Scalability of networks, data layers and 
applications is typically considered a 
“solved problem” for many general cases.  
The challenge is in implementing scalability 
for a particular system’s requirements and 
expected operating environment.  Where the 
Textron Systems team sees a significant 
need for research and development is the 
scalability of networks, data layers and 
applications in austere communications 
environments. 
 


Environments at the edges of the network 
may have intermittent connectivity due to 
destroyed, impeded, or absent pieces of 
network infrastructure.  It is these types of 
environments, where the Textron Systems 
team has exercised and demonstrated its 
technologies, which have exposed the 
biggest challenges to scalability and the 
largest opportunity for innovation.   
 


For example, the following questions must 
be answered. How does a remote system 
replicate its data upwards to central data 
storage and computing warehouses when the 
bandwidth from the remote site back to 
those central sites is extremely limited?  
How should computing and network 
resources be best deployed down to the 
network’s edge to meet high demands in 
concentrated areas of disaster response when 
the network has been negatively impacted 
by the disaster or was sparse to begin with?  
These hardware and software scalability 
issues are not well addressed when one 


The Textron Systems team’s Open 
API/Cloud based approach is a direct 
response to the Government’s need to 
have scalable and open solutions that 
can be quickly adapted to meet the 
mission needs. 







                               Dissemination subject to the restrictions stated in the Disclosure Policy of this document. 16 


UNCLASSIFIED 


considers the current landscape of cloud 
computing and data storage providers. 
 


Lastly, an area of research to consider is the 
use of cognitive network equipment to 
increase scalability. 
 


Best Practices 
First, a best practice for scalability is to 
utilize networks that can take advantage of 
more of the spectrum in a cognitive manner 
when needed. 
 


Second, the team recommends that the 
Nationwide Public Safety Broadband 
Network consider the best practices of 
scalable solutions providers such as 
Amazon, Google or Microsoft.  Both the 
data and applications layers of any solution 
should support scalability and must be 
deployable in a commercially available 
environment such as Amazon’s EC2 cloud 
computing offerings or in secure 
Government owned and operated server 
farms.  
 


The Nationwide Public Safety Broadband 
Network should look to DoD programs such 
as DCGS Standard Cloud, RITE 3G and 
CSDA for best practices and solutions in 
bringing network capabilities and computing 
power to the edge of large networks under 
austere conditions.  These programs have 
put significant engineering hours into 
research and development to solve these 
very real problems for soldiers deployed to 
today’s battlegrounds. 
 


Current Offering 
The xMax system has no system limitations 
on the numbers of users or addresses that 
can be allocated.  The system is self 
organizing and self healing.  With over 135 
MHz of spectrum available to xMax, few 
limitations inhibit growth of the network to 
meet traffic needs. 
 


 
Figure 3. An open, extensible architecture hostable in 
the cloud allows tailoring of the system to meet 
organizational or mission requirements while reducing 
investment in new infrastructure. 


 


The Textron Systems team has learned from 
our experience on large DoD software 
programs such as DCGS-A and DCGS 
Standard Cloud (DSC), as well as our own 
research and development efforts, that 
addressing application and data layer 
scalability is just as important as ensuring 
that the network’s transport layer hardware 
and software scales well. 
 


The Textron Systems team specifically 
chose non-relational database technologies 
that have strong data replication capabilities 
for our Cloudwave™ web framework. The 
team anticipates the need to replicate data 
for disaster recovery in the event of a data 
store failures as well as the need to scale to 
handle spikes in application access to the 
data store. 
 


In addition to scaling our data layer, 
technologies were chosen and implemented 
to provide a web framework that is 
deployable in a virtualized environment.  
Furthermore, we have architected web 
services such that they can be broken apart 
and scaled horizontally by adding more 
virtualized machines running extra instances 
of specific services needed to meet 
demands. 
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This approach of granular virtualization is 
both a performance optimization and 
resource saving measure.  Instead of always 
requiring more hardware to meet 
fluctuations in demand, our services can be 
scaled virtually on existing hardware. 
 


The team has taken this scalability approach 
with its Cloudwave™ framework which 
supports web clients, mobile applications 
and 3rd Party Services.  Both the data and 
applications layers of the team’s solutions 
support scalability and could be deployed in 
a commercially available environment such 
as Amazon’s EC2 cloud computing 
offerings or in secure Government owned 
and operated server farms.  The team 
recommends that a similarly scalable and 
flexible solution be considered for the 
National Public Safety Broadband Network. 


1.4.4 Power Awareness 


The RFI states that power awareness is the 
ability of network/devices to control power 
functions. In context of the Nationwide 
Public Safety Broadband Network one must 
consider the software aspects of power 
awareness. 
 


 
Assessment of Importance  
In designing the Nationwide Public Safety 
Broadband Network, making power 
awareness a primary objective in the design 
and configuration of the network, and in the 
design and implementation of the network 
protocol is important.  However, it is equally 
or more important to consider the power 
awareness of the mobile devices that will be 
connected to that network and in the hands 
of those on the front lines. 
 


Obviously, users of mobile devices are not 
always near a power source where they can 
keep their device’s battery fully charged and 
those batteries have a finite amount of 
energy available.  Understanding this fact, it 
is critical that the software in use on the 
device be able to make smart decisions in 
controlling power functions to conserve 
battery life.  On a smart phone, the largest 
power gluttons are the screen, wireless 
radio, GPS, WiFi, and Bluetooth.  To 
maximize a device’s battery life, you must 
minimize the power draw without 
significantly compromising performance. 
 


Existing Gaps/Possible R&D/Challenges 
To maximize the power management of the 
network and applications on devices, the 
Nationwide Public Safety Broadband 
Network will need to ensure transmitters and 
receivers are fully powered when they are 
actively sending/receiving and are powered 
appropriately when they are not.  Current 
technologies perform poorly on this task and 
there is room for improvement. 
 


For devices, the Nationwide Public Safety 
Broadband Network should investigate 
Energy-Minimizing Idle Listening (E-MiLi) 
to reduce the power usage by devices when 
not actively sending or receiving 
information. 
 


The Nationwide Public Safety Broadband 
Network could also face the challenge of 
quantifying a goal for power awareness.  
Simply stating that power awareness is 
considered in the design is easy, but proving 
design choices were effective in improving 
the power usage of the device may be 
difficult. 
 


Current Offering 
The xMax network components can change 
output power based on network situational 
awareness. Power is reduced and increased 
for optimum transmission of data and 


Recognizing the significant importance 
of size, weight, and power management, 
the InSite solution offers numerous 
settings to assist in optimizing power 
usage. 
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minimal self interference in changing 
network conditions. 
 


In the mobile device application InSite, the 
Textron Systems team has taken steps to 
encode smart decision-making abilities in 
the software regarding power consumption.  
For instance, when the screen is turned off 
or the application is not in focus, the GPS 
turns off to conserve battery life.  
Additionally, the applications make smart 
decisions regarding the transmission of data 
over the cellular radio by following a 
configurable schedule with exceptions built 
in to accommodate time-critical 
transmissions. 


1.4.5 Standardized Common Interfaces 


According to the RFI, standardized common 
interfaces are the protocols, APIs, 
application platforms, radio capabilities, etc. 
that allow for competitive provisioning 
within the network. In context of the 
Nationwide Public Safety Broadband 
Network one must consider the software 
aspects of standardized common interfaces. 
 


 
Assessment of Importance  
The Textron Systems team considers 
standardized common interfaces and 
platforms an essential key to the success of 
the Nationwide Public Safety Broadband 
Network’s initial implementation and its 
continual innovation. 
 


Existing Gaps/Possible R&D/Challenges 
Open and common standards will be a 
challenge for Nationwide Public Safety 
Broadband Network in selecting or creating 
them and in continuing to foster innovation 
while maintaining standards.  The use of 


standards is an area that deserves substantial 
up front attention at policy making levels as 
well as in engineering research and 
development.  Our team recommends the 
Nationwide Public Safety Broadband 
Network leadership look to commercial 
examples and consider outright adoption 
versus creating specialized Nationwide 
Public Safety Broadband Network versions.  
A case in point, Textron Systems has chosen 
the Google™ Android operating system as 
our primary mobile application development 
platform for two reasons.  First and foremost 
was the ease and availability of our 
engineering teams to implement cutting 
edge solutions on a variety of hardware 
platforms on the more open Android 
development platform versus Apple’s iOS 
and Microsoft’s Windows™ Mobile.  
Second was the surge in momentum of 
Android in the commercial sector as well as 
in the DoD research and development 
community.  This is an example of how a 
more open and available solution has shown 
its value compared to more controlled and 
closed competing technologies. 
 


Best Practices 
The team recommends that the Nationwide 
Public Safety Broadband Network look to 
commercial and open source examples such 
as Google’s™ Android, the LDAP, OAuth 
and OpenID protocols.  Adopting data 
models such as the National Information 
Exchange Model (NIEM) will also help 
because many systems can already exchange 
data in this format.  The Textron Systems 
team recommends that the Nationwide 
Public Safety Broadband Network create 
new standards only when absolutely 
necessary or when current standards simply 
will not suffice.  Finally, the team 
recommends that technology vendors be 
required to provide open standards, APIs 
and platforms so other vendors can innovate 
upon current offerings to provide new 


Overwatch recommends Nationwide 
Public Safety Broadband Network 
leadership consider adopting 
commercial standards rather than 
creating new standards. 
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features and technology breakthroughs.  By 
doing so the playing field is leveled for large 
and small providers to bring their ideas to 
fruition for the benefit of the Nationwide 
Public Safety Broadband Network end users. 
 


Current Offering 
The xMax system is based on many standard 
interfaces and protocols. The network 
supports IP communications. WiFi is a 
supported access protocol. Ethernet and 
Fiber are defined network interfaces. 
 


The Textron Systems team has developed an 
open API for the Cloudwave™ Framework 
and we have experienced the benefits of 
opening up our API to others for 
collaboration.  By making the API the 
standard for interfacing to the Cloudwave™ 
Framework and being willing to share it 
freely with partners, the ease and success of 
integration efforts increased dramatically.  
The team has integrated new applications 
and technologies in preparation for large 
demonstrations, such as in the Army 
exercise Empire Challenge, in a matter of a 
few weeks from initial discussions to 
integrated capabilities. 
 


This example shows how important 
standardized and common interfaces are to 
the successful and efficient integration of 
new technologies. The Textron Systems 
team strongly encourages the Nationwide 
Public Safety Broadband Network 
procurement leaders to advocate for, and 
require, standardized and open interfaces 
and platforms.  Technology providers must 
be willing to share interface specifications 
freely and the Nationwide Public Safety 
Broadband Network leadership needs to 
encourage new innovation by making those 
standards available to current and potential 
technology providers. 


1.4.6 Uniform, Universal Access 


In the context of the RFI, uniform, universal 
access is the ability of the system to enable 
access to the network and data from 
anywhere at any time through any device. 
For the Nationwide Public Safety 
Broadband Network one must consider both 
the hardware and software aspects of 
uniform, universal access. 
 


 
 


Assessment of Importance  
When creating a nationwide network 
intended to be accessed by a wide variety of 
people, programs, and organizations, it is 
essential that those clients have uniform and 
universal access to the network and the 
services it provides. 
 


Existing Gaps/Possible R&D/Challenges 
A large gap is that public safety devices are 
vendor specific and don't interoperate or 
provide a method for interoperation. 
 


Another gap that may exist is the ability of 
the existing systems and data stores to 
expose web services for others to consume.  
The creation of web services would make 
the entire solution more robust and more 
likely to fulfill its full potential.  
 


The Textron Systems team recommends 
analyzing the existing systems, applications, 
and data stores to get an idea of the level of 
effort required to support a web service 
approach.  
 


Since the many clients accessing the 
network will likely have differing end-goals 
in mind, offering a complete set of web 
services that will satisfy all customers will


Textron Systems recommends a cloud-
based web service approach to access 
data and services. 
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Figure 4. Using web services opens data and services to a variety of client platforms.


 


be challenging, if not impossible.  
Therefore, it will be important to identify the 
core services and features that will appeal to 
most clients and make those the focus of 
activity. 
 


The desire to access data anywhere at any 
time begs for a web services approach 
(Figure 4).  By using web services, the 
Nationwide Public Safety Broadband 
Network will reap the benefits of application 
and data integration, technology flexibility, 
and code re-use, which all lead to lower 
cost. 
 


First, web services allow for seamless 
application and data integration by utilizing 
a common HTTP or XML protocol.  Using a 
common application data transport protocol 
allows disparate applications to share data 
without explicit knowledge of 
implementation or data format.  
Additionally, web services have the benefit 
of loose coupling, allowing those integrated 
applications to be developed in any chosen 
technology. 


 


Next, web services expose the functionality 
of existing code over the network, allowing 
other applications to access this 
functionality. Other programs are essentially 
re-using the code by using the functionality 
exposed in the web service.  This approach 
results in significant cost savings by 
removing the need to develop specific 
interfaces to connect programs and 
transforming data to share information. 
 


Current Offering 
The xMax network was designed to allow 
off the shelf smartphones, tablets and 
laptops to be used without modification. 
This is based on a common WiFi interface. 
All of these devices can access the network 
anytime. The xMax network operates in 
unlicensed bands so can be set up anywhere 
in North America. What does not exist today 
is a gateway from legacy P.25 or analog 
narrowband devices to gate them to an IP 
network. 
 


The Textron Systems team has taken the 
web service approach with its Cloudwave™ 
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product and the approach has proven to be 
highly beneficial for development and 
integration with other programs and data 
sources.  For example, the team has proven 
the ability to connect with other programs 
quickly for demonstrations and exercises 
like the Army’s Empire Challenge and NIE 
events.  Additionally, Cloudwave™ data can 
be accessed from anywhere on nearly any 
device with a network connection and when 
operating in a disconnected environment, the 
system continues to work seamlessly, re-
synching with the server once network 
connectivity is restored. 
 


2 Further Considerations 
What can be done to ensure both short- and 
long-term affordability of the network for all 
types of public safety agencies? 
 


The Textron Systems team believes an 
approach the Government can take to ensure 
short-term affordability is to emphasize the 
purchase of Common Off the Shelf (COTS) 
products and limit custom development to 
the integration of the COTS products. Based 
on the description of the Nationwide Public 
Safety Broadband Network in the RFI, it 
appears that existing COTS products should 
be able to meet many of the system 
requirements. For some COTS products, like 
the Textron Systems team’s InSite product, 
the Government has already executed tests 
(e.g.  Army Empire Challenge 2011 and the 
Army NIE) of the COTS products integrated 
into larger systems and used in simulated 
environments. The Nationwide Public 
Safety Broadband Network should take 
advantage of the information gathered from 
Government COTS evaluations and 
emphasize COTS acquisition as a way to 
reduce risk and drive down costs.  
 


An approach the Government can take to 
ensure long-term affordability is to require a 
system architecture that is open and 
emphasizes standards. This approach  
increases competition, which benefits 
Government procurement. It also 
encourages innovative technology providers 
to bring the best possible solutions to end 
users at the lowest possible costs. 
 


An approach the Government can take to 
ensure both short-termand long-term 
affordability is to leverage public and 
private cloud hosting capabilities. Many 
large cloud hosting providers are making 
private, secure cloud hosting offerings 
available to Government agencies.  Consider 
this as an integral part of the larger 
Nationwide Public Safety Broadband 
Network architecture to reduce cost and 
risk.   
 


Cost reductions should be garnered by the 
lower cost to obtain and use hosting 
resources versus the cost of a Nationwide 
Public Safety Broadband Network or 
Government built solution.  Risk reduction 
with this approach comes in two forms.  
First, there is lower risk to the Government 
by not undertaking a massive hosting 
infrastructure project and instead relying on 
commercially available products and 
services.  Second, risk is reduced by 
leveraging commercial techonology and 
experience regarding security and 
scalability.  Taking advantage of existing 
robust and reliable hosting services designed  
to resist cyber attacks and large fluctuations 
in demand instead of re-creating such a 
robust and reliable infrastructure from the 
ground up greatly reduces the Nationwide 
Public Safety Broadband Network’s risk 
exposure.   
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Figure 5. For a highly successful solution, aspects of the system beyond the transport layer, such as the application and 


data layers, should be emphasized and focused on. 


The Textron Systems team recommends that 
the Government consider building a 
survivable core of hosting services as a 
backup risk mitigation measure to reduce or 
totally prevent the loss of key services in a 
time of natural disaster or large scale cyber 
attack.  
 


A smart combination of Government owned 
and commercially provided solutions should 
strike the right balance between cost and 
risk. 
 


What network features or requirements have 
not been identified above, the lack of which 
may impair the network’s ability to 
adequately serve the needs of public safety? 
 


Based on the contents of the RFI, Textron 
Systems recommends greater focus be put 
on the software application and data layer 
solutions for the Nationwide Public Safety 
Broadband Network. From our experience 
with Government field tests, the application 


and data layer solutions are as important as 
the transport layer. Example application and 
data layer requirements can be derived from 
the solution described in Appendix A. 


3 Conclusion 


The Textron Systems team has provided the 
U.S. DoC NIST a variety of inputs on the 
possible features of a new nationwide 
interoperable public safety network. These 
inputs are based on experience obtained in 
Government events such as the Army EC 
2011 and Army NIE, which included tests of 
similar network solutions in stressful 
physical and network environments. The 
Textron Systems team stands ready to offer 
further input and solutions to make the 
Nationwide Public Safety Broadband 
Network a success. 
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Appendix A. The Textron 
Systems Team Solution 


Based upon our discussions with First 
Responders, most of the problems they 
encounter occur in an interrelated 
environment, whether during an actual 
emergency or during the preparation and 
training for the potential emergency. The 
crisis faced by the first responder never just 
involves a single discipline. Whether it is a 
coordinated response of fire, police, and 
medical aid or the critical response to an 
active shooter scenario at a school or even a 
Sheriff’s office response to a search and 
rescue operation…all occur and interact 
with multiple systems.  
 


Our belief is that if we are dealing with a 
systems problem, then a systems thinking 
mindset is required for its solution.  A 
supporting technology that fosters 
collaboration as its primary importance is 
needed. If our goal is shared commitment 
then shared awareness and understanding 
must be present first. If this is the case, then 
the formation of shared awareness and 
understanding must allow for complexity 
and discovery during analysis.  Analysis and 
understanding must be available via a 
collaborative framework that further builds 
relationships to gain future commitment and 
trust.   
 


Smartphone collection platforms are a 
crucial first step in gaining the richness of 
data - or what we call the “what now?”- 
from all players and in the language that 


their discipline communicates in. However, 
more critical is that these technologies do 
not stop with just the collection that gives us 
needed situational awareness (SA). SWAT 
teams, hostage negotiations, ICS Unified 
commands at disasters, and gang teams 
figuring out the network, all need this but if 
one stops there we simply have rich SA. 
Decision makers need to have the “so 
what?” answered from the SA; this is the 
process of analysis. Arguably, a smartphone 
platform that feeds directly and seamlessly 
into analytics is a true requirement although 
even this is still not enough. One’s 
understanding must be communicated to 
other partners and disciplines that may not 
speak the same  
 


 
Figure 6. The Textron team offers a systematic 
approach to addressing the operations and intelligence 
convergence model. 


language or “cop/fire speak.” The ability to 
view data via multiple visualizations so that 
the police criminal intelligence officer 
looking at a nodal depiction is able to then 
turn around and present his conclusions on a 
map to the DHS and fire responder on the 
scene who then in turn uses a timeline to 
brief a decision maker creates true shared 
understanding…the critical first step in 
“Wicked Problem” theory in gaining shared 
commitment.  
 


Taken further, rich visualization can allow 
decision makers to try out their “what if?“ 


The convergence of operations with 
intelligence (the Ops Intel Convergence 
Model) is critical to the success of 
public safety broadband network users. 
 
The system must enable answering the 
questions, “what now?”, “so what?”, 
“what if?”, and “now what?” 
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questions via their visualization tools, 
allowing them to move to modeling, much 
the same way Recognition Primed Decision 
modeling decision makers work. Ultimately 
this systems approach allows the decision 
maker to move to the “now what?” question. 
The decision can be made in a collaborative 
environment with ownership and 
transparency. Textron has adopted a systems 
approach from the beginning and most 
importantly sees the smartphone collection 
platform as a contributor to the process of 
turning knowledge to action, not an endpoint 
in and of itself. 
 


The Textron Systems team solution is 
focused on being a secure, reliable, 
collaborative communications system that 
provides situational awareness combined 
with the rich analytic capabilities needed to 
support rapid responses to complex natural 
and man-made emergencies.  
 


At the edge of the crisis, handheld and 
mobile device technologies will enable 
civil/federal First Responders to more 
effectively react to and manage missions, 
tactical emergencies and every day 
communication needs. The system provides 
responders and every day user’s access to 
advanced analytical, collaborative and 
investigative tools via their smartphone 
devices; greatly enhancing situational 
awareness and understanding; tactical 
engagement and the investigative process. 
Using advanced mobile network technology 
and application enabled smartphone devices 
and tablets, users can receive and gather 
information about a specific mission or 
emergency as it occurs in real time, respond 
to events with critical data provided to their 
mobile devices, and manage the 


investigative process with command and 
control centers and other investigative 
support groups.   
 


The proposed solution connects the 
emergency responder to other members of 
their team, to the incident commander and 
even to investigators and analysts at regional 
Fusion Centers or other support 
organizations.  From a handheld device or 
tablet based mobile command application a 
user has access to unprecedented near real 
time situational awareness as well as a 
means to collect and report information 
which becomes available to any user 
connected to the system. 
 


The current system includes a cloud-based 
suite of middleware, operational portals, 
analytic applications and handheld 
applications designed to operate on existing 
server and client hardware and within 
existing communications infrastructures.  It 
offers an open development API to allow 
customers and 3rd party developers to 
rapidly create new applications, facilitating 
real time information sharing with other 
information systems and tools, to ensure 
continued and cost effective relevance as the 
surrounding mission and system 
environment evolves. 
 


Considerations included in the solution 
include the following attributes. 


 Distributed Operations 
 Data Security 
 Secure Cellular Transport Layer 
 Middleware Framework 
 Smart Phone Common Operating 


Picture 
 Operations Portal 
 Full Motion Video 
 Analytics and Fusion 
 Structured Data Mining 
 


 


The Textron Systems team brings a 
mature, tested integrated solution in 
support of the Government’s Public 
Safety network needs. 
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Distributed Operations 


A key to effective emergency management 
is information sharing between responders 
operating at the scene, incident commands 
and regional or national command centers.  
 


Textron’s solution provides access to 
information anywhere on the network from 
any device (Figure 1, Figure 7).  
Synchronization between mobile command 
centers and fixed sites provides an 
aggregate, near-real time view of ongoing 
operations including the ability to manage 
multiple, concurrent operations.  Analysts at 
Fusion Centers can access this information 
through a federated search provided by 
analysis systems.  All incident data can be 
exposed through web based portals, which 
can be made accessible anywhere on private 
or public networks. 


 


Data Security 


Textron’s mobile, desktop and web service 
products provide multiple layers of security. 
Role Based Access Control (RBAC) enables 
system administrators to control a user’s 
access to enterprise data and specific 
application features based on his/her 
assigned role. This protects the enterprise’s 
resources from either malicious or 
accidental insider threats.  It also ensures 
that sensitive data access and very powerful 
privileges are not granted to users who do 
not have the technical or organizational 
knowledge to wield them. 
 


A second layer of defense is the encryption 
of data during transmission.  Overwatch’s 
products support Secure Sockets Layer


 


Figure 7. Distributed Common Operating Picture - Information is accessible anywhere on the network. 
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The Textron Systems team’s solution 
offers a highly secure solution that is 
easily accessible by a large user 
community. 


The Textron Systems team’s solution 
enhances distributed operations by 
creating a secure, collaborative, and 
reliable environment for operation 
management and understanding. 
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 (SSL) encryption of web based traffic.  This 
protects data transmitted between web 
servers and desktop or mobile clients from 
being intercepted and used for malicious 
purposes.  A third layer of protection is 
provided by encrypting data-at-rest.  When 
data is stored to a hard drive on a computer 
or flash memory on a smart phone, the 
storage process also encrypts the data.  If the 
device were to fall into the wrong hands, the 
data would be very hard to retrieve and 
access.  Overwatch is also doing active 
research and development of sophisticated 
data-at-rest encryption technologies in 
which the actual data is aware of its 
environment and will not allow itself to be 
accessed in unknown or un-trusted 
environments or to un-trusted users.  The 
current implementation includes SSL, AES 
256 encryption accessed via user log-in on 
the handhelds and the admin console.  InSite 
can provide higher levels of encryption such 
as Suite B should that be required. 
 


Secure Cellular Transport Layer: 
xMax™ 


Developed by xG Technologies, this product 
provides a low-cost, cellular capability that 
operates dynamic spectrum access with a 
cognitive radio capability. This will allow 
the use of any smart phone or WiFi enabled 
device (laptop, tablet, etc.) to operate 
outside the commercial spectrum. The xMax 
cognitive radio cellular system from xG 
Technology represents a complete, scalable 
mobile wideband solution that is capable of 


supporting a wide range of smartphones, 
tablets, netbooks and other end-user devices. 
The coverage and capacity of the network 
can be tailored to the market and business 
model at hand and can be rapidly 
reconfigured to support new or expanded 
applications or territories.  The system has 
been deployed and demonstrated in 
disparate settings including a military 
environment at Fort Bliss and at rural 
cellular operator sites in Florida and 
Arkansas. This flexibility to serve disparate 
markets stems from xG Technology’s 
affordable and rapidly deployable all-IP 
architecture. While xMax incorporates 
several state-of-the-art and proprietary 
technologies such as dynamic spectrum 
access and multi-spatial interference 
mitigation, it also leverages COTS end user 
devices including 3G and 4G smartphones, 
tablets, netbooks, etc. These advanced 
features increase operational and 
deployment flexibility while also improving 
the utilization of scarce spectrum resources. 
xMax’s cognitive networking technology is 
frequency agnostic and can be adapted to a 
wide array of TV white spaces, unlicensed 
and licensed frequency bands. The xMax 
system’s cognitive networking capability 
allows it to dynamically access and optimize 
available spectrum resources, while also 
enabling it to optimize its own RF plan. 
Future software releases will enable an 
automatically self-organizing network 
(SON) in direct support of xMax’s operation 
as a mobile ad hoc network (MANET and 
MESH).  Finally, its end-to-end IP network 
architecture supports mobile voice, 
wideband data, real time video, chat and 
other apps over a single integrated network, 
unlike typical 3G and 4G networks which 


xMax affords a deployable, mobile 
means of operating within existing 
commercial spectrums, in an 
unobtrusive manner, without the need of 
laborious authorizations with an 
approach that is highly resistant to 
compromise and jamming. 
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Figure 8. Cloudwave™ Middleware Framework – Provides the middleware services and libraries to necessary to develop, 
deploy, and maintain relevant hand held applications.


require separate voice and data network 
equipment and transport layers. 
 


Middleware Framework:  Cloudwave ™ 


Developed by Overwatch, the Cloudwave™ 
middleware framework (Figure 8)  is a 
software service, able to reside within spare 
space on an existing, network connected 
computer that links mobile devices to 
capabilities and services such as messaging, 
image and video services, map services, 
security and user control services, federated 
search and notification.  These services are 
exposed via an open API which allows 3rd 
party developers to build new mobile 
applications or integrate additional data 
sources into an existing Cloudwave™  
deployment rapidly and at low cost.  
Because Cloudwave™ relies upon an IP 
based protocol, it is transport layer and 


smart phone agnostic.  It can operate on any 
compliant communications system, and with 
any IP enabled smart phone to include 
Apple, Android, Windows Mobile, and 
Symbian based devices.  For incident 
planning, incident debriefs, and system 
control, Cloudwave™ can be accessed 
through the Operations Portal application – a 
thin client which includes interactive 
mapping and analysis tools. This can be 
accessed through any network enabled 
personal computer using a web browser such 
as Internet Explorer. 
 


Smart Phone Common Operating 
Picture:  InSite™  


Developed by Overwatch, the InSite system 
provides incident responders and  
  
   


The heart of the InSite solution is the 
Cloudwave™ middleware framework 
that provides an open, secure, and 
collaborative environment for 
application creation and information 
distribution. 


The InSite Smart Phone COP app 
provides unequaled situational 
awareness to the user at the edge in 
addition to a means for communicating 
the current situation to the rest of the 
team. 
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Figure 9. InSite COP Screen Modes – The logical and well thought out screen modes are intuitive and simple to master.


commanders with fused information that is 
populated to form a critical and more 
relevant common operating picture (COP). 
This provides the users greatly enhanced 
situational awareness and situational 
understanding whenever needed and 
wherever they are located. InSite provides 
handheld capabilities for collecting, 
reporting and communicating mission 
critical geo-referenced information (video, 
reports, photos and more) between the 
emergency management personnel, incident 
command centers and existing emergency 
management systems. 
 


The InSite system provides an open 
architecture environment that may be 
rapidly and continuously updated and 
improved through third party application 
development and deployment.   
 


InSite supports integration with external 
data sources and feeds and can provide a 
single interface to data from existing 
emergency management systems (such as 
UCIDS compliant services) as well as live 
operational data. 
 


The InSite handheld app (Figure 9) is an 
extremely useful communications, reporting, 


and assessment tool. This app is intuitive 
and easy to use by either the experienced 
smartphone user or the new to smartphone 
user and offers a number of relevant and 
critical functions. 
 
 InSite provides a Common Operating Picture 


through integrated mapping capabilities.  The 
app utilizes a number of sensors on the 
handheld (e.g. compass, accelerometer, GPS, 
3G cell service, and camera) to present the 
user with existing information within his/her 
area of interest.  Both the user’s position and 
the positions of known other entities and other 
members of the team are displayed in a geo-
rectified manner on the handheld’s Map and 
Augmented Reality modes.   


 InSite supports data collection and reporting.  
The app utilizes the on-board sensors (e.g. the 
keypad, camera, microphone, GPS, 3G cell 
service, and video) to collect information the 
user wishes to report in a simple data input 
form.  All reports are correlated with the 
author and the physical location of the report 
and may include attached pictures, audio, 
and/or video files. 


 InSite is a communications tool.  InSite 
continuously reports and displays the position 
of the handheld and displays that, along with 
the positions of the rest of the team in near 
real time.  Everyone in the team can “see” 
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where the rest of the team members are 
positioned.  As reports are generated within 
the user’s operational area, by the team, the 
Administrator, or users of other emergency 
management systems; they appear on the 
team’s handhelds.  Displayed reports and 
capabilities on each phone can be adjusted to 
support security and role requirements, as 
appropriate to the users and the mission. 


 


InSite presents this information to the user 
in 4 screen modes: 
 


Screen 
Modes 


Description 


Augmented 
Reality (AR) 
View 


Relevant objects in the user’s defined 
area of interest are overlaid in real time 
onto the phone’s camera video image. 
The affect is to “augment” the 
responder’s ability to visualize his 
environment.  


Map View A classic “look down” map view. It is a 
two dimensional map depiction of 
entities. The Map view is filtered based 
each user’s defined area of interest and 
has zoom capability. 


List View The user can see a list of all of the 
entities within his/her area of interest. 
The user can sort and filter the list to find 
specific entities.  The user can also 
select items on the list and drill down 
into a particular entity to see a 
compilation or mash-up of data on an 
object in one easy to read narrative 
format. 


Spot Report Provides a very simple report capability 
that allows the user to report on an entity 
with images and text. 


 


Operations Portal  


 
 


During an emergency, information surfaces 
from unexpected sources and circulates 
organically. This poses a challenge to those 
who are dealing with the effects of a disaster 


and trying to stay aware of new 
developments. These individuals, be they 
municipal officials or citizens, seek out new 
sources of information and the innovative 
capabilities the local population create to 
address the situation. There is naturally a 
higher level of information duplication, 
which drives the need to have the proper 
context surrounding incoming information. 
This context is often provided by showing 
the location of information on maps and 
providing context of the timeliness of 
information.  The Cloudwave™ portal is a 
solution that supports the entire lifecycle of 
information management in emergency 
situations to include: the collection of 
information from myriad sources; 
appropriate visualization of information; 
correlation of duplicated information; and 
dissemination to various products, 
platforms, and types of users.  
 


The key requirement for any system used in 
an emergency environment is that it must be 
an open architecture to be extensible and 
benefit from the future innovations of other 
vendors and citizens.  Additionally, it must 
use open standards to lower the barriers to 
information distribution.  The Cloudwave 
portal provides an interactive map indicating 
regions of interest during a disaster. This 
feature allows officials to interactively 
specify regions on a map to communicate 
evacuation zones, flood damage areas, 
current active fires, etc. These areas can then 
be reviewed on InSite mobile devices, as 
well as on command center COPs such as 
Ringtail’s CTV. When an active region is 
clicked or tapped, operators can review and 
update the latest information on that specific 
region. These regions are stored as a series 
of coordinates, which can be edited 
individually or graphically adjusted on the 
current map.  As the disaster evolves, maps 
are updated based on the latest aerial or 
satellite imagery. Map layers can be added 


The InSite Operations Portal provides 
the command center staff a thin client 
capable of monitoring the user’s 
location and reports as well as 
communicating higher level command 
and intelligence down to the users at the 
edge. 
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to enable users to find all necessary 
information in one interface. Additional map 
layers could include current weather radar, 
rainfall distribution or traffic congestion. 
This layered imagery can be linked to a 
dynamically updated source on the Internet 
(NOAA, for example).    
 


An example of real-world use of social 
media resources during emergency 
responses occurred during the recent 
wildfires in Central Texas: 
 


 Residents of Steiner Ranch near Austin used a 
Facebook group, Steiner Ranch Social 
Committee, to disseminate information, 
pictures, POCs, and coordinate volunteer 
efforts and donations. 


 A citizen created a shared public map in 
Google Maps which showed the status of 
various regions based on reports from the fire 
department/police scanner streaming feed. 


 A citizen flew overhead to take pictures of the 
disaster area and posted them on Facebook. 
This provided families the 
confirmation/closure they needed if their 
homes were destroyed so they could prepare 
for the next step of their life. 


 A citizen posted pictures of houses burning as 
historical information when there were still 
active fires. Without the context of time, this 
can spread misinformation. 


 Police were talking with people 1-on-1 to 
spread information on road access and details 
of which lanes were open. 


 


Full Motion Video 


Cloudwave™ offers access to Full Motion 
Video (FMV) feeds from multiple 
application interfaces. Streaming video 
feeds from Internet Protocol (IP) based 
video cameras can be accessed from 
handheld apps (such as InSite), web based 
applications and desktop applications.   
 


 An example of this integrated video 
capability was demonstrated this year at the 
Army exercise Empire Challenge 2011 
(EC11).  In collaboration with AAI, 
Overwatch provided the capability to view 
live Unmanned Aerial Vehicle (UAV) FMV 
streams via Android based smart phones and 
desktop or web client applications. Soldiers 
at EC11 found the increased situation 
understanding provided by real-time 
overhead aerial video streams a game- 
changer.  By collaborating on what they saw 
in the video feeds with their command post 
team members, Soldiers on patrol were able 
to improve their performance from 
repeatedly being blindly ambushed in 
simulated insurgent attacks to routinely 
outsmarting and routing their opponents. 
 
This same game changing situation 
awareness can be provided to First 
Responders via the architecture described in 
Figure 10.  Feeds from law enforcement or 
national UAVs can be trans-coded and  


The InSite application allows 
instantaneous, real time access to 
existing video assets affording a large 
set of eyes that are accessible by the 
user at the edge. 







                               Dissemination subject to the restrictions stated in the Disclosure Policy of this document. 31 


UNCLASSIFIED 


 


 
Figure 10. Architecture diagram for InSite Full Motion Video (FMV) ingestion and dissemination.


hosted for smart phone or desktop viewing. 
The location and video footprints of these 
assets can be managed by Cloudwave™ 
services and in turn provided to client smart 
phones and desktop applications.  To the end 
user it is as simple as selecting an icon on a 
map depicting the location of a UAV and 
clicking a hyperlink to view the UAV’s real-
time feed.  Integrating IP based surveillance 
cameras is even easier.  The location 
information about the camera along with its 
IP address is automatically captured and this 
information is provided to desktop and 
smartphone users.  Much like the UAV 
example above, they select the icon denoting 
a camera on a map and click a hyperlink to 
view the camera’s real-time video feed. 
 


Analytics and Fusion:  IMPACT  
Developed by Overwatch, the Intelligence 
Monitoring, Pattern Analysis and Collection 
Toolkit, or IMPACT, facilitates analytic 
investigation, organization, collaboration 
and contextual understanding of 
information, in order to create actionable 
intelligence. Using IMPACT software, 


investigators and analysts are able to quickly 
and easily identify and understand complex 
connections, relationships, patterns and 
trends that underlie criminal and terrorist 
activity. 
 


 
 


IMPACT’s field-proven features include 
advanced search, data discovery and 
collection, case management, alert and area 
of interest management, geospatial tools and 
analytical tools.  IMPACT’s strengths 
include searches against multiple disparate 
data sources, and visualization tools that are 
intrinsically joined to all underlying data so 
the user does not have to constantly update 
views during analysis.   
 


The strengths of IMPACT are: 
 


The Textron Systems team recognizes 
that creating many new sensors (i.e. 
smart phones) in large applications will 
result in huge amounts of data.  
Overwatch is an industry leader in 
turning volumes of data into 
understandable information through 
advanced analytics and data fusion. 
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 Deployed to analyst cells within individual 
public safety departments or dedicated fusion 
centers IMPACT can provide Cloudwave™ 
subscribers with relevant information to 
support ongoing operations.  


 Allows multiple users to collaborate and 
conduct intelligence functions in Fusion 
Centers or in dispersed locations in response 
to national, regional, and local emergencies. 


 Data model is compliant with NIEM 
(National Information Exchange Model) 
standards and ensures compatibility with 
multiple databases including the FBI’s N-
Dex, National Crime Information Center, 
Lexus Nexus, Clear, and other NIEM 
compatible databases and applications. 


 Includes the 18 components of the 
Department of Homeland Security’s Critical 
Infrastructure List.  


 Facilitates national, regional, and local data 
sharing over multiple networks to ensure 
access to raw data and finished intelligence 
products. 


 Provides multi-level access controls for data 
to be secured and accessed by only those 
individuals with the authority and need to 
know. 


 Integrates various multimedia formats into its 
databases, allowing analysts to add and 
analyze images, documents, videos, and 
various other recordings. 


 Provides mapping capabilities supporting 
ESRI’s ArcGIS and Google Earth. 


 


Structured Data Mining 
TAP™ is an application developed by Aptus 
Technologies, a rapidly growing Veteran 
Owned Small Business providing tactical 
data analytics solutions in the Military, Law 
Enforcement and Corporate Security fields.  
Their products are currently being used by 
an Interagency Agency Task Force fighting 
drug trafficking on the southern border of 


the United States and integrated into the 
most advanced C4ISR solutions currently 
fielded. Their products have been endorsed 
by the United States Army Special Forces 
Intelligence School and the United States 
Army Intelligence Center of Excellence 
because they address the real requirements 
of data fusion and analysis at the tactical 
edge.  The Threat Act Program or TAP™ is 
a massive collaborative intelligence 
application described as a “threat mining” 
tool.  It is an assistive technology that 
visualizes “threats” from a variety of data 
sources (including direct reporting, locally 
stored files, emails, mIRC chat, etc.).  
 


The strengths of TAP™ are: 
 


 Rapid tactical and operational relevance of 
reporting from Citizen Reporting, incident 
report, CA Dispatch, fusion center reporting, 
officer and investigator reporting, social 
media, RSS and other news feeds and more. 


 Capture free text reports and information from 
the field in real time. 


 Intuitive data visualization – dynamic 3D Tag 
Cloud. 


 “Threat Mass” Simple AI algorithms enable 
rapid info access. 


 Back-end brain “learns” from users and gets 
“smarter.” 


The Textron Systems team includes the 
talents of Aptus who are industry 
experts in tools that allow the command 
staff to quickly search large, complex 
unstructured data stores and simply 
visualize the results in an intuitive, 
uncomplicated form.  
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To: Mr. Dereck Orr 
 NIST Office of Law Enforcement Standards 
 325 Broadway 
 Boulder, CO 80305 
 Phone: 303.497.5400 
 
From:  Kevin K. Gifford, Ph.D. 
 University of Colorado, BioServe Space Technologies 
 Engineering Center Rm. ECAE-1B08 
 Boulder, CO 80309-0429 
 Phone: 303.492.0299 
 
Re:  NIST Nationwide Public Safety Broadband Network RFI 
 
Date:  October 10, 2011 
 
Dear Dereck – 
 
Following, please find responses from CU-Boulder BioServe Space Technologies, in regards to 
the Department of Commerce National Institute of Standards RFI for Research and Development 
Priorities for Desirable Features of a Nationwide Public Safety Broadband Network (PSBN) 
[Docket No.: 110727437-1433-01] 
 
Responses are provided as requested in the RFI.  Importantly, I wish to highlight two primary 
focus areas that we at CU-Boulder would suggest as strong candidates for future R&D activities 
in support of an operational PSBN: 
 


1. Disruption Tolerant Networking for PSBN “off-network” operations where no 
communication infrastructure to the back haul network exists – this is not an uncommon 
search and rescue scenario. 


 
2. Development of an information-sharing system (middleware) to enable the utilization of 


Public Safety information across disparate data producers and heterogeneous networks.  
This second feature recommendation is the most crucial missing feature from the current 
PSBN system in our opinion.  Importantly, the development and utilization of a 
standards-based PSBN “middleware” will, in addition to enabling a truly unified Public 
Safety network, provide a transition pathway for the current extremely disparate multi-
jurisdictional communications devices to the new PSBN.  This capability protects the 
multi-billion dollar prior investment in legacy systems and enables a flexible, stage-wise 
transition to the PSBN for the awesome future. 


 
 
Sincerely, 


Kevin K. Gifford 
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Problem Statement:  A candidate problem 
statement for the nationwide Public Safety 
Broadband Network (PSBN) is: the PSBN 
shall provide the future communications 
infrastructure that enables public safety 
responders to perform their duties in the 
most reliable and cost-efficient manner 
available. 
 
This (self-composed, but pragmatic) is a far-
reaching mission statement that necessitates 
several practical realities and design choices.  
Table 1 lists the U.S. Department of Justice 
Community Oriented Policing Services 
(COPS) identified public safety operational 
requirements. 
 
For these fifteen operational requirements 
there are five fundamental technology-
related capabilities that will provide the 
basis for successful, long-term, PSBN 
operation: 
 


 Bandwidth (spectrum) 
 IP networking: “thou shall be IP” 
 Open Standards 
 Commercial vendor participation 
 Independent compliance assessment  


 


 
Table 1 - COPS PSBN Operational 


Requirements 
(1) A dedicated high-quality network connection 


always available  
(2) Access to initial and updated basic incident 


information (voice and text-based incident data) 
(3) An infrastructure that is hardened and secure, 


providing a high level of system availability 
(4) Clear, stable converged voice operations: 


infrastructure-less voice, optimal quality, no 
latency 


(5) Geographic coverage that has no limitations 
within the footprint on the national PSBN 


(6) Dynamic management and control of the network 
 
(7) Interoperability, including with existing public 


safety-based systems 
(8) Ability to send and receive large amounts of 


information 
(9) A non-proprietary network based on industry 


standards 
(10) Single devices that support voice, video and data 
 
(11) Access to and from external sources 
 
(12) Easy integration with other technologies 
 
(13) Automatic management and control of the 


network 
(14) Current and future enhancements available to 


commercial consumers provided to public safety 
(15) Ability to send, receive, and process information 


from the public 


 
See COPS1 for the full U.S. Department of Justice Community Oriented Policing Services 
(COPS) report.  Following is a brief synopsis of how the fundamental technology capabilities 
directly relate to the COPS PSBN Operational Requirements: 
 


(1) A dedicated high-quality network connection always available:  Need sufficient 
bandwidth, need IP networking, need commercial infrastructure to supply network 
service. 


(2) Access to initial and updated basic incident information (voice and text-based 
incident data): Network access provided by bandwidth, IP network, and commercial 
infrastructure.  Ensure common standard for basic incident report records. 


                                                 
1  http://www/cops/usdoj.gov/files/RIC/Publications/e021111338-broadband-forum.pdf 
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(3) An infrastructure that is hardened and secure, providing a high level of system 
availability:  Leverage commercial infrastructure, leverage security services built 
upon IP standard capabilities of authentication, authorization, privacy and integrity. 


(4) Clear, stable converged voice operations: infrastructure-less voice, optimal 
quality, no latency:  Infrastructure-less voice (ad-hoc) is an IP-network provisioned 
capability, not a cellular capability; voice quality is influenced by available 
bandwidth, voice encoding, and quality of service provisioning (both an IP and 
cellular metric). 


(5) Geographic coverage that has no limitations within the footprint on the national 
PSBN:  The PSBN is utilizing commercial vendor network coverage.  More vendors 
equal more coverage.  The U.S. Government could (I would argue for “should”) 
operate it’s own separate public safety network infrastructure for back-up and “core” 
purposes. 


(6) Dynamic management and control of the network:  Commercial vendor network 
operation that will be augmented (maybe subsumed) by standard IP-network 
management services. 


(7) Interoperability, including with existing public safety-based systems:  Open 
standards, vendor-mandated participation, and compliance assessment program.  A 
fundamental capability missing from both the COPS and the PSCR feature list is that 
of information/application interoperability.  This is crucial for seamless information 
exchange and utilization.  IP is enforcing network interoperability but not 
information interoperability.  This capability should be added to the PSCR feature list 
as a requirement. 


(8) Ability to send and receive large amounts of information: Bandwidth, IP 
networks, open standards. 


(9) A non-proprietary network based on industry standards: IP network, open 
standards, compliance assessment. 


(10) Single devices that support voice, video and data (exchange):  IP networking, open 
standards, commercial vendor devices, compliance assessment for interoperability 
verification. 


(11) Access to and from external sources:  IP network with appropriate security 
provisioning. 


(12) Easy integration with other technologies:  IP networking provides the basis for 
network interoperability, open standards will facilitate integration with other (current 
and future) technologies. 


(13) Automatic management and control of the network:  Build upon / utilize the 
significant, well-tested, network management services for IP networks combined with 
cellular network management utilities. 


(14) Current and future enhancements available to commercial consumers provided 
to public safety:  Mandate to commercial vendors, open standards, IP-based 
applications from other (non public safety) market segments will be available. 


(15) Ability to send, receive, and process information from the public:  Public 
information transmission via IP, still need to provide interoperable information 
capabilities. 


 
 







   
NIST R&D Development Priorities for Public Safety Broadband Network                   Kevin K. Gifford, CU-Boulder                             
v1.25 NIST PSBN RFI Response - CU-Boulder.docx                                                    Page 3                        10/10/11          
 


As requested in the RFI, Table 2 (below) summarizes our responses to the RFI topics.  In a 
nutshell, building the PSBN on top of LTE, which includes IP networking, provides the PSBN 
the very important (crucial) advantage of leveraging the substantial IP-associated services of a 
robust network with integrated security, Quality of Service, and network management utilities. 
 
Table 2 – CU-Boulder responses to the NIST Nationwide Public Safety Broadband 
Network RFI. 
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We recommend considering two additional technologies to support the nationwide Public 
Safety Broadband Network: (1) Disruption Tolerant Networking, and (2) middleware. 
 
 
Disruption Tolerant Networking:  Radio Frequency (RF) spectrum allocation and wireless 
communications are the fundamental resources that enable Public Safety operations.  Whether 
utilizing the current Land Mobile Radio based communication infrastructure or the future 
cellular/LTE/IP communications infrastructure there will be occurrences of “off-network” or out-
of-network operations.  Some example scenarios could include: 
 


 Search and rescue operations in out-of-coverage locations and terrain 
 Public safety operations in noisy, interference, prone areas 
 Rescue operations interior to a building that prevents RF signal reception 
 Operations in a locale where, for whatever reason, the cellular/LTE-based public safety 


network is unavailable 
 
It is important to note not only the ample benefits of the Internet Protocol (IP) networks but also 
the limitations.  Successful operation of the IP protocol depends upon the following four 
communication characteristics: 


(1) An end-to-end network path must exist for the entire communications session 


(2) Retransmission based upon immediate feedback from data receivers enables effective 
recovery from errors.  The Transmission Control Protocol (TCP) depends upon low 
latency of transmission and feedback (on the order of hundreds of milliseconds) to 
function properly – it is essentially a control feedback loop.   


(3) Small transmission bit error rates (BER); large error rates in noisy wireless links break 
TCP/IP. 


(4) There are relatively consistent symmetric transmission rates between a sender and a 
receiver. 


Mobile wireless communications have the potential to violate all of the above four terrestrial 
Internet assumptions.  To overcome these limitations the Disruption Tolerant Networking (DTN) 
protocol has been developed to augment, and in some cases replace, IP.  Importantly note that 
DTN can ride on top of IP – this is an often-utilized network stack strategy. 


What is DTN?  DTN is a set of protocols that act together to enable a standardized method of 
performing store and forward communications.   DTN operates in two basic environments:  low-
propagation delay and high-propagation delay.  In a low-propagation environment such as may 
occur in near-planetary or planetary surface environments, DTN bundle agents can utilize 
underlying Internet protocols that negotiate connectivity in real-time.  In high-propagation delay 
environments such as deep space, DTN bundle agents must use other methods, such as some 
form of scheduling, to enable connectivity between the two agents. 
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The protocols that make up the DTN protocol suite are documented in the following RFCs and 
Internet Drafts: 


• RFC4838 – DTN Architecture 
• RFC5050 – Bundle Protocol Specification 
• RFC6257 – Bundle Security Protocol 
• RFC5326 – Licklider Transmission Protocol – Motivation 
• RFC5326 – Licklider Transmission Protocol – Specification 
• RFC5327 – Licklider Transmission Protocol – Security Extensions 
• draft-irtf-dtnrg-bundle-eidrefs – draft version 01 
• draft-irtf-dtnrg-cbhe – draft version 02 
• draft-irtf-dtnrg-bundle-metadata-block – draft version 03 
• draft-irtf-dtnrg-bundle-metadata-conf – draft version 01 
• draft-irtf-dtnrg-bundle-encapsulation  - draft version 05 
• draft-irtf-dtnrg-bundle-previous-hop-block  - draft version 07 
• draft-irtf-dtnrg-bundle-retrans-block  - draft version 05 
• draft-lindgren-dtnrg-prophet  - draft version 02 


 
 
For the Public Safety Broadband Network that is fundamentally based upon wireless 
transmission, DTN store-and-forward improves the resilience of the wireless communications.  
The store-and-forward nature of DTN is an effective approach to communicate in disconnected, 
or highly stressed (intermittently connected), environments2.  DTN supports emergency 
notification broadcasting3.  DTN can make use of the concept of opportunistic forwarding to 
achieve more reliable communications in emergency situations4. 
 
 
Middleware:  The fundamental recommendation to the Department of Homeland Security 
(DHS) regarding communications lessons learned resulting from Hurricane Katrina is: 
 
LESSON LEARNED5: The Department of Homeland Security should review our current laws, 
policies, plans and strategies relevant to communications.  Upon the conclusion of this review, 
the Homeland Security Council, with support from the Office of Science and Technology Policy, 
should develop a National Emergency Communications Strategy that supports communications 
operability and interoperability. 
 


                                                 
2 Fall, K., “A Delay-Tolerant Network Architecture for Challenged Internets”, SIGCOMM ‘03 Conference 


Proceedings: Applications, Technologies, Architectures, and Protocols for Computer Communication, 2003, pp. 
217-34. 


3 Kutscher, D., Greifenberg, J., and Loos, K., “Scalable DTN Distribution over Uni-Directional Links”, ACM 
SIGCOMM Wksp. On Networked Systems for Developing Regions, Japan, Aug. 2007. 


4 Shanmugam, M. et al, “Emergency Services in Delay Tolerant Environments”, 64th IEEE VTC, Sep. 2006, pp. 25-
28. 


5 http://georgewbush-whitehouse.archives.gov/reports/katrina-lessons-learned/chapter5.html 
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The fundamental problem for a PSBN Unified Communications system is the disparity of 
devices that will utilize the PSBN and the potential for multiple heterogeneous communications 
links (multi-band radios or multi-radio transceivers).  Simple data exchange suddenly becomes 
much more problematic when vendor devices transmit simple sensor readings such as 
temperature in a variety of byte-wise formats.  Standard messaging must be utilized so that 
senders and receivers (publishers and subscribers) can exchange data.  Even more important is 
the ability to exchange information – this capability is not addressed in the NIST Nationwide 
Public Safety Broadband Network RFI. 
 
A properly designed middleware provides many features that will be of benefit to the PSBN as 
summarized in Table 3. 
 


Table 3 – Features and Benefits of middleware applicable to the PSBN 
 


Feature PSBN Benefit 
Protect legacy 
equipment 
investment 


Provide a transition pathway for the extremely disparate multi-
jurisdictional communications devices to the new PSBN.  Protects the 
multi-billion dollar prior investment in legacy systems6 and enables a 
flexible, stage-wise transition to the PSBN that can be managed 


Information 
Interoperability 


Provides application information interoperability so all applications can 
make use of published data automatically and with no special processing 


Multi-vendor 
Solution Set 


Multi-vendor hardware and software can be considered for the 
engineering solution – both proprietary and non-proprietary 


Mobility A properly design network-aware middleware either helps, or directly 
enables, seamless IP-network roaming of equipment, communication 
devices and personnel 


Scalability Peer-to-peer distributed publish/subscribe architecture enables highly 
scalable systems from tens of devices to thousands of data producers 


Network robustness 
and Reliability 


A middleware can automatically reconfigure to enable entire sub-
networks to enter or leave the PSBN network; operation can continue in 
a partitioned network, enables networks to automatically recombine 


Platform 
Independence 


The middleware can run natively on multiple operating systems and 
hardware 


Ease of Application 
Composition 


Middleware helps to enforce conceptual integrity of overall system, 
software development kit (SDK) aids development programmers to 
easily build user applications 


Integrated Security A middleware should provide, and/or have the ability to utilize network 
stack services for authentication, authorization, integrity and privacy 


Endpoint 
Reprogrammability 


Endpoint communication devices can be selectively (or group-wise) 
chosen and dynamically reprogrammed to upgrade functionality while 
maintaining nominal PSBN operational status 


 


                                                 
6 SAFECOM, Statement of Requirements for Public Safety Wireless Communications & Interoperability, 


Department of Homeland Security, Version 1.0, pp. iv, March 10, 2004. 
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DataVac:  A final suggestion for PSBN consideration is the “DataVac” concept.  A DataVac is a 
mobile (PDA-like) device and data store that can store (“slurp”) data from PSBN networks, and 
hold the data until a downstream path-to-destination is determined in the event an immediate 
network path does not exist.  The DataVac employs three fundamental technologies: 
 


1. Software Defined Radio for RF transmission agility 
2. Disruption Tolerant Networking for store-and-forward network operations for connected 


and intermittently connected operational scenarios 
3. Publish/subscribe middleware to enable Public Safety information exchange and to 


enable a truly unified Public Safety network;  
 
 
  
   
 
 
The NIST Nationwide Public Safety Broadband Network RFI additionally requested input to the 
below questions – CU-Boulder replied to those topics where we have sufficient expertise that 
would warrant advocating a position or expressing an opinion as follows: 
 
 
What is the importance of employing open standards for the nationwide public safety 
network? 
 


CU-Response:  It is absolutely critical – a Level-0 requirement.  Open standards must be 
in place to guide manufacturers and vendors, conformance testing must be specified, and 
an independent compliance assessment entity must exist. 


 
 
What is the need, if any, for commonality of functions across the system? 
 


CU-Response:  Functional commonality is a desirement, not necessarily a requirement.  
Specifying of functional commonality should not hamper a vendor’s ability to provide 
alternative competitive solutions. 


 
 
What is the importance of a multi-vendor environment for the network and what are the 
lessons learned in deploying a multi-vendor environment from the cellular and other 
industries? 
 


CU-Response:  It is critical in the PSBN arena where the U.S. Government is utilizing 
commercial vendor infrastructure.  The network environment must be multi-vendor to 
assure the U.S. Government of competitive service provisioning.  Other lessons include: 
Open standards must be in place to guide manufacturers and vendors, conformance 
testing must be specified, and an independent compliance assessment entity must exist. 
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What can be done to ensure both the short- and long-term affordability of the network for 
all types of public safety agencies? 
 


CU-Response:  An open standards-based middleware should be utilized to protect the 
substantial investment in legacy hardware and to provide a transition path for future 
PSBN device hardware. 


 
 
Should the goal be to design a separate survivable core that is integrated and interoperable 
with the primary public safety network, or instead to design the primary network such that 
it can reconstitute rapidly – following a catastrophic event – to achieve some “core” level of 
service? 
 


CU-Response:  We would advocate for a separate survivable core that works with the 
PSBN but is physically and logically separated.  Possibly the government could manage 
the survivable core, or a non-profit NGO (Non governmental organization) could manage 
and operate the survivable core infrastructure. 


 
 
What is the marginal cost of the feature/functionality versus equipment available today? 
 


CU-Response:  We don’t have the cellular market expertise to provide an opinion on this 
topic. 


 
 
 
What network features or requirements have not been identified above, the lack of which 
may impair the network’s ability to adequately serve the needs of public safety? 
 


CU-Response:  DTN, middleware, DataVac. 
 
 
 
How should NIST engage public safety practitioners and technologists as part of the 
planned R&D projects to ensure proper prioritization of efforts and effectiveness of 
developed solutions? 
 


CU-Response:  A government (NIST) review board coupled with an Industry/Academia 
review board.   
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Dereck Orr 
Office of Law Enforcement Standards 
U.S. Department of Commerce 
National Institute of Standards and Technology 
325 Broadway 
Boulder, Colorado 80305 
 
Re:  Soliciting Input on Research and Development Priorities for Desirable Features of a Nationwide 
Public Safety Broadband Network 


 
Dear Mr. Orr: 
 
 Thank you for the opportunity to comment to NIST for consideration regarding research and 
development priorities for the President’s Wireless Innovation (WIN) Fund to drive innovation of next-
generation network technologies for a new nationwide public safety broadband network.1  UTC urges 
NIST to consider issues regarding compatibility with utility infrastructure, as well as commercial 
infrastructure.2


 
   


Utilities have many of the same communications needs as public safety, including resiliency, 
reliability and availability, and security.  Moreover, utilities have partnered with public safety to build, 
operate and maintain state and local public safety/public service shared systems across the country, 
including in Colorado, Georgia, Illinois, Nebraska, Nevada, North Carolina, Ohio, Pennsylvania and 
South Carolina.3 Currently, there are two states (Nevada and Michigan) that have filed waiver requests 
with the FCC for authority to construct and operate a statewide 700 MHz public safety broadband 
network that would be shared with utilities.4


                                                           
1 See Notice and Request for Comment:  Soliciting Input on Research and Development Priorities for Desirable 
Features of a Nationwide Public Safety Broadband Network, Docket No. 110727437-1433-01, 76 Fed. Reg. 56,165, 
Sept. 12, 2011 (“Notice”). 


  These waiver requests reflect the reality that utilities and 


 
2 See Notice at 56166 (inviting comment on various issues to “ensure affordability/commercial alignment,” including 
“Compatibility with Commercial Infrastructure.”) 
  
3 See Comments of the Utilities Telecom Council in response to the FCC’s Third Report and Order and Fourth 
Further Notice of Proposed Rulemaking, WT Docket No. 06-150; PS Docket No. 06-229, 26 FCC Rcd. 733 (2011) 
at 2 (filed Apr. 11, 2011). 
 
4 See Las Vegas Metropolitan Police Department, Washoe County Sheriff’s Department, the Washoe Regional 
Communications System, the Nevada Department of Transportation, and NV Energy, representing the State of 
Nevada 700 MHz Broadband Wireless Network (SONNet) Request for Waiver – Expedited Action Requested, WT 
Docket No. 06-229 (filed May 13, 2010); and Request by the State of Michigan for a Waiver of the Commission’s 
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public safety make good partners, given their similar communications needs and the resources they can 
contribute towards sharing costs.  The FCC has recognized this, which is why it recommended in its 
National Broadband Plan that Congress amend the Communications Act to promote sharing 700 MHz 
public safety broadband networks with utilities.5 Congress is currently considering legislation that would 
do just that,6 and the FCC has a rulemaking proceeding that considers technical interoperability issues, 
including sharing the 700 MHz public safety broadband network with utilities.7


 
 


Utilities design, build and maintain their communications networks to high standards for 
resiliency, reliability and availability and security.  For example, utilities require uninterrupted back-up 
power (e.g. batteries and generators) at each site to ensure reliability of communications for extended 
periods (e.g. 72 hours or more).  They also design their systems with redundant/diverse backhaul to 
ensure that communications are maintained, even if one part of the network goes down.  Finally, they 
require coverage all across their service territories, even into remote areas.  These attributes all 
contributed to the reliability and resiliency of utility networks in the aftermath of Hurricane Katrina and 
other hurricanes that struck the southeast in 2005.  They were the only communications networks – 
public or private – that continued to operate in the affected areas during and after the hurricanes.8


                                                                                                                                                                                           
Rules to Allow Establishment of a 700 MHz Interoperable Public Safety Broadband Network in the State,  WT 
Docket No. 06-229 (filed Sept. 16, 2011). 


     


  
5 Connecting America:  The National Broadband Plan,  p. 270 at http://www.broadband.gov/plan/12-energy-and-the-
environment/#r12-4 
(stating that “[t]he wide-area network requirements of  utilities are very similar to those of public safety agencies. 
Both require near universal coverage and a resilient and redundant network, especially during emergencies.”) 
 
6 See e.g. “Public Safety Spectrum and Wireless Innovation Act,” S. 3756, 111th Cong. 2d. Sess. at Sec. 104. 
 
7 See Service Rules for the 698-746, 747-762 and 777-792 MHz Bands, ; Implementing a Nationwide, Broadband, 
Interoperable Public Safety Network in the 700 MHz Band, Third Report and Order and Fourth Further Notice of 
Proposed Rulemaking, WT Docket No. 06-150; PS Docket No. 06-229, 26 FCC Rcd. 733 (2011)(hereinafter Fourth 
Further Notice).  UTC’s comments also briefly address the FCC’s Public Notice inviting comment on the request for 
declaratory ruling by the City of Charlotte in this proceeding. See Public Safety and Homeland Security Bureau 
Seeks Comment on Petition for Declaratory Ruling Asking to Clarify the Scope of Section 337 Regarding Use by 
State or Local Government Entities of the 700 MHz Public Safety Broadband Spectrum, Public Notice, PS Docket 
No. 06-229, 2011 WL 1044284. 
 
8 See e.g. Utility communications networks proved their survivability in the aftermath of Hurricane Katrina and other 
Gulf Coast hurricanes during 2005.  While commercial systems were out for a week or more after the hurricane, 
SouthernLINC Wireless (a subsidiary of Southern Company) reported that 98% of its cell sites were back in 
operation within three days.  It also reported that SouthernLINC wireless “contributed greatly to public safety and 
restoration of public services,” including electric service in the affected states.  See generally Letter from Jeffrey L. 
Sheldon, Counsel to Southern Company, to Nick Sinai, Energy and Environment Director at FCC, FCC Docket No. 
09-51 (filed Feb. 5, 2010).  See also Final Report of the Commission’s Independent Panel Reviewing the Impact of 
Hurricane Katrina on Communications Networks (“Katrina Panel Final Report”) at 
http://www.fcc.gov/pshs/docs/advisory/hkip/karrp.pdf (stating that “Mississippi Power relied on its only viable form 
of communication – its internal system Southern Linc Wireless. This system was designed with considerable 
redundancy and proved reliable despite suffering catastrophic damage. Within three days, the system was functioning 
at nearly 100 percent.”) And see “Hurricanes of 2005:  Performance of Gulf Coast Critical Infrastructure 
Communications Networks,” United Telecom Council, November 2005 at 
http://www.utc.org/fileshare/files/34/Research/white_papers/2005_-_UTC_-
_HURRICANES_OF_2005_PERFORMANCE_OF_GULF_COAST_CIC_NE. 
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The same cannot be said for commercial communications networks.  For example, commercial 


wireless providers successfully challenged an FCC rule that would have required a minimum of eight 
hours of battery back-up at each cell site.  They fought this requirement for a variety of reasons, 
including economic, technical and political reasons.  Presumably, they have yet to implement true 
uninterruptible backup power that is available for extended periods of time.   Similarly, it is not at all 
clear that commercial networks have redundant/diverse routing to ensure reliable communications when 
a line is cut or some part of the network goes down.9


 


  In fact, there are numerous examples where system 
outages were experienced on commercial networks due to such backhaul problems.  Finally, there are 
many areas that are not served by commercial service providers, but of course would need to be in order 
to support public safety. 


These are just some of the reasons why we believe that NIST should be considering alignment 
with utilities, as well as commercial service providers.  There are real advantages to public safety by 
sharing with utilities.  Public safety could leverage utility infrastructure and would need interoperable 
communications with utilities during emergencies.  Utilities have extensive infrastructure and they have 
rights of ways that could be used to construct new facilities, which could be particularly useful for the 
700 MHz public safety broadband network in insular and remote areas that are not currently served or are 
underserved by commercial service providers.  Public safety also needs to effectively coordinate with 
utilities during emergencies, including localized emergencies (e.g. turning off the gas in a burning 
building) and widespread emergencies (e.g. downed powerlines in the aftermath of a storm).  Sharing the 
700 MHz public safety broadband network would promote interoperability with utilities because users 
would share the same spectrum.   


 
Utilities have an interest in some of the detailed issues that NIST is considering in this 


proceeding, including priority access, quality of service and strong dynamic access control.  Utilities 
need to have priority access along with public safety during emergencies; they cannot afford to have 
mission critical communications subject to preemption.  UTC believes that LTE technologies provide 
multiple levels of priority access, which should be able to accommodate the communications needs of 
both public safety and utilities.  Having said that, utilities would have an interest in NIST efforts with 
regard to research and development on priority access.  Similarly, utilities need communications that 
have high quality performance for critical applications; and utilities would also have an interest in NIST 
efforts with regard to research and development on quality of service.  Finally, utilities need networks 
that are secure; and they would have an interest in NIST efforts with regard to research and development 
with regard to in-bound and out-bound traffic and authentication/verification of devices on the network. 


 
UTC is concerned that NIST may be overlooking utilities, which could unintentionally create 


barriers to public safety partnerships with utilities.  There may be unique issues associated with sharing 
with utilities, including multi-modality, scalability, power awareness, standardized common interfaces 
and uniform universal access.   While NIST is addressing those issues with respect to public safety as 
part of this proceeding, if technology solutions are developed that do not address issues that are unique to 
utilities, those solutions may discourage or prevent utilities from effectively sharing the network with 
public safety.  Conversely, that would needlessly frustrate the ability of public safety and policymakers to 
                                                           
9 See In the Matter of Reliability and Continuity of Communications Networks, Including Broadband Technologies; 
Effects on Broadband Communications Networks of Damage or Failure of Network Equipment of Severe Overload; 
Independent Panel Reviewing the Impact of Hurricane Katrina on Communications Networks, Notice of Inquiry, PS 
Docket Nos. 11-60 and 10-92, EB Docket No. 06-119, FCC 11-55 at ¶40 (April 7, 2011) (stating that “the access 
portions of most networks generally contain single points of failure.”) 
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take advantage of the aforementioned benefits that could be gained from sharing the network with 
utilities.  
 
 For all of these reasons, UTC encourages NIST to consider issues related to sharing the 700 MHz 
public safety broadband network with utilities, as well as commercial service providers.  UTC thanks the 
NIST for the opportunity to comment in this proceeding and looks forward to working with NIST on this 
matter in the future. 
   
  


If there are any questions concerning this matter, please let me know. 
 
      Very truly yours, 
 
      Brett Kilbourne 
 
      Brett Kilbourne 


Director of Regulatory Services and Deputy General 
Counsel 
 
Mike Oldak 
Vice President & General Counsel 
 
Utilities Telecom Council 
1129 20th Street, NW 
Suite 350 
Washington, DC 20036 
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1 Introduction


Interoperable emergency radio communications is integral for the success of first response, public
health, and national security communities. The need to effectively undertake action in the field
has been emphasized by a series of events caused by terrorists and by natural disasters. Disparate
protocols and varying frequency bands between public safety agencies make interoperability dif-
ficult in disaster situations. Furthermore the resiliency of radio communications is imperative in
catastrophic events where mission-critical infrastructure is disabled, damaged, destroyed, or other-
wise non-existent. In particular maintaining secure and reliable communications links is a crucial
factor in preserving mission integrity to both disaster prevention and initial reaction. In these
environments governments are strained to take necessary actions to protect citizens, critical in-
frastructures, and information. Consequently the ability of a public safety network to maintain
resiliency even when infrastructure is unavailable is crucial. The particular limitations of modern
radios in adaptive environments have been exposed by first response teams unable to communi-
cate in heterogeneous wireless networks [1]. Accordingly the public safety office has proposed the
migration to commercial LTE infrastructure and 4G technologies in order to leverage inexpensive
hardware and existing networks [2, 3]. However the reliance of such systems on infrastructure is a
critical weakness during disasters when outages occur.


In such scenarios networks will require reconfigurable wireless communications implementations
which can intelligently adapt to unforeseen scenarios. This includes spectrum coexistence (e.g.
with radar), ad-hoc network deployment, self-organizing ad-hoc networking, security countermea-
sures in cyber attacks, and adaptive radio link optimization. These capabilities are enabled by
software-defined and cognitive radios which can augment existing commercial handsets to comple-
ment protocol support and enhance the resilience of radio communications links. Furthermore if a
security threat of a particular waveform is detected (such as a breach of security in encryption or
even a physical layer vulnerability) the waveform can be immediately upgraded in the field with a
software download. These upgrades can only be supported on a reconfigurable platform, and can
be accomplished autonomously and completely transparently from the user. This provides a signif-
icant advantage to first response teams who rely on communications equipment to provide a high
quality of service even when valuable infrastructure has been compromised. Finally these systems
must be validated through deployment in a wide-area testbed to gain insight into how real-world
environments, unforeseeable factors, and dynamic spectrum access technologies stress the system.


2 Software-Defined Radio Handsets


With this growing demand for wireless connectivity comes the need to adapt to quickly-changing
standards. Software-defined radio (SDR) is heralded in the wireless engineering community as
the future of standards implementation as radio hardware can be “future-proofed” by permitting
on-the-fly reconfiguration. Defining the radio’s physical and network layers in software provides a
powerful tool for enhancing the functionality of the communications layer at a reduced cost. This
technology can support compatibility with commercial infrastructure, including numerous protocols
such as P25, FM voice, GSM [4], and numerous cellular standards. Furthermore, software-defined
transceivers can add support for emerging standards to augment existing infrastructure. This re-


1







Figure 1: Block diagram of Virginia Tech Wideband Mobile Radio.


duces the time between first responders in the field giving feedback and when they see the changes
actually made; there is no need to re-design the hardware, just a software download. This method-
ology permits incremental changes to be made to the communications platform, as components
can be easily upgraded as new technologies are rolled out. For example, voice quality won’t suffer
as a result of locking the transceiver into old audio codecs with poor quality [5]. Additionally,
the recent push for free and open-source SDR software [6, 7] has paved the way for a significant
cost reductions in development platforms. Furthermore the rapid prototyping capabilities of such
software platforms permits a significant reduction in testing and grants developers to identify and
isolate key trouble areas in emerging standards.


Currently the nation’s public safety groups have agreed to move forward and use LTE in the
700 MHz band to deliver mobile broadband applications to first responders [2, 3]. The high capac-
ity, low latency, and inexpensive commercially available handsets makes LTE an attractive solution
and an improvement in land-mobile public safety communications. However LTE has several signif-
icant limitations in its applications for reliable land-mobile communications. Vulnerabilities in the
physical layer in LTE make reliability an issue with malicious attacks (see Section 4). Furthermore
in catastrophic events where the cellular infrastructure is disabled, the handsets will have no way
to communicate with one another. Unlike other standards which employ symmetric air interfaces
(e.g. 802.11a), the uplink and down-link protocols for LTE are very different and inhibit the ability
for mobile handsets to communicate directly to one another. The bottom line is that regardless of
the standard, any system relying on commercial infrastructure is susceptible to malicious attacks,
severe outages, and loss of communications links.


By augmenting an inexpensive commercial handset (e.g. an Android smart phone with a touch
screen interface) with a software radio platform, the first responder effectively gets the best of
both worlds: a fast data connection with commercial infrastructure when available, and a reliable
communications platform otherwise. The SDR platform can take the form factor of a sleeve for the
handset so the entire unit wouldn’t be considerably larger than existing hardware (see Figure 1).
The operating system itself can be customized to include specific applications for first response
units, including locations of teams, status reports, and graphical information such as criminal
history and medical records. Software-defined radios can be deployed with a variety of services
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to support compatibility with existing commercial infrastructure. This is a vital to public safety
networks as the availability of particular services aren’t necessarily known at the time of a catas-
trophic event. Furthermore, it isn’t feasible to know before an event what services are required,
what frequency bands are available, or the state of the infrastructure. Having an arsenal of commu-
nications protocols within the capabilities of a single handheld device is a powerful tool and a large
step in the direction of enabling reliable and resilient communications in unknown environments.
In this fashion the full platform can ride on the success of commercial development yet still provide
functionality for reliable communications even during outage periods.


An enabling technology to reduce the size, weight, and power requirements of the flexible radio
transceiver is to convert the desired RF signal to baseband for processing. The Motorola RFIC5 is
a direct-conversion transceiver on a chip that can tune to any carrier frequency between 10 MHz
and 6 GHz, and down-convert channels as wide as 20 MHz to baseband [8]. The chip also includes
high-speed analog/digital converters, which further simplifies radio design. With this hardware, a
simple Android smart phone or tablet can instantly communicate with two-way radios in any band
using any modulation technique. It can serve as a bridge between the cellular network and the
two-way radio network. The same phone/tablet can receive broadcast signals, talk to white space
devices, work with military hardware, and even implement application-specific custom protocols
for industrial use. Since an Android phone is at the core of the radio, it will also be able to support
Android applications.


3 Cognitive Radio Network Capabilities


As mentioned in the previous section, software-defined radio platforms can significantly augment
the capabilities of existing standards by enabling communication using any standard necessary.
By complementing a commercial platform which already includes hardware for existing standards
(LTE, GSM, CDMA, WiFi, BlueTooth, GPS, etc.) the SDR platform can provide additional sup-
port for other existing and future protocols. However the full benefits of software-defined radios are
visible through cognition; permitting the radio to be aware of its surroundings and react accord-
ingly. By employing a self-adapting engine, cognitive radios use goal-driven autonomous operation
to improve link performance and reliability, all while acting completely transparently to the mobile
operator. For example, in a catastrophic event where the main infrastructure is disabled, the radios
could adapt by establishing an ad-hoc network completely autonomously. This promotes heteroge-
neous radio link coexistence: supporting multiple standards within a single network. Furthermore,
a radio with cognitive capabilities can act as a bridge to link two completely different standards
and promote interoperability between separate groups.


In a catastrophic event where many first responders are dispatched, there are often not enough
physical radio channels to support the communications demands of the teams. As with many ex-
isting commercial cellular protocols, current public safety networks are limited in the number of
physical channels available at any particular time. This restriction can have deleterious effects on
the success of the mission and can significantly hinder the ability of response teams to complete nec-
essary tasks. One of the true benefits of cognitive radio is with dynamic spectrum access: the ability
to seek underused and available frequency bands and utilize them for communications, particularly
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in emergency situations. This is particularly relevant in the recently re-farmed television bands in
which public safety spectrum currently resides. By enabling the radio to act autonomously and
gain access to spectrum “white space,” the capacity and reliability of the network can be greatly
enhanced. Dynamic spectrum access capabilities can only be enabled on a radio platform with
a flexible RF front end, which is why software-defined radios are particularly tractable for such
applications.


Finally, cognitive radio technologies have demonstrated further benefits to network reliability
through intelligent adaptive link adaptation. With its ability to modify its behavior based on
external conditions and experience, cognitive radio can decide the best operational mode and pa-
rameter settings for a given situation. This includes reducing transmit power to save battery life
(and reduce interference to neighboring networks) when the link quality is good, and switching to
more reliable modes when the link quality is poor. Because the radio can act in an unsupervised
manner, its actions are transparent to the operator. This enables higher-level functionality as well,
such as facilitating self-organizing ad-hoc networks which can support reliable infrastructure-less
communications in times of need.


4 Enhanced Security in the Physical Layer


Current public safety equipment employs a degree of security through obscurity and anti-tampering
measures; however these measures can always be breached with enough time and effort. For ex-
ample, Glass et al. recently demonstrated in [9] how an inexpensive software-defined receiver could
examine and manipulate P25 data traffic at both the physical and data link layers of the protocols
stack, exposing flaws in the design, implement countermeasure attacks, reverse-engineer protocols,
and crack the encryption keys securing the underlying data. Furthermore Clark et al. in [10] demon-
strated that the particular framing structure of the APCO P25 protocol allows a careful jammer
to attack only the Network Identifier sub-field of voice traffic to effectively has more than 14 dB of
an average power advantage over the legitimate transmitter. Even the LTE air interface reserves
the center 62 subcarriers (930 kHz) on the down-link for primary synchronization and acquisition
by the mobile handset. A malicious attacker could easily jam just this acquisition signal (or even
just the pilot subcarriers) to prevent the mobile devices from initial synchronization, bringing the
entire cell down.


By deploying anti-jamming countermeasures in the physical layer, public safety communications
can remain stable and resilient even in the presence of malicious RF attacks. Spread spectrum
communications are widely considered to be the most interference-resistant mechanisms available
today, and have seen wide success in commercial systems such as direct sequence spread spectrum
and frequency hopping. These protocols are designed to withstand strong levels of interference
and have proven successful even in hostile RF environments. With a software-defined radio these
security levels are available at the physical layer and enhances the security of the communications
links. Furthermore the addition of cognition into the radio promotes an added layer of resiliency
to the network.
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5 Enhanced Networking Security and Capabilities


Any radio communications system is to some degree susceptible to physical layer vulnerabilities
such as denial of service (DoS) attacks; however the severe vulnerability of current systems to such
attacks is particularly notable. For example, it was shown in [9] that anti-theft mechanism built
into P25 devices could be easily used against the network as a special “inhibit” command could be
sent unencrypted from a malicious party to “stun” valid radios and bring the network down. Public
safety communications system need to be capable of operating in a variety of modes to enhance
network security and harden communications links. This includes the following scenarios:


1. Several nodes are outside the range of the base station but within range of several nodes
within the network. Radio nodes can operate in gateway mode, by which a single mobile with
connection to the network can act as a relay for other nearby nodes outside the range of the
infrastructure. This effectively extends the range of the network at the cost of end-to-end
latency and battery life of the relay node.


2. Legacy radios are to communicate with modern infrastructure. As described in Section 2, if
the relay node as software-defined radio capabilities, it can translate protocols for end-to-end
voice transparency. For example, if the end node is equipped only with an FRS radio, the
relay node could bridge the network’s encrypted digital signal into analog FM.


3. The base station is operational, but the back-haul link to the outside network is unavailable.
The network must support in-network calling without relying on external connections. For
example, LTE supports user authentication but this functionality resides outside the base
station in the mobility management entity. Without authentication the handsets cannot
connect to the base station. As such, public safety radio infrastructure must be capable of
handling temporary authentication for scenarios in which the local network is disconnected
from the public mobile network.


4. The base station is unavailable. In such a scenario, the mobile devices must be capable of
direct mode operation in which they can communicate without the use of a master tower.
This implies that not only must the devices be capable of communicating directly to each
other (e.g. “walkie talkie” mode) but also be able to negotiate cryptographic key exchanges
without a supervising agent. The lack of this particular functionality is a known security flaw
in the APCO P25 system which requires either manual or over-the-air re-keying through a
key distribution center [11].


Consequently public safety radios will need to operate in a variety of modes (such as trunked point-
to-point, broadcast, ad-hoc networking, etc.) to ensure resilient communications. These capabilities
are facilitated by mobile software-defined radio transceivers and are hardened by cognitive radio
technologies. Furthermore, with the ability for radio handsets to detect attacks comes reliable,
“always-on” communications links, and permits the network to stay a step ahead of malicious
attackers by reporting the problem to the dispatcher and alerting the radios in the rest of the
network to act accordingly.


Testing the functionality of such a system requires a mature full-scale network testbed with software-
defined radio transceivers, such as Virginia Tech’s cognitive radio network (CORNET) [12, 13]. Such
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a testbed can identify key vulnerabilities in the system design and instantly accommodate improve-
ments through software updates. Furthermore an improved area-wide testbed would help spur the
development of cutting-edge wireless technologies and advance public safety communications even
faster.


6 Enhanced Data Security


Recently a number of vulnerabilities and security flaws have been discovered and exploited for
several existing world public safety standards including P25 [10, 9] and TETRA [14] in terms of
authentication and data encryption. Protection of confidential information in a mobile environment
is extremely difficult because of the heighten risk profile of mobile devices. Additionally, public
safety is seeking to leverage commercial mobile broadband technology which was never designed to
meet the security requirements of a non-commercial set of users. Significant research is required
into how public safety can effectively, robustly, reliably, and securely leverage this infrastructure.
In particular, end-to-end encryption is necessary that protects data from the handset all the way
through the network to the end point. This encryption must be provisioned in such a way that a
lost or stole devices does not expose the entire network to authentication and authorization attack
vectors.


One area of research is implementation of voice and data communications protocols for smart-
phones that meet NIST FIPS 140-2 cryptographic requirements for end-to-end security. Taking it
a step further for military and defense application would be implementation of Suite B ciphersuites
including Elliptic Curve Cryptography to protect classified data.


Ultimately the security of the devices themselves is the critical link. Physical access to a device
will result in total compromise unless cryptographic material can be adequately protected, and
externally-installed applications are sufficiently isolated from sensitive operating system functions
of the device.


7 Coexistence with Radar


Over the next ten years, President Obama’s National Broadband Plan seeks to free up 500 MHz of
spectrum for commercial broadband carriers to deploy the next generation of mobile broadband,
and DOD radar spectrum is a prime candidate because it is often perceived as underutilized. To
cope with potential loss of both radar and communications spectrum, the US Navy is investigating
how heterogeneous technologies can coexist and operate simultaneously without causing interfer-
ence to one another. Virginia Tech has proposed the application of machine learning and cognitive
radio techniques that would allow a radar to survey its spectral environment, characterize the chan-
nel access behaviors of the devices in its environment, and develop a frequency hopping pattern
than simultaneously minimizes mutual interference while maximizing radar mission objectives. The
system will predict when and where spectrum access opportunities will occur, and schedule radar
pulses in those predicted slots. Our overall goal is to leverage all spectral, spatial, and temporal
resources available to achieve coexistence. Over the past 10 years the field of spectral dynamic
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spectrum access has matured to the point of commercial and military deployment. This will be a
key enabler of our approach, but is expected to be insufficient in crowded spectral environments.
Research into temporal interleaving of signals [15] has received some academic interest but so far
there has been no market for commercial development because the commercial sector has a funda-
mentally different business model. Cognitive MIMO techniques [16, 17, 18], using machine learning
and reasoning-based algorithms and protocols, and real time spectrum coordination and transmis-
sion scheduling will also be leveraged to achieve spectrum coexistence between military radars,
military communications, and commercial communications. If successful, both governmental and
commercial radar programs can apply the resulting technology to a broad class of spectrum sharing
applications.


This is particularly relevant to public safety networks radar bands offer quality spectrum for such
applications. This is particularly relevant for civilian bands (e.g. aviation, weather) which are not
being fully utilized. Specifically, TD-LTE is a prime candidate as an air interface as it is both an
emerging standard and does not require paired spectrum bands but operates in a time-duplexed
manner. The Wireless Innovation Forum has a working group [19] to specifically address TD-
LTE in television white space; as this technology could be tailored specifically to the radar bands,
capable systems could offer additional spectrum resources to public safety networks. Furthermore
the future of radar might need to re-define current systems for coexistence with communications
networks. We need to carry out research for both radar and communications signals to ensure
that spectrum coexistence is mutually beneficial, and determine the aggregate bandwidth and
performance limitations of both.


8 Satellite Communications for Drop-in Back-haul


A major contributing factor to the long delay in providing relief to afflicted areas after disasters,
both natural and man-made, is the nearly complete collapse of communications infrastructure. If
the first responder teams could rely on having on-demand communications, carried in with them
in a lightweight communications package which could easily be interfaced to their existing commu-
nications assets, the time without quality coordinated communications would shrink dramatically.


There are a confluence of factors now allowing us to mitigate this problem and for a small investment
in a system to do the actual communications.


1. Increasing availability of commercial off the shelf software-defined radio gear available for
construction of fully functional systems as prototypes for complete demonstration of the
required cognitive radio systems. These include Ettus, Inc. Universal Software Radio Periph-
erals (USRP) to which we can easily add inexpensive communications board to provide the
required RF paths [20]. A working cognitive radio networking testbed has been built using
these devices at Virginia Tech in its CORNET [12, 13].


2. Intelsat, one of the worlds largest providers of geosynchronous communications satellites
flies their large satellite buses with lots of excess power (as much as 1.5 kW) and will sell
“RideShare” flights to geosynchronous orbit. These opportunities have been promoted by
Department of Commerce’s Office of Space Commercialization and called “Hosted Payloads”
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[21] and in 1999, NRO and NASA Goddard Space Flight Center hosted a RideShare conference
for which there are proceedings [22].


3. Delay tolerant and disruption tolerant networking [23, 24] has received major research support
from DARPA in support of its WNAN radio development.


4. The Radio Amateur Satellite Corporation undertook a study and did a design of a rideshare
payload for flight on an Intelsat bus. It would have supported approximately one hundred 64
kbps links with a small dish (60cm) and with a 2 meter dish high quality video links.


5. Dynamic spectrum access and cognitive Radio would be major enablers of such a system and
Virginia Tech has been a major contributor to the research in this area.


NIST should allow a study to go forward on a design for such as system and how it could use
White Space, Public Service spectrum, amateur radio (amateur satellite) spectrum to provide for
a very inexpensive system on orbit with projected 15 year lifespan could have a major impact on
the required communications early in disaster afflicted areas for minimal cost.


9 Hardening Wireless Infrastructure


Wireless systems are quickly replacing wired systems. This is clearly evident by the decline in land-
line phones and the rise of cellular phones, with many having already given up land-line residential
service. Data traffic for smart phones is well on track to surpass the amount of data being sent to
residential and business DSL and cable modems. Although wireless systems enjoy mobility, there
is, however, one key advantage of wire-line systems—reliability. Historically, wire-line systems are
much better at withstanding natural disasters and their ability to handle high and unpredictable
peaks in traffic demand is much better. Cell towers are vulnerable to many natural disasters. In
addition, the power grid supplying cell sites can be disrupted and while these sites often having
backup power capability, there is a limit to the longevity of this power supply. Furthermore, as the
push for more inexpensive and smaller cell sites increases backup power capability is beginning to
be sacrificed. Spectrum scarcity has become so pronounced that service providers operate at their
capacity limit during the rush hour, leaving no room for traffic surges during crises. Furthermore,
the back-haul is also an important reliability issue that depends on shared and concentrated (single
point of failure) connectivity. These trends are especially disturbing when one considers that
public safety is moving towards a cellular infrastructure (for example see Senate Bill S.911) with
public safety relying on a combination of commercial cellular systems and publicly operated cellular
systems (e.g, LTE 4G cellular in the 700 MHz re-farmed TV bands). The move for public safety
towards LTE in the 700 MHz band is mandated by law.


To harden the infrastructure against unpredictable natural disasters requires innovative multi-
disciplinary research, incorporating not just communications engineering, but social modeling (lev-
ered from epidemiology methodology), network engineering, policy, and cognition. The key chal-
lenge is integrating these disciplines in a coherent way to help solve the problems of affecting other
disciplines. As an example, consider the occurrence of a natural disaster. Early indications of such
a disaster can be revealed through sudden changes in cellular activity. For instance, the ability to
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detect traffic accidents quickly has been shown through monitoring cellular traffic activity. The
extent of cellular traffic congestion can also reveal the extent of the impact of the accident. Social
models that incorporate cellular traffic data can help in detecting and classifying the extent of the
incident with greater accuracy. Social models (such as social mobility models) can also be used
to determine where congestion and reliability of communications network might be an issue with
changing circumstances. These social models can include a number of factors such as the trans-
portation infrastructure, characteristics of the environment (residential or business), population
density, and many other factors. It’s difficult to plan ahead for any disaster, since the number of
possible situations can be overwhelming. Thus, one key aspect is to have an automated method
for answering the numerous “what if” questions with wireless infrastructure faults and potential
solutions. Could system performance be enhanced by changing antenna tilt; changing frequency
allocation; turning on extra channels; adjusting a variety of radio resources, including speech QoS;
adjusting data rates; and following certain policies? For example, say two cell sites are destroyed
by a hurricane, how should the surrounding infrastructure be reconfigured to fill in the coverage
and capacity gaps? Furthermore, one would expect that the traffic models (both cellular and
transportation) could completely change due to destroyed infrastructure and the dynamic nature
of human behavior when faced with disaster. How would people’s communication demands change
so that the network can be automatically tuned to accommodate their demands?


These numerous situations could be modeled by the network by probing the environment with
scenarios of disaster. The cellular network could, for example, automatically examine mitigation
strategies if infrastructure is reduced. This approach would require probing cell phones that would
run late at night when the cellular traffic is low to report network performance (this could be
implemented as an Android application). The probing process would be similar to war games for
cellular networks, games constructed to learn vulnerabilities and mitigation strategies in dealing
with loss of infrastructure. As an example, two cell sites could be turned off late at night, simulating
the effect of the hurricane destroying those sites; the network can be optimized using the probing
phones to feedback information about the network performance as the network tries different radio
resource settings to fill in the lost coverage and capacity. Network resources might also be configured
according to the nature of the type of disaster through implementation of a social policy. For
instance, if the disaster represents a fire, highest priority access is given the fire department while
terrorist activities might trigger a higher priority access for the FBI. Voice is usually given priority
in any congestion situation, but there may be cases where a public safety organization might be
given priority access for its data transmission. Policy has an important role and should impact the
relative automatic allocation of radio resources and social scientists must work with engineers to
create socially-optimized technical solutions. Social models can help in allocating the resources in
area of unforeseen circumstances and help with the most unpredictable aspect, human behavior.
For instance, transportation traffic may not flow away from the disaster, as one might intuitively
expect, if individuals are seeking to find family members. Likewise, resources may need to be
allocated for transportation traffic flowing into a disaster by the public safety organization after a
rapid outflow of victims in the disaster area. Such traffic models (mobility and communications)
must account for human behavior and public safety needs.


Today we do have rudimentary priority access for public safety in the cellular network. LTE
standard promises much more refined prioritization for public safety to help deal with congested
cellular traffic, but this feature has yet to be developed and tested. Policy for priority access is
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yet to be addressed, e.g., who has higher priority the FBI or local police? There is talk within the
cellular industry of self-optimizing network (SON) as a part of the LTE-Advanced standardization
process, but the vision for this capability assumes relatively static resource allocation (such as
channel allocation) among base stations and doesn’t take into account the dynamic nature, priority
access, and uncertainty that natural disasters can cause to a large scale cellular network. One thing
is very clear, due to costs, equipment availability, and the need for nationwide interoperability, the
cellular network will play a much more predominate role in public safety communications.


The key research challenge in building a robust and hardened network is the integration of various
facets: social models, physical and network layer resources, and policy together to create tools
for modeling, event detection, and real-time coordination of communication resources. Simulation
environments can help in the development and evaluation of these tools, but automated techniques
using real-life situations and infrastructure need to be developed for creating these models for
specific situations and regions. Finally, it is necessary to develop methods for testing the tools
on a large scale network. Even the assessment metrics represents a fundamental interdisciplinary
research issue.


10 Femto Cells for Fast Network Recovery


While the demand for broadband wireless services is increasing, the ability to provide services is still
lacking in many rural areas where cellular coverage is limited. This has been an ongoing problem
for some time, and even though the technology is available, it has been a matter of delivering the
services in a cost effective manner. However, there have recently been some technical advances that
may overcome the cost barrier. There is a great opportunity to develop a product that can provide
low cost broadband wireless services based on these new technologies, and increase the coverage of
public safety networks in rural areas.


New enabling technologies can be used to develop such products include: femto cells and cognitive
radios (Figure 2). The first key technology, femto cells, is low cost cellular base stations for home
and office that will begin deployment in the US next year. These base stations are only a few
hundred dollars and newer models are expected to handle up to 30 users. Standards bodies are
developing approaches for making these base stations self deploying and self maintaining which
will mean a substantial cost reduction in deployment and maintenance. Key cost savings comes
from being able to use commercial handsets for the user equipment and thus take advantage of
costs savings with mass production. The second technology is the cognitive radio; one that can
automatically sense the propagation environment, understand the quality of service (QoS) needs,
and make adjustments based on the situation. These radios provide the opportunity to exploit co-
existence with television and bands which operate in the areas of spectrum which propagate well
over long ranges and can penetrate into buildings. Cognitive radio is the mechanism for connecting
the femto cells into the network (the back-haul technology) using opportunistic television and radar
spectrum. The result is a system that can provide the following benefits:


1. thin clients requiring lower power (and longer battery life) are enabled.


2. since femto cells are lower power and have smaller radio footprints they allow for greater reuse
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Figure 2: Technologies for rural broadband wireless services.


of spectrum.


3. the femto cells will have smaller radio footprints, reducing the number of types of signals the
cell will be required to handle at any one instant in a cognitive radio networking scenario; this
will therefore require less capable computational power to handle the simultaneous dynamic
spectrum access.


However these systems still require a significant amount of research, particularly when deploying
large networks of femto cells to increase capacity. Such networks must be self-organizing to reduce
interference as well as intelligent to make good use of available spectrum, particular for back-
haul. We will be experimenting with potential waveforms for cognitive radio networking, including
TD-LTE which is likely to be considered for 5G cellular communications. The current testbed at
Virginia Tech (CORNET) is equipped with very agile RF front ends, ideal for testing software-
defined and cognitive radios for public safety. It is imperative that any proposed system for public
safety and first responders be tested in a fully-equipped over-the-air testbed capable of handling
real world scenarios in hostile wireless environments.


11 Open Standards, Software, and Hardware


Deploying open standards, software APIs, and hardware specifications has three major impacts on
the success and wide-spread adoption of public safety radio hardware and protocols:


1. open standards insures interoperability between different systems, agencies, vendors and en-
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hances inter-agency cooperating by eliminating jurisdictional boundaries to improve manage-
ment of incidents and the effectiveness of first response teams;


2. the cost of research, development, and deployment of such devices will be significantly reduced
as a result of allowing competitive commercial device-makers entry into the manufacturing
process;


3. having an open standard improves the turn-around time for its own improvement by allowing
first response teams in the field to give critical feedback to the standards bodies and protocol
developers.


The use of LTE networks in the 700 MHz band for public safety is certainly a step in the right
direction and provides operators the ability to send and receive large amounts of information; high
bandwidth availability is critical for first response teams but is challenging when infrastructure
has been compromised. As such it imperative build a non-proprietary network based on industry
standards but without relying on commercial infrastructure.


As the dependency on reliable wireless communications infrastructure grows, so does the need for
inexpensive devices. A report by the US Government Accountability Office in 2007 states that “until
recently, the private-sector coordinating body responsible for developing Project 25 standards—a
suite of national standards intended to enable interoperability among the communications products
of different vendors—has made little progress [25].” Furthermore most P25 radios used by first
responders cost about $2,500 [25, p. 38], about two to three times more than a conventional analog
radio suitable for the task. In comparison, a fully functional TETRA radio (integrated GPS, color
display, encryption, and authentication) runs less than $1,000. Additionally, the P25 base stations
to enable such functionality typically cost in excess of $1M per site while the corresponding TETRA
contracts are typically several times lower. TETRA, however, is unavailable in the United States
as intellectual property rights owners have signed international agreements promising not to sell
TETRA in the U.S. [26].


The disparate efforts concerning public safety technologies are apparent; the influence and the
protection of intellectual property rights have hindered the development and production of afford-
able quality devices in public safety networks. Open standardization of common interfaces (APIs,
hardware designs, etc.) helps not only gain wide-spread acceptance by the wireless engineering
community but by public safety personnel as well. Opening the standardization of common in-
terfaces, protocols, and application platforms promote competitive provisioning of both hardware
and software development. Furthermore, open software and hardware architectures moves devel-
opment away from privatized and proprietary systems which inhibit innovation and competition;
this significantly reduces the cost of devices and decreases the time to market.


12 Conclusions


Until now, existing public safety standards have relied heavily on the security through obscurity
model for reliable and protected communications links; however recent studies have exposed partic-
ular vulnerabilities in the infrastructure, waveforms, and security measures in currently deployed
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systems. This document has presented the critical areas in which public safety should focus its
research, including a wide-area network testbed, software-defined radio handsets, cognitive radio
technologies for network resilience, enhanced security mechanisms (at the physical and network
layers), and coexistence with radar signals for increased spectrum and network capacity. In par-
ticular we feel as though the development of a wide-area testbed is a critical step to the success of
advancing the next generation of broadband public safety networks. Furthermore, moving quickly
on coexistence with radar spectrum is crucial; public safety needs to be involved early to ensure
priority access in these bands. Virginia Tech has a deep history of supporting public safety projects
including an open-source P25 implementation (NIJ), cognitive radio spectrum bridging between
public safety standards (NIJ), wide-band antennas for public safety (NIJ), assistance with the
Virginia state police identify improvements in the public safety network, investigation of future
network architectures for US customs, conduct a study for the use of Iridium for the FBI, and
informal advice to Senate, House representatives, and the executive branch of the government on
spectrum policies. We cordially invite NIST to visit our facilities in Blacksburg, VA and see a
demonstration of some of these technologies.


13 Facilities and Equipment


Wireless@VT spans the technical spectrum in communications, including antennas and propaga-
tion, physical layer design, MAC layer design, networking, and VLSI design. Facilities include fully
functional Radio Frequency (RF) and DSP laboratories for modem development, an RF anechoic
chamber, instruments for antenna measurements, an antenna range, chip fabrication facilities, and
workstation environment with design tools such as MATLAB, NS2, and Cadence. In addition,
the center has custom hardware tools such as MIMO propagation measurement systems, Software
Communications Architecture (SCA)-based radios, an 8-GHz UWB receiver, a cognitive radio test
bed, and 1-GHz sliding correlator for propagation measurements. Many of the special hardware
tools were built at Wireless@VT.


A cognitive network testbed has been built within Virginia Tech (CORNET) capable of running
applications such as detecting unauthorized transmitters, position location of mobile nodes, cog-
nitive MIMO algorithms, and distributed network algorithms. The Community Infrastructure is
deployed in a new building on the Virginia Tech, Blacksburg campus called ICTAS-I. The university
has allocated space and special equipment and accessories for the deployment of 48-node physical
network [12, 13].


Wireless@Virginia Tech is composed of over 30 faculty members from several different labs span-
ning expertise in cognitive radio networks, dynamic spectrum access, antennas and propagation,
secure communications, wireless and social networks, digital signal processing, and RF/VLSI circuit
design.
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Executive Summary 


The Wireless Innovation Forum has been active for sixteen years supporting the development 


and deployment of advanced wireless technology, and for over seven years has specifically 


targeted public safety as an important domain for such technology.  The Forum welcomes the 


progress in the United States in defining a National Public Safety Broadband Network, as 


enhanced digital information supports the importance of robust, reliable wireless communication 


is a cornerstone of effective public safety. 


Many of the concepts defined in the Request for Comment (RfC) published by the National 


Institute of Standards and Technology (NIST) align closely with concepts and technologies that 


have evolved in the deliberations and publications of the Forum.  Our response is intended to: 


 Highlight the importance of the proposed features to public safety based on extensive 


scenario-based analysis; 


 Identify specific capabilities and functionalities needed to realize the high-level features 


proposed in the RfC; 


 Identify operational and regulatory considerations associated with the features; 


 Identify additional capabilities that would further enhance the capabilities and utility of 


the National Public Safety Broadband Network. 


 Provide specific references to Public Safety communication issues in publicly available 


publications of the Forum. 


The Wireless Innovation Forum has worked to identify the potential impact of advanced wireless 


technologies on public safety communications.  The U.S. National Public Safety Broadband 


Network can benefit from the concepts and capabilities identified by the Forum.  Our response to 


this RfC provides a mapping of the Forum’s work to the specific questions posed in the RfC, and 


provides detailed discussions of the topics and issues identified by NIST. 
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Comments on Research and Development Priorities for 


Desirable Features of a Nationwide Public Safety Broadband 


Network 


1 Overview 


The Wireless Innovation Forum has been active for sixteen years supporting the development 


and deployment of advanced wireless technology, and for over seven years has specifically 


targeted public safety as an important domain for such technology.  The Forum welcomes the 


progress in the United States in defining a National Public Safety Broadband Network, as 


enhanced digital information supports the importance of robust, reliable wireless communication 


is a cornerstone of effective public safety. 


Many of the concepts defined in the Request for Comment (RfC) published by the National 


Institute of Standards and Technology (NIST) align closely with concepts and technologies that 


have evolved in the deliberations and publications of the Forum.  Our response is intended to: 


 Highlight the importance of the proposed features to public safety based on extensive 


scenario-based analysis; 


 Identify specific capabilities and functionalities needed to realize the high-level features 


proposed in the RfC; 


 Identify operational and regulatory considerations associated with the features; 


 Identify additional capabilities that would further enhance the capabilities and utility of 


the National Public Safety Broadband Network. 


 Provide specific references to Public Safety communication issues in publicly available 


publications of the Forum. 


The remainder of this overview presents a brief introduction to the Forum and the projects and 


documents relevant to the RfC.  In Section 2, we provide a mapping of desirable features defined 


in the RfC and use cases generated by the Forum that highlight the impact and challenges of 


implementing those features.  While we have referenced the full use case documents, we have 


included the specific use case write-ups as appendixes as those write ups contain the information 


about desired features requested in the RfC.  In Section 3 we include similar mappings to 


“challenges” that were defined in two reports that the Forum previously published on the topic of 


a public/private shared network for public safety.  In Section 4, we have included answers to 


additional questions in the RfC. 


The Wireless Innovation Forum (WInnF) is an open, non-profit mutual benefit corporation 


dedicated to supporting the development, deployment, and use of open architectures for 


advanced wireless systems, with a mission to accelerate the proliferation of advanced 
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communications technologies in wireless networks to support the needs of civil, commercial, and 


military market sectors. Activities focus on: 


 Developing requirements and/or standards for SDR technologies, to include working in 


liaison with other organizations to ensure that Forum recommendations are easily adapted 


to existing standards and evolving wireless systems 


 Cooperatively addressing the global regulatory environment 


 Providing a common ground to codify global developments, 


 Serving as an industry meeting place 


The Public Safety Special Interest Group (SIG) is one of several special interest groups within 


the Forum that bring together developers, users, regulators, and educators to address issues 


specific to the application of advanced communications technology within a particular domain or 


market area.  Goals of the Public Safety SIG are to interface with the public safety community 


(including both users and vendors), to raise awareness of key technologies, to publicize the 


activities of the Forum in addressing those issues, and to increase participation of the public 


safety community in the WInnF.  The Public Safety SIG also interacts with other committees and 


working groups within the Forum to provide the public safety community’s inputs into the 


publications and initiatives undertaken by the Forum.  The Public Safety SIG is a unique venue, 


because participation in the SIG has historically included public safety organizations, land 


mobile radio vendors, manufacturers of advanced communications technologies for military 


applications, software developers, researchers, and regulators. 


Our response references two use case documents which the Forum published as the result of 


project to determine how advanced wireless technology such as software defined radio, 


reconfigurable radios, and cognitive radios could enhance public safety communications.  In 


each case, a detailed scenario was analyzed with respect to the communications capabilities 


available to responders to determine how advanced technologies could have impacted the 


response.  These reports include: 


 Use Cases for Cognitive Applications in Public Safety Communications Systems - 


Volume 1: Review of the 7 July Bombing of the London Underground 


SDRF-07-P-0019-V1.0.0
1
 (Nov. 8, 2007) 


 Use Cases for Cognitive Applications in Public Safety Communications Systems 


Volume 2--Chemical Plant Explosion Scenario 
WINNF-09-P-0015-V1.0.0


2
 (Jan. 26, 2010) 


When the concept of a shared public/private wireless network as a basis for a nationwide public 


safety network was first introduced, the Forum also published two reports that highlighted the 


challenges in implementing such a network and the advanced technologies that could address the 


                                                 
1
 available at http://groups.winnforum.org/d/do/1565  


2
 available at http://groups.winnforum.org/d/do/2325 



http://groups.winnforum.org/d/do/1565

http://groups.winnforum.org/d/do/2325
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challenges.  While the business models currently under consideration are different, the 


technologies and challenges are relevant to the National Public Safety Broadband Network.  The 


second report (the Utilization Report), built on the work of the initial report, and the challenges 


from the Utilization Report are included in this response as appendices. 


 Considerations and Recommendations for Software Defined Radio Technologies for 


the 700 MHz Public/Private Partnership 
SDRF-07-R-0024-V1.0.0 (Recommendations Report, December 5, 2007)


3
 


 Utilization of Software Defined Radio Technology for the 700 MHz Public/Private 


Partnership 
SDRF-08-P-0004-V1.0.0 (Utilization Report, June 18, 2008 )


4
 


The Modeling Language for Mobility (MLM) Work Group has developed three documents that 


provide relevant background to the RfC: 


 Use Cases for MLM Language in Modern Wireless Networks 
SDRF-08-P-0009-V1.0.0 (June 1, 2002)


5
 


 Description of the Cognitive Radio Ontology,  


WINNF-10-S-0007, Version V1.0.0 (September 30, 2010)
6
 


 Description of the Cognitive Radio Ontology,  


WINNF-10-S-0007, Version V1.0.0, (September 30, 2010, with associated Ontology 


provided in OWL)
7
 


The first document includes four use cases that are based on the use cases of the Public Safety 


SIG.  The second referenced document contains the description of the ontology (called there the 


Cognitive Radio Ontology (CRO). The third document contains the representation of the 


ontology in the declarative language called the Web Ontology Language (OWL).
8
 


                                                 
3
 Available at http://groups.winnforum.org/d/do/1579  


4
 Available at  http://groups.winnforum.org/d/do/1564  


5
 Available at  http://groups.winnforum.org/d/do/1562  


6
 Available at  http://groups.winnforum.org/d/do/3370  


7
 Available at  http://groups.winnforum.org/d/do/4441  


8
 See also Wireless Innovation Forum Comments to FCC in ET Docket No. 10-237, “In the Matter of Promoting 


More Efficient Use of Spectrum Through Dynamic Spectrum Use Technologies,” (Feb. 28, 2011) available at 


http://groups.winnforum.org/d/do/4397; Wireless Innovation Forum Comments to FCC in GN Docket Nos. 09-51 


and 09-157, “In the Matter of Fostering Innovation and Investment in the Wireless Communications Market; A 


National Broadband Plan for the Commission’s Future,”  (Sept. 30, 2009), available at 


http://groups.winnforum.org/d/do/1575. 



http://groups.winnforum.org/d/do/1579

http://groups.winnforum.org/d/do/1564

http://groups.winnforum.org/d/do/1562

http://groups.winnforum.org/d/do/3370

http://groups.winnforum.org/d/do/4441

http://groups.winnforum.org/d/do/1575
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2 Mapping of Feature List to Use Case Documents 


The RfC identifies a number of desirable features of a 


National Public Safety Broadband Network.  In this 


section, we highlight work done within the Forum to 


assess the potential of advanced communications 


techniques in the context of specific scenarios.  The use 


cases are included as an appendix to this document, and 


within each use case (described in Table 1) discussion, 


there is information specific to the following NIST 


questions: 


 Your assessment of the importance of the 


feature in relation to a Nationwide Public 


Safety Broadband Network.  The importance of 


the feature is defined in the context of the scenario 


and the use case that shows how the capability 


could impact the first responder communications 


capabilities.  The use cases for the Chemical Plant 


Scenario specifically include a section on impact.  


 Current gaps that exist preventing the 


realization of the full potential of the feature: 
The use case discussion includes a discussion of 


capability shortfalls. 


 Possible research and development that could 


take place to close any technical gaps: The 


summary of capabilities outlines what we propose 


as an ideal capability, and the ultimate goal of 


research to address the capability gaps. 


 Any challenges that public safety could face in 


realizing the full potential of these features 


given currently implemented solutions:  
Operational and regulatory implications are 


discussed in each use case. 


 Best practices from other industries that could 


be leveraged to expedite public safety’s 


realization of these key features.  The use cases 


do not specifically address best practices from 


other industries. 


 


Metalanguage for Mobility (MLM) 


Use Case  


The main objective of the MLM use 


cases was to show how the objectives of 


the Public Safety use cases can be 


achieved through use of a declarative 


language (MLM). MLM is based on an 


ontology (terminology that includes 


concepts, relationships and instances) 


and allows for expressing policies that 


define how a communication device 


should react to various types of events. 


Once an ontology and policies are 


defined, then the policies can be 


executed by the computing device of the 


communication node and thus imposing 


the behavior on the nodes that is 


specified in the policies.  


To demonstrate the feasibility of using 


the cognitive radio ontology (CRO) and 


policies to control communication 


nodes, VIStology, Inc. and Northeastern 


University  have developed a 


demonstration in which two radios, 


implemented on the GNU Radio 


platform, used the CRO and policies to 


exchange information about their 


communications environment and their 


internal states and use policies to react 


to the messages. This demonstration 


was presented at the 2010 Software 


Defined Radio Technical Conference, 


sponsored by the WInnF, in December 


of 2010. In this demonstration, two 


cognitive radios were shown to 


adaptively control their transmit power 


in order to improve their performance, 


or quality of service (QoS), defined in 


terms of a relation between the transmit 


power and the mSNR. The results of 


this demonstration can be found in: 


S. Li, J. Moskal, M. M. Kokar, and 


D. Brady. An implementation of 


collaborative adaptation of cognitive 


radio parameters using an ontology and 


policy based approach. Analog 


Integrated Circuits and Signal 


Processing, DOI: 10.1007/s10470-011-


9681-y:1-14, 2011. 
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Table 1, List of Use Cases 


Use Case Description 


London Bombing Scenario (see Appendix Section 6) 


1 Network Extension for Coverage and Reachback 


2 Dynamically Access Additional Spectrum 


3 Temporarily Reconfigure First Responder Communication Device Priorities 


4 Interface to Non-First Responders 


Chemical Plant Use Cases (see Appendix Section 7) 


1 Role-Based Reconfiguration 


2 Resource Management in a Dedicated Public Safety Network 


3 Resource Management in a Shared Public/Private Network 


4 Coverage Performance Improvement 


5 Reconfigurable RF Gateway Capability 


6 Interface with non-first responders 


7 Revert to Previous State 


8 Cognitive Sensor Network 


Metalanguage for Mobility 


MLM Radio Management (see sidebar above) 


Table 2 provides a mapping of the use cases to the desirable features listed in the NIST RfC.  


The actual use cases are included as an appendix. 


Table 2, Mapping of Desirable Features to Use Cases 


Feature 
London Bombing Use 


Cases 
Chemical Plant Scenario Use Case 


 


 1 2 3 4 1 2 3 4 5 6 7 8 MLM 


To ensure resiliency 
Resiliency  X       X   X  X 


Self-Organizing  X       X      


Meshing  X             


Adaptability  X X   X  X      X 


To ensure reliability and availability: 


Prioritization    X   X X X      


Quality of Service (QoS)   X   X X      X 


To enable security: 


Strong, Dynamic Access Control      X    X  X  


To ensure affordability/commercial alignment: 


Compatibility with Commercial 


Infrastructure 


   X  X X  X   X  


Network sharing   X  X  X X  X   X  


Multi-Modal     X       X  


Scalability   X   X X X       


Power Awareness        X     X 


Standardized Common Interfaces     X         


Uniform, Universal Access              
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3 Mapping of Feature List to Challenges 


The Forum generated two reports that highlighted the challenges in implementing a national 


broadband wireless network a network and the advanced technologies that could address the 


challenges. The discussion of the challenges from the more recent report are included as an 


appendix to this document, and within each challenge (described in Table 3) discussion, there is 


information specific to the following NIST questions: 


 Your assessment of the importance of the feature in relation to a Nationwide Public 


Safety Broadband Network.  The importance of the feature is defined in the context of a 


challenge to develop a nationwide wireless broadband network for public safety.  


 Current gaps that exist preventing the realization of the full potential of the feature: 
The challenge discussion includes a discussion of capability shortfalls. 


 Possible research and development that could take place to close any technical gaps: 
The challenge discussion outlines advanced wireless technologies that could address the 


capability shortfalls. 


 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions:  Operational and regulatory 


implications are discussed for each challenge. 


 Best practices from other industries that could be leveraged to expedite public 


safety’s realization of these key features.  The use cases do not specifically address best 


practices from other industries. 


Table 3, List of Challenges 


Challenge Description 


Utilization Document (see Appendix Section 8) 


1 Creating a Commercially Viable Network that Meets Public Safety Needs 


2 Evolving over Time 


3 Supporting Unique Public Safety Requirements 


4 Interoperability with other 700 MHz Networks 


5 Cost and Usability 


Table 4 provides a mapping of the use cases to the desirable features listed in the NIST RfC.  


The actual challenges are included as an appendix. 


 







  NIST RfC Ad Hoc Committee 


Response to NIST RfC 


  WINNF-11-R-0017-V1.0.0  


 


Copyright © 2011 The Software Defined Radio Forum Inc. Page 7 


All Rights Reserved 


Table 4, Mapping of Desirable Features to Nationwide Broadband Challenges 


Feature 
Utilization Challenge 


1 2 3 4 5 


Resiliency    X   


Self-Organizing       


Meshing       


Adaptability  X X    


Prioritization  X  X   


Quality of Service (QoS) X  X   


Strong, Dynamic Access Control      


Compatibility with Commercial Infrastructure    X  


Network sharing       


Multi-Modal      


Scalability   X    


Power Awareness X     


Standardized Common Interfaces      


Uniform, Universal Access      


4 Additional Questions 


The RfC also included additional questions; we have listed those question for which the Forum’s 


work provides input. 


What is the importance of employing open standards for the nationwide public safety 


network? 


 Open standards are key to achieving the other goals of commonality of functions, 


facilitation of a multi-vendor environment, and affordability.  Proprietary functionality 


(not including individuals applications) that is outside the standard tends to create non-


interoperable capabilities; non-standard functionality needs to be available to all 


developers (open source architecture)  


What can be done to ensure both short- and long-term affordability of the network for all 


types of public safety agencies?  


 The Utilization Report Challenge 5 (see Appendix Section 8.5) addresses how SDR/CR 


technology addresses cost and usability issues in a national broadband network. 


What network features or requirements have not been identified above, the lack of which 


may impair the network’s ability to adequately serve the needs of public safety?  


 Capabilities that support role-based responder access and resource management. 


o Explicit definition of user roles within an incident response structure (see Appendix 


Section 7.1).  


o Electronic storage of a user’s credentials. 


o Ability to authenticate a user as qualified for a specific role. 
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o Definition of appropriate radio capabilities as associated with a user’s role. 


 Capabilities that improve dynamic spectrum management. 


o Decision making based on knowledge of the RF environment, which in turn requires 


that the individual radios provide some information about the RF environment at their 


location. 


o Geolocation. 


o Capability to release use of spectrum by public safety users as the emergency 


communications requirements decline. 


 The ability to establish and manage network operations policies  


 Ability to query radios for information including, but not be limited to, vendor, radio 


type, available modes, version numbers, reconfigurability, etc. 


 Interface to legacy systems (LMR, paging, legacy data systems) and a transition 


roadmap. 


 Ability to refresh technology at “commercial pace” while maintaining compatibility with 


all users of the system, in an environment where not all users will update simultaneously. 


 Ability to restore conditions to pre-incident conditions or previously known state. 


 Ability to interface to and manage data from sensors. 


 Ability of subnets to communicate when disconnected from the primary system, and 


synchronize when connection re-established. 


 Interaction of QoS, security, trust, and authentication management in a dynamic 


environment. 


 Mission critical voice functional capabilities as defined in the National Public Safety 


Telecommunications Council Broadband Working Group (NPSTC BBWG) document 


entitled “Mission Critical Voice Communications Requirements for Public Safety”
9
. 


How should NIST engage public safety practitioners and technologists as part of the 


planned R&D projects to ensure proper prioritization of efforts and effectiveness of 


developed solutions? 


The Forum encourages NIST to continue to solicit input from technology-oriented organizations 


such as the Wireless Innovation Forum to provide ideas on both short-term and long-term 


technology solutions to the challenges of implementing and operating the National Public Safety 


Broadband Network; public safety users need the most effective, reliable, and affordable 


communications capability that the technology community can provide. 


                                                 
9
http://www.npstc.org/broadband.jsp.  



http://www.npstc.org/broadband.jsp
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5 Summary 


The Wireless Innovation Forum has worked to identify the potential impact of advanced wireless 


technologies on public safety communications.  The U.S. National Public Safety Broadband 


Network can benefit from the concepts and capabilities identified by the Forum.  Our response to 


this RfC provides a mapping of the Forum’s work to the specific questions posed in the RfC, and 


provides detailed discussions of the topics and issues identified by NIST. 
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6 Appendix: London Bombing Use Cases 


A number of potential cognitive use cases have been identified based on the scenario timeline as 


described in the preceding section. In this section, each use case is discussed in much greater 


detail. The use cases are ordered in descending priority based on operational relevance and 


feasibility as provided by the public safety practitioners who provided input to and feedback on 


the report. 


6.1 Use Case 1: Network Extension for Coverage and Reachback 


Cognitive radio capabilities could be used to automatically reconfigure radios to include a 


repeater capability to extend network coverage to areas where radios are otherwise cut off from 


their infrastructure, particularly during initial response to an incident prior to additional 


communications resources being deployed. 


6.1.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: Bombs exploded on three London Underground trains inside tunnels with 


varying distances to the nearest station.  Some passengers were severely wounded.  There 


was no light.  The only escape was by walking through the tunnel to the nearest station.  


Responders had to walk to the scene through the tunnel. 


A number of different agencies, including Metropolitan Police, British Transport Police, 


the London Fire Brigade, and London Ambulance responded to the emergency by 


entering tunnels through the nearest station. 


2. Network: Once police and fire responders went into the tunnels, their radios lost 


connectivity to the above-ground infrastructure.  The only means for responders to 


communicate back to their respective command centers and any above ground personnel 


was to walk to the nearest station and position themselves at the entrance to the Metro 


system.  Individual radios were not capable of exploiting peer-to-peer capabilities to 


provide network extension to connect isolated nodes to the network. 


3. Procedural: Responders had adequate authority to communicate on their own networks, 


but as noted under Network were unable to do so.  Procedures were established to 


maintain some flow of information by having responders communicate to (above ground) 


command centers from the entrance to the tunnels, but that process required responders to 


walk from the scene to the entrance, which took as long as 15 minutes in some cases. 


4. Regulatory: No regulatory issues were involved as the situation reflected an inability to 


communicate on licensed frequencies due to physical constraints. 


5. Chronological: Prior planning had been performed, but infrastructure damage precluded 


the use of some communications capabilities that were in place and part of the plan. 
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The other critical chronological consideration is the amount of time (as much as 15 minutes) 


required to move information from the scene of the accident underground to the command 


centers. 


6.1.2 Description of Use Case 


Cognitive radio technology could be implemented to reconfigure responders’ radios to create an 


extension to the existing network.  This network extension would allow transmissions to be 


passed back and forth from the incident site along a network of individual responder radios 


operating in peer-to-peer mode to a radio which can communicate with the main radio 


system/network.  A radio would be positioned where it could maintain connectivity with the 


above-ground infrastructure (such as at an opening to the tunnel) and function as a repeater to 


bridge between the otherwise disconnected radios and the infrastructure.  Depending on 


distribution of radios in the tunnels, additional radios could also be automatically reconfigured to 


act as repeaters among the disconnected radios. 


The concept is illustrated in Figure 6-1.  As shown, communications is enabled between 


personnel at the opening of the tunnel to dispatch and emergency management centers, but not 


from responders at the scene of the explosion in the tunnels.  The concept of the network 


extension capability is reflected in the additional links that could be established automatically 


among responders otherwise cut off from communication with the above-ground system. This 


provides immediate restoration of communications for all users without requiring additional 


equipment at the scene.  
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Figure 6-1. Network Coverage Extension Use Case Example 


The impact of these capabilities is that on-scene responders would have direct communications 


to command centers without leaving the incident scene or resorting to runners that delayed 


communications by as much as 15 minutes.  With respect to the specific aspects of the scenario 


situation noted in Section 4.3.1.1, this use case would result in the following: 


1. Physical: No change from the physical situation described above. 


2. Network: Responders would maintain connectivity with their network at all times 


regardless of where they were located.  (Note that it would be possible to achieve the 


same effect by deploying repeaters at strategic locations to create the necessary 


extension.  However, the cognitive capability has significant advantages that justify this 


use case: 
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a. Cognitive capabilities and the ability to reconfigure radios would provide the network 


extension immediately, rather than after the period of time necessary to deploy 


repeaters. 


b. Cognitive capabilities would automatically determine appropriate network 


configuration.  Repeaters would require manual determination of the repeater 


location, frequencies, and so on. 


c. Cognitive capabilities would allow the network extension to accommodate the 


dynamics of the response, as users arrive and leave, as the physical location of the 


responders changes, and so on. 


3. Procedural: In general the procedures normally used for communications among 


responders and between the responders and the above ground command centers would be 


followed in this situation.  Additional procedures would be followed to position radios as 


needed to function as repeaters to ensure connectivity.  However, unless the radios acting 


as repeaters have a full duplex capability, the responders must allow for a variable time 


lag for their message to be received and stored and then re-transmitted at each repeater 


and for an appropriate response back from the other party(ies) involved in the 


communications. 


4. Regulatory: No significant regulatory change would be required as this capability 


assumes operation on existing licensed frequencies, however regulatory approval of 


operating mode changes would be required.  See Section 4.3.1.4. 


5. Chronological: The pre-planning would still be effective as network connectivity would 


be maintained despite infrastructure damage or the response by responders whose radio 


system was not normally extended into the tunnels. In addition, the timelines to move 


information from the scene to the command centers could be reduced from as much 15 


minutes to a few seconds. 


6.1.3 Functional Capabilities 


There are a number of functional capabilities assumed by this cognitive use case.  First, the 


radios must be capable of being reconfigured to function as a network extension (e.g., the radios 


can operate on appropriate spectrum; the radios have reconfiguration algorithms, and so on).  


Second, there must be some level of cognitive capability for a collection of radios to 


“understand” that they have lost their ability to communicate with the system infrastructure.  


More specifically, radios must be capable of: 


 Determining that they are disconnected from the system infrastructure;  


 Finding and identifying peer radios;  


 Identifying and authenticating reconfigurable compatible radios;  


 Determining which radio/radios is/are within coverage of the infrastructure and which 


radios are not within the coverage of the infrastructure; 


 Forming a satisfactory network extension route to the infrastructure from each affected  


radio using non-interfering frequencies for each “hop”; 
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 Adjusting the network as responders arrive and depart from the area where coverage is 


unavailable; and 


 Preserving the level of security of the baseline network in the network extensions. 


 Providing either full duplex (simultaneous receive and transmit) operation or including a 


“store and forward” capability for user voice and/or data communications. 


There are a number of approaches that could be utilized to achieve the network extension, such 


as ad hoc or mesh networks.  The feasibility of existing protocols to accomplish this is a relevant 


research topic. 


6.1.4 Regulatory Implications 


The proposed capability would rely on existing peer-to-peer modes of operation for which 


regulatory rules are already in place.  Thus no major regulatory changes are required (although 


air interface could change from being used in simplex mode to semi-duplex or duplex mode.)  


However, it is possible that the spectrum and protocols required to implement such a capability 


would require the ability to utilize spectrum not routinely licensed to such users under current 


regulatory rules.  Thus it may be necessary to consider allowing use of spectrum for such 


purposes.  Part of the cognitive capability of identifying the disconnection from system 


infrastructure could be to ensure that spectrum used for peer-to-peer communication would not 


interfere with other users.  In the case of the tunnel bombing, such interference would be unlikely 


because the area in question is generally cut off from most above-ground infrastructure.  


However, to generalize this use case to other situations in addition to the tunnel scenario, channel 


assignments should be made on approved frequencies. 


6.1.5 Policy Implications 


As noted above, the objective of this use case is to seamlessly restore lost connectivity of 


responders who have already been authorized and authenticated to use the network.  Ideally 


responders would be unaware of the reconfiguration of radios, although an audio or visual alert 


should be included to indicate that the radio is following the network extension protocols.  


Policies governing use of the network (e.g., who may use the network, radio protocols, use of 


channel) would be the same for the network extension as when the radio is within range of the 


infrastructure. 


Some procedures will need to be modified or added to reflect that some radio behavior, such as 


the rebroadcast of voice transmissions, may be evident to the responders because of response 


delays.  Training will be generated to be appropriate so that users will be familiar with the 


differences in radio performance and behavior.  In addition, training will be established for 


responders to understand the impact of physical location and how best to deploy, particularly if 


they were going to carry a radio that can be reconfigured as a repeater.  Consideration should 


also be given to allowing individual first responders the option of excluding their radio from 


participating in the network (see discussion in Section 5.2). 
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Network management policies (e.g., machine readable policies) that govern the manner in which 


radios are reconfigured to achieve network extension will need to be implemented in advance to 


facilitate such operations.  However the impact on usage behavior should be minimal.  


Some training will also be needed to fully exploit such capabilities. For example, responders 


would need to understand how the radios respond when outside network coverage. Users should 


be familiar with performance aspects of the radios such as changes in delay times, capabilities 


and performance of the radio when acting as a repeater, the impact of physical location of the 


radios on network performance, and similar information. 


Policies and procedures will need to be established for operation of radios that end up being used 


as repeaters. For example, a responder whose radio is used as a repeater may need to stay in a 


specific physical location and “man” the position to maintain the communication link, and may 


not be able to participate in other functions of the response. Agencies will need to consider the 


tradeoffs of how to allocate responders accordingly. Procedures may also be established for 


responders “dropping off” radios as needed to allow the network extension to function (here 


again the issue is how best to allocate resources, with the radio and the responder being 


considered separate resources). Given the proposed capabilities of the radios, spare or cache 


radios which can be rapidly delivered to the scene may also be part of an incident response 


strategy. 


6.2 Use Case 2: Dynamically Access Additional Spectrum 


At several points in the scenario there were communications difficulties because of the sheer 


volume of calls on the voice communications networks.  Dynamic spectrum access, or the ability 


for cognitive radios to identify unused or underutilized spectrum, could be a solution in this 


scenario and provide a means for expanding capacity when needed. 


We understand that there are significant technical issues associated with implementation of this 


use case that are dependent on the technology used in the system infrastructure.  The focus of 


this discussion is the overall desirability and benefit to public safety of being able to expand 


capacity in emergency situations in a timely manner. 


Note, however, that most dynamic spectrum access approaches assume that the user is operating 


as a secondary user, and able to relocate to other spectrum as needed if a primary user utilizes the 


spectrum.  This use case in this scenario would be significantly different—in an emergency 


situation, dynamic spectrum access for responders would be as a primary user—to specifically 


appropriate spectrum that is not being used, or can be appropriated for emergency use.  


6.2.1.1 Summary of Scenario Situation 


In terms of the aspects of public safety communications: 


1. Physical:  In the process of responding to the situation, the density of radios and access 


attempts overloaded some infrastructure elements in a specific geographic area.  Key 


considerations include that the scenario took place in a densely populated urban area 


during a workday.  In addition, multiple incident locations created demand for services 


that impacted the system as a whole. 
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2. Network:  Based on the demand exceeding capacity, access control mechanisms 


(ACCOLC) were invoked in the area around Aldgate East to block access for some users, 


including first responders that did not have priority access. 


3. Procedural:  A significant decision process was executed to determine whether or not to 


invoke Access Overload Control (ACCOLC)
10


 when the mobile phone system could not 


handle the number of attempted calls.  Part of the decision process was assessment of the 


impact of ACCOLC on responders who were supporting the response but whose radios 


did not have priority. 


4. Regulatory:  No regulatory procedures existed for dynamic allocation and use of 


spectrum outside the previously licensed frequencies. 


5. Chronological: The ACCOLC decision process occurred as the response to the bombing 


events was unfolding. 


6.2.2 Description of the Use Case 


This use case involves identifying and utilizing spectrum not normally utilized by the system—in 


this case the mobile phone system. 


There are three different approaches that can be considered to realize this use case, as outlined 


(underlined) below: 


Pre-defined agreement among organizations: One approach to dynamic spectrum access, taking 


advantage of reconfigurable radios/cell phones, is to establish agreements among organizations 


that would allow a non-licensed authorized user to utilize additional spectrum under defined 


circumstances and by mutual agreement.  Implementation of this cognitive capability may be 


limited to the ability to identify the channel loading limits that would require accessing 


additional spectrum.  The cognitive capability may also be used to manage network and 


subscriber reconfiguration to enhance the utilization of the allocated spectrum.  There is a broad 


range of potential types of agreements under which spectrum could be dynamically accessed.  


The following is by no means conclusive but serves to provide a range of possibilities: 


 Dynamic spectrum access that is triggered by a pre-defined event, such as reaching a 


capacity limit; 


 Dynamic spectrum access that occurs when one organization requests access and the 


licensed organization grants it (e.g., spectrum mutual aid). 


 Dynamic spectrum access granted to another user (spectrum leasing) or to a secondary 


user on a non-interfering basis. 


Emergency declaration: Another approach to dynamic spectrum access, again requiring the 


ability to reconfigure radios/cell phones is to establish rules by which some spectrum (licensed 


                                                 
10


 We recognize that the increasing deployment of Airwave (a dedicated public safety communications system) into 


the police and fire services is reducing the use of public networks by first responders, and therefore reducing the 


chances of a recurrence of the specific circumstances under which ACCOLC was invoked in this scenario. 


Nevertheless, this scenario highlights the general challenge of obtaining adequate capacity for first responder 


communications in an escalating event, for which dynamic spectrum access is an important use case for cognitive 


radio capabilities. 
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for other services) is accessed for emergency response under a governmental declaration.  Here 


again the cognitive capability may be limited to identifying the load circumstances under which 


access of additional spectrum is appropriate, or may be used to manage network and subscriber 


reconfiguration to enhance spectrum utilization. 


Identify unused or underutilized spectrum not licensed to the network: Another approach to 


dynamic spectrum access is to monitor spectrum utilization in frequencies not licensed to the 


network, identify spectrum which is unused or underutilized (“white space”), and reconfigure the 


network and subscriber equipment to utilize that spectrum.  Clearly this type of dynamic 


spectrum access would be limited to emergency situations and only be allowed under clearly 


defined circumstances (such as a governmental declaration).  Cognitive capabilities would be 


required to identify available spectrum and to reconfigure the network and subscribers 


accordingly. 


1. Physical:  No change from the physical situation described above. 


2. Network:  In this scenario, the network congestion would be relieved by providing more 


spectrum for use by all network users including first responders.  If the infrastructure has 


a cellular architecture, it may be possible to dynamically reallocate the channel 


distribution to create additional capacity in the afflicted cells.  Alternately, there may be a 


place in nearby spectrum where some other service can be pre-empted to satisfy the 


demand. 


3. Procedural:  There are a number of procedural decisions involved in implementing this 


use case.  Key procedures include determining at what point to invoke dynamic spectrum 


access procedures, procedures for identifying spectrum that can be utilized, and when to 


release the bandwidth.  The specific procedural implications are a function of the 


implementation approach.  For example, this use case could be based on a fully 


automated determination of the need for additional spectrum and the spectrum to be 


utilized; in other implementations there may be a human in the decision loop, in which 


case the procedures for making such a decision must be defined.  Also, different 


procedures may be appropriate depending on whether the additional spectrum is based on 


a pre-defined procedure or agreement, or whether additional spectrum is identified in 


real-time during the course of an incident.  


4. Regulatory:  The regulatory implications of dynamically accessing spectrum depend on 


the approach (as outlined above) that is used.  Some pre-defined agreements among 


organizations may be feasible under existing regulatory rules, particularly if the spectrum 


is allocated under the same service rules or if the rules explicitly provide for secondary 


spectrum usage. Rules may require modification if the dynamically allocated spectrum is 


normally allocated under different service rules, or if there is no explicit allowance for 


such agreements to be put in place. In general the approach that allows spectrum to be 


accessed for emergency response is not embodied in existing regulations and would need 


to be added to allow this approach. Likewise, the ability to identify and access unused or 


underutilized spectrum not licensed to the network is not generally part of existing 


regulations. We recognize that these regulatory changes can involve sweeping changes to 


how spectrum is utilized in emergency situations, and that crafting rules which balance 


the needs of emergency response and other legitimate uses of spectrum during 


emergencies will require extensive research, development, and public discussion. 
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5. Chronological:  This kind of Spectrum Sharing would require a significant amount of 


advanced detailed planning.  Plans can have varying degrees of dynamic range.  


Switching from one fixed plan to another is easier than dynamic cognitive problem 


solving in real time, but more likely would result in less efficient spectrum utilization.  


Also note that relinquishing spectrum that has been utilized to facilitate emergency 


response must be done in a timely manner to have value greater than present systems. 


6.2.3 Functional Capabilities 


Dynamic spectrum access implies a number of functional capabilities, as described below. 


 The network must be able to identify capacity loading that meets whatever criteria are in 


place to initiate the dynamic spectrum access. 


 The network must be capable of identifying spectrum resources that can be utilized to 


offload some calls.  There are two possible approaches to identifying additional spectrum. 


o First, there may be established agreements in place that under certain circumstances 


spectrum normally used for one purpose is made available to support communications 


networks being utilized in an emergency.  Such identification could be based on 


established agreements among spectrum “owners” or based on allocation of spectrum 


for emergency use in the event of a certain level of emergency. 


o Alternatively, cognitive capabilities to search for underutilized spectrum (“white 


space”) that could be dynamically accessed.  Note that in this case a scheme must be 


implemented to manage the hidden node problem.  Also, the network must be able to 


support the ability to deconflict the situation if multiple users attempt to access the 


same available spectrum “white space”. 


 The network infrastructure must be able to reconfigure to use the new spectrum.  If the 


system is a trunked system, the network must be able to incorporate additional frequency 


options into the system.  Network transmitters and receivers must be able to be 


reconfigured to utilize the additional spectrum.  If the additional spectrum is based on a 


pre-defined agreement, frequencies may be pre-programmed, in which case only an 


execution command is required to access the additional spectrum. 


 Subscriber equipment must be able to reconfigure to use the new spectrum, i.e., must be 


able to transmit and receive on the additional frequencies. 


 Reconfiguration information must be communicated among the radios and the network 


infrastructure to coordinate the utilization of additional spectrum. 


 Dynamic access of spectrum must be consistent with the regulatory requirements of that 


spectrum (e.g., in terms of bandwidth, out of band emissions, power management, 


location based rules) to ensure that other users in that service are not adversely impacted 


by use of a specific frequency. 







  NIST RfC Ad Hoc Committee 


Response to NIST RfC 


  WINNF-11-R-0017-V1.0.0  


 


Copyright © 2011 The Software Defined Radio Forum Inc. Page 19 


All Rights Reserved 


6.2.4 Regulatory Implications 


The regulatory implications of this use case depend largely on the manner in which spectrum is 


dynamically accessed. 


Approaches based on pre-defined agreements among organizations that allow users to utilize 


spectrum in emergency situations may require regulatory approval to allow secondary use 


(secondary markets, leased spectrum, etc.) of spectrum by non-licensed users. 


One potential regulatory change is to allocate spectrum for first responder use that is otherwise 


allocated for other non-public safety use during normal conditions (e.g., executive declaration of 


an emergency automatically dynamically allocates certain commercial use spectrum for 


emergency responder utilization). 


Use of licensed spectrum without pre-arrangements is generally not allowed and would require 


changes to existing regulations.  Use of unlicensed spectrum is generally allowable, although 


regulatory changes could recognize public safety priority use of unlicensed spectrum in 


emergency situations (just as drivers yield the right of way to emergency vehicles with lights and 


sirens). 


6.2.5 Policy Implications 


There are a number of policy implications for this use case. Key questions include: 


 What are the circumstances under which spectrum can be allocated as described above? 


 Who has the authority under which a decision to utilize non-licensed spectrum is made? 


 What is the interaction of priority services and dynamically allocated spectrum? 


 When and how is dynamically allocated spectrum released? 


6.3 Use Case 3: Temporarily Reconfigure First Responder Communication Device 


Priorities 


Cognitive radios (in this case, referring to cell phones) might be able to be temporarily 


reconfigured with higher priorities based on the circumstances of the emergency responder.  


6.3.1 Summary of Scenario Situation 


In terms of the aspects of public safety communications: 


1. Physical:  In the process of responding to the situation, the density of radios and access 


attempts overloaded some infrastructure elements in a specific geographic area. 


2. Network:  Mobile phone network resources were being utilized by public users as well 


as first responders. 


3. Procedural:  A significant decision process was executed to determine whether or not to 


invoke Access Overload Control (ACCOLC) when the mobile phone system could not 


handle the number of attempted calls.  Part of the decision process was assessment of the 
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impact of ACCOLC on responders who were supporting the response but whose radios 


did not have priority. 


4. Regulatory:  No regulatory issues were involved. 


5. Chronological:  The ACCOLC decision process occurred as the response to the bombing 


events was unfolding. 


6.3.2 Description of the Use Case 


The dynamic prioritization use case exploits cognitive capabilities to adjust the priorities of 


responders based on the ongoing communications activity as well as the dynamics of incident 


response.  Priority schemes are implemented in today’s public safety and commercial cellular 


systems.  The application of cognitive capabilities provides the opportunity to adjust those 


priorities to accommodate unanticipated priorities or to manage priority access in real-time. 


One of the sources of motivation for this use case comes from one of the major issues that arose 


in the London bombing scenario.  The high demand for cellular calls motivated the Gold 


Coordinating Group to consider activating the Access Overload Control (ACCOLC) to deny 


access to the system for any device that did not have the required priority access.  One of the 


considerations in the decision of the Gold Coordinating Group not to invoke ACCOLC was 


concern that the key responders might not be carrying phones that would allow access were 


ACCOLC to be invoked. 


While the after action reports cited issues surrounding the deliberation to invoke ACCOLC on 


the day of the bombing, our analysis led to consideration of another use for cognitive 


capabilities: dynamic priorities.  In a crisis situation, as demands for system resources rise, it 


may become necessary to manage access to the system based on the relative importance of the 


user and the communication being transmitted.  The concept of the use case is to be able to 


change those priorities in real-time as an event unfolds.  In the case of emergency responders 


using a commercial cell phone network, priority access may be public safety users getting 


priority access over commercial users in the event of emergency situations.  For example, in land 


mobile radio systems, “man down” alarms get priority over other communications. 


While there are differences in typical use of cell phones for incident response between the United 


Kingdom and locations in other regions such as the United States, this use case is still generally 


applicable. It is not uncommon for first responders and incident command staff to use cell 


phones for non-mission critical communications. While not mission-critical, there may still be 


significant benefit in managing the priorities of such users. Furthermore, although not the focus 


of this particular discussion, the entire concept of dynamic prioritization based on responder role 


can be applied to land mobile radio systems as well. Trunking systems today have prioritization 


capabilities, but they are statically defined. 


The role of cognitive capabilities here is in the ability to adjust in real time those priorities based 


on the unfolding events of the incident, communications resources demands and availability, and 


the changing roles of individual responders over the course of an event.  In the case of the 


London bombing scenario, a capability that would have enabled responders who did not have 


ACCOLC-enabled devices (cell phones) would be to have devices reconfigured over-the-air and 


in real time.  This could have eliminated the risk of responders being denied access to the system 
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in the event that ACCOLC was invoked.  These cognitive capabilities could provide more 


sophisticated and dynamic access management for radio/cellular systems. 


The scenario situation would be described as follows: 


1. Physical:  No change from the physical situation described above. 


2. Network:  First responders would be assigned a priority based on their role in support of 


the response.  Priority modifications would be downloaded to the first responders’ mobile 


phones as needed.  In addition, cognitive capabilities in the network management would 


recognize the increasing load level and congestion levels and block access to lower 


priority calls as needed.  User mobile phones would also have a cognitive capability that 


indicates that user access has been blocked so that the system loading is not made worse 


by persistent access attempts. 


3. Procedural: As discussed in Section 4.3.2.3, there are several approaches to deploying 


this cognitive use case.  Appropriate procedures will be needed, and depend on what 


particular approach is followed.  For example, if individual responders are allowed to 


change (or request to change) their priority, policies and procedures need to be defined to 


govern the circumstances and steps to be followed by responders.  Likewise, policies and 


procedures for any request approvals or assignment of priorities as described in the 


following section will be required.   


4. Regulatory:  Mechanisms for over the air reprovisioning of mobile phones may require 


regulatory modifications. 


5. Chronological:  Policy and procedures would need to be addressed as part of system 


planning.  During an incident, invocation of access controls would take place upon 


activation of a set of trigger conditions.  When demand no longer exceeds capacity, then 


the access control mechanisms can be removed, although the normal feedback loop 


stability criteria must be observed to avoid an on-off-on-off pathology. 


6.3.3 Functional Capabilities 


A number of capabilities must be available in order to realize this cognitive use case.  First, there 


must be a mechanism to determine those first responders who have a legitimate need to have 


priority access to the communications network. Access to the network itself has already been 


established, i.e., the network has already recognized and authenticated the first responder’s cell 


phone (responder’s device).  The required capability is to establish that the circumstances of that 


particular user warrant a level of priority greater than the priority level currently granted to the 


responder’s device. 


The definition and assignment of priorities can incorporate a number of different elements of 


incident response and management.  For example, priority assignments could be based on: 


 The roles within the response that have been assigned to the individual responder’s 


device; 


 Physical location of the responder’s device; 


 Service of the responder’s device (e.g., EMS priority over law enforcement);  
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 Type of data being communicated; 


 Role of the user in the communications process. 


There is a potentially broad range of complexity and sophistication of the cognitive capabilities 


implied by this use case.  At the simplest level, assuming that priorities can be dynamically 


modified, radios could be reconfigured either by the individual responder or manually by a 


network operator without utilizing any cognitive capability.  However, manually determining 


priorities for individual radios is not very practical for large scale incidents.  Relatively simple 


cognitive capabilities
11


 could be implemented to associate priorities with responder assignments, 


physical location, and/or service.  More sophisticated cognitive capabilities could assign 


priorities automatically based on a variety of parameters associated with the communications of 


the response, or even in a predictive mode to anticipate, rather than react to, the dynamic needs 


of the responders. 


The advantage of role based priorities (supplemented by other ad hoc assignable methods) is that 


preplanning can determine the appropriate priorities for each role in a variety of situations of 


varying complexity. Cognitive capabilities might be able to assess the level of complexity 


involved and select a suitable priority.  All of this is supplemented by the user controlled 


methods delineated as follows. 


One approach to considering the different functional capabilities for handling priority 


assignments is to consider that there are three possibilities for requesting changes in priority—


the responder, some central authority (e.g., incident command, incident communications leader), 


and the communication network itself.  Note that in the case of the communications network, the 


actual functionality could be distributed between the subscriber unit and the network 


infrastructure, but the request or the authorization is made automatically without human 


initiative.  Each of these entities may also authorize the requested priority change.  This leads to 


nine possible approaches to priority assignment as shown in Table 5. 


                                                 
11


 Relatively simple in this context refers to the notion that the complexity of an algorithm to assign higher priorities 


to responders in a defined location is low; we recognize that the ability to reconfigure cell phones or other 


communications devices dynamically is a challenging issue. 
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Table 5.  Possible Dynamic Prioritization Approaches 


Authorized 


by 


 


Requested by 


Individual Responder Central Authority Network 


Individual 


Responder 


Priority is controlled by 


individual responder 


Individual requests are 


granted “manually” by 


central authority, 


would not require 


cognitive capabilities. 


Cognitive capability to 


respond to individual 


request. 


Central 


Authority 


Priority changes are 


initiated by central 


authority and 


“accepted” by 


individual responder. 


Central authority 


makes unilateral 


decisions regarding 


individual responder 


priorities. 


Cognitive capabilities in 


the communications 


network evaluate 


requests initiated by 


central authority 


Network 


Cognitive capabilities 


in network 


“recommend” priority 


change to individual 


responder who must 


“accept” the change. 


Cognitive capabilities 


in network 


“recommend” priority 


changes to central 


authority who must 


“accept” the change. 


Fully automated 


capability for priority 


management with no 


human in the decision 


loop. 


While any of the above approaches is possible, we recognize that not all approaches will be 


appropriate for all situations, and user requirements for a specific system may well dictate that 


only one of the above approaches be implemented in a particular system. In addition, we 


recognize that a investment may be required to maintain information on responder credentials 


and to establish general policies as well as specific priorities associated with roles assigned to 


individual responders. Also note that there are ongoing and planned efforts in developing 


responder credential infrastructure to support incident management that can be leveraged to 


support this use case.    


The other significant functional capability is the capability to reconfigure such a responder’s 


device.  In this situation involving a GSM-based cellular network
12


, when ACCOLC is invoked, 


only cell phones with a SIM with priority authorization can access the system; other devices are 


blocked.  The proposed cognitive use case assumes that either the SIM can be provisioned over 


the air for properly authenticated users, such that the phone would function with priority access.  


Alternatively, the system could determine that the user was a priority user based on the device ID 


(as opposed to the priority access code in the SIM) and allow access that way as well; however, 


the system computational effort to determine whether a call is being initiated by a priority user 


may involve substantial computational requirements. 


We recognize that assignment of priorities presents challenges in making the determination of 


what communications are more important than others. Part of the ACCOLC decision criteria is 


                                                 
12


 Note that concept of this use case would apply for other types of networks but reconfiguration would be 


implemented in ways other than over-the-air provisioning of SIMs. 
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the understanding that implementing ACCOLC would deny access to the network for responders 


(or for victims and observers who are providing critical information or notifying others). The 


ability to prioritize communications as proposed in this use case does not guarantee that all 


critical or important calls are made—there are physical limitations to the capacity of any system. 


However, this use case provides the opportunity to utilize cognitive radio capabilities to 


implement the best decisions that can be made with the available information. 


In addition to the changes to dynamically modify user priority, it is also important to be able to 


restore default conditions, such as when the user no longer requires priority access.  Different 


mechanisms for restoration may be implemented but could be similar to the same mechanisms 


used to implement dynamic prioritization. Restoration could be executed based on a variety of 


mechanisms, for example user request, incident command direction, and location if the user 


moves out of the incident area. (see Section 5.4).  


6.3.4 Regulatory Implications 


The ability to define priorities and block access to the system for certain types of priorities is part 


of the GSM specification.
13


  Since this use case does not change the basic mechanism of 


ACCOLC, the regulatory changes are limited to only those that may be necessary to allow 


reprovisioning of SIMs over-the-air to change priorities. 


6.3.5 Policy Implications 


There are a number of policy changes implicit in this use case. 


 Policies for determining the circumstances under which an emergency responder would 


be eligible to “upgrade” priority? 


 What information is required to authenticate the eligibility of the user to operate with 


higher priority? 


 What procedure is followed if a user requests priority? Is there any human in that 


decision loop? 


 Under what circumstances does the device’s priority revert to original level?  Could 


reversion be automatic based on responder location, or time frame?  Could incident 


command generate a broad directive (e.g., priority communications no longer required for 


a particular sector/unit/area) that cognitive capabilities could then execute to restore 


default priorities for all users? 


 While not necessarily applicable in the case of ACCOLC, a more general capability to 


manage user priorities in real-time could also allow reducing default priorities of 


responders if their role in the response is less critical.  Under what circumstances would a 


responder’s priority be reduced?  


                                                 
13


 Siemens Insight Consulting, “Communicating in a crisis – which technologies can be relied on?” 22 September 


2006, available at http://www.continuitycentral.com/feature0394.htm  



http://www.continuitycentral.com/feature0394.htm
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6.4 Use Case 4: Interface to Non-First Responders 


Cognitive radios could allow non-first responders communications access to first responders in 


specific situations in which the non-first responders are actively participating in the response, 


while ensuring that mission critical public safety networks are not impacted. 


6.4.1 Summary of Scenario Situation 


In terms of the aspects of public safety communications: 


1. Physical: A fourth bomb was detonated aboard a bus near Tavistock Square.  A group of 


doctors were within walking distance of the explosion and the injured people.  The 


doctors arrived on the scene more quickly than first responders and therefore had more 


timely information than the first responders.  No specific prior planning had taken place 


to apply these physicians as emergency response resources. 


2. Network:  The doctors did not have radios on any Public Safety net, but they did have 


cell phones and landlines were available in the building.  However, no dispatch 


organization knew of doctors’ availability, and thus had no ability to initiate contact with 


them.  Any communication from the doctors had to come from 999 calls to dispatch, with 


information then relayed to command centers. 


3. Procedural:  Since they were not part of a first responder organization, the doctors had 


no authority to communicate on the first responder network. 


4. Regulatory:  Communication used established facilities. 


5. Chronological:  No prior planning had been done for the specific incident, but medical 


personnel are aware of the legal implications of what they do in an emergency situation. 


6.4.2 Description of the Use Case 


In a mass casualty emergency there is a possibility that there are civilians that have the ability to 


provide added benefit to the responses that are taking place by the public safety community.  In 


some cases these may be the only response available for an extended period of time.  Thus it 


would be advantageous to leverage this capability and to provide direction to the efforts being 


put forth.  This situation arose in this scenario when the bomb went off in a bus near Tavistock 


Square, as there was a group of medical doctors meeting in a nearby building.  Thus there were a 


number of qualified medical personnel who were immediately available but were not tied into 


the incident command communications.  These trained medical personnel were not associated 


with an EMS provider but were on the scene and able to provide qualified medical information 


regarding casualties.  While this was in many respects a fortunate coincidence, a well meaning 


“good Samaritan” can also do more damage than good if they are unaware of the full situation.  


Thus the challenge is to establish effective communications with non-first responders without 


negatively impacting the incident command communications system and capabilities. 


In today’s communication environment the average person carries as a minimum a basic cell 


phone with the possibility of text messaging, photo and video capture and transmission.  This 


cognitive use case is an example of how communications capabilities could be adapted to most 
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effectively take advantage of situations in which non-first responder personnel are positioned to 


play a role in the response. 


We recognize that current concepts of operation and existing procedures do not generally include 


linking first responder communications networks to non-first responder personnel (regardless of 


their potential role in a response), and any change to such procedures cannot compromise first 


responder communications. 


Also note that the ability to appropriately link first responder communications with non-first 


responder personnel can also apply where some first responders are only equipped with 


commercial equipment.  In Europe, for example, volunteers (such as a volunteer fire service) that 


are part of the response may be equipped with commercial handsets rather than radios that access 


public safety networks.  In such cases, the capability to link them into a first responder network 


is a vitally important capability. 


A cognitive radio capability could allow them to link appropriately (upon proper authentication) 


to coordinate their activities with public safety professionals as needed.  The following provides 


a view of how this scenario with cognitive radio could unfold: 


1. Physical:  No change from the physical situation described above. 


2. Network:  The initial doctor(s) on the scene would call 999 to report the explosion, and 


identify themselves as doctors qualified to provide information on the medical status of 


casualties. Dispatch, upon satisfaction that the caller could provide relevant information, 


reconfigures the network (infrastructure, portable, or both) to allow the caller to 


communicate directly with the appropriate emergency management medical coordinator, 


incident command, and so on as dictated by policy. Once the doctor no longer needs to be 


connected (i.e., first responder personnel arrive on the scene, the doctor begins 


performing other functions, or all relevant information has been communicated), the 


network reconfigurations are rescinded. 


3. Procedural: Appropriate procedures would be in place to verify that the doctor was 


qualified to provide the information.  This could be accomplished by having medical 


personnel pre-registered in some manner so that a dispatcher could authenticate the caller 


(e.g., password, biometric, etc.) and ensure that the individual’s credentials already 


existed in a registry.  The doctor(s) would have communications capability as needed to 


the appropriate organizations within the incident command structure.  Procedures would 


also be in place to establish voice communications channels that would not disrupt 


mission critical incident command channels. 


Given the presence of pre-registered individuals, an additional capability to be leveraged 


is the ability to push information from dispatch or incident command (using some type of 


notification system) out to pre-registered users requesting that they make appropriate 


contact with the incident command staff for allocation and assignment. Location-aware 


cognitive radios could also provide information to incident command to refine a 


notification procedure. For example, upon indication of a problem at Tavistock Square, 


the medical coordinator in dispatch would look at a map that indicates current 


deployment of medical resources.  The concentration of doctors would show up 


immediately. 
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From a detailed roster of doctors near the bus, the dispatcher would select an appropriate 


number, and would send a short message to their mobiles asking if they can respond to a 


bomb emergency in Tavistock Square.  Doctors would be selected based on their 


qualifications and specialties.  The Cognitive element in the network would establish an 


ad-hoc response network.  Each doctor who responds affirmatively would receive 


network identification information (i.e., callsign).  


4. Regulatory: Appropriate regulations would be in place to allow non-first responders to 


communicate over the designated channels in emergency circumstances.  Depending on 


the communications capabilities used, this may or may not require regulatory changes. 


5. Chronological:  This use case would require that some pre-planning takes place that 


allows doctors to establish the means by which they can be identified as such during an 


event (i.e., registration). 


The above use case postulates that the communications is initiated by the doctors.  A variation of 


this use case considers a situation in which any interface with the first responder networks is 


initiated by incident command.  In this case we assume that a qualified medical person is not pre-


registered but has arrived on the scene of the incident. The individual calls 999; dispatch relays 


the information through normal channels to incident command. The incident commander or 


appropriate authority within the incident command structure determines that direct 


communications with the individual is desirable, in which case the appropriate reconfigurations 


are executed.  The scenario situation would be described as follows: 


1. Physical:  No change from the physical situation described above. 


2. Network:  No change from the network situation described above. 


3. Procedural: A doctor arrives on the scene of the explosion and calls 999. The doctor 


explains the situation and his/her qualifications to provide more detailed assessment of 


the medical condition of the victims to the call taker. The call taker obtains contact 


information for the doctor and relays the information to incident command. Incident 


command determines that direct contact is beneficial—the cognitive radio capabilities 


then establish the appropriate communications network linkage between radios within the 


incident command/first responder units and the doctor at the scene. Note that additional 


non-first responders can be added to the network through the same process as needed and 


appropriate.  


4. Regulatory:  Rules are required to describe exactly how such an ad-hoc network is to 


perform and what channels they use. 


5. Chronological:  This use case would require that some pre-planning takes place that 


allows doctors to establish the means by which they can be identified as such during an 


event (i.e., registration).  Registration would also cover responsibilities and liabilities that 


are assumed by the individual to perform such functions in an emergency. At time of 


notification of the event, each Doctor would have the option of responding, or opting out.  


If they respond affirmatively, they would become an on-site resource for incident 


command. 
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6.4.3 Functional Capabilities 


The specific functional capabilities involved in this use case depend on the approach used to 


implement it.  If the implementation involves reconfiguring non-first responder radios to provide 


them with a capability to communicate with the incident command/first responders, then the 


functional capabilities include the ability to download a waveform and the ability for the non-


first responders’ radios to be reconfigured accordingly.  If the implementation is based on 


infrastructure linking in a non-responder radio, then there must be a means for the non-first 


responder radio to upload information about the radio type. 


A key element of this use, although not considered part of the cognitive capabilities, is ensuring 


that any user who is linked to the first responders has a legitimate need for such communications, 


and has a device that will not adversely impact first responder communications. Establishing that 


a user has a legitimate need for such communications involves a number of issues: 


 Is the person someone appropriate for working with first responders? One approach 


used currently for interaction between first responders and civilians is to utilize some 


pre-registration process for translators, ministers, physicians, hazard experts, etc. 


Background checks were performed on all individuals prior to use. 


 How is the identity of the user verified? Is the user who he/she claims to be?  


 How is information provided by a user verified? In the scenario, assuming a doctor 


notified dispatch of the existence of casualties, how can that information be verified 


to a level of confidence necessary to modify communications? (Note that dispatch 


call-takers routinely evaluate the information provided in incoming calls.) 


 How is the potential role of a non-first responder verified? 


In addition, the role of such responders would need to be incorporated into the incident 


management (e.g., NIMS) as appropriate. Note that it is common for existing dispatch centers to 


have a capability to patch a phone line to a radio channel. This cognitive use case extends that 


concept to include establishing links between first responder communications channels and non-


first responder wireless devices/radios. 


6.4.4 Regulatory Implications 


Regulatory implications may also depend on implementation approach. Reconfiguring a non-first 


responder radio to be able to have some type of access to a public safety network would require 


changes to the manner in which radios are currently type accepted. The alternative 


implementation, in which the non-first responder communicates on their existing frequencies 


which is patched to a public safety network frequency or channel is done with current technology 


and would not generally require regulatory changes. 


6.4.5 Policy Implications 


Policy implications are dependent on the extent to which “non-first responders” are currently 


incorporated into emergency response/incident management. In locations such as the United 
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Kingdom, where volunteer responders are incorporated into the response team, the only policy 


change would potentially involve: 


 Guidance on the circumstances under which the cognitive capabilities would be 


exercised to establish access for non-first responders (including policy on 


authentication, security, and procedures); 


 Guidance on what communications are appropriate under such circumstances; and 


 Guidance on when and how non-first responders are disassociated with the network. 


For agencies that typically do not utilize direct communications with non-first responders, such 


as those in the U.S., any implementation of this cognitive capability would involve much broader 


policies. 


7 Appendix: Chemical Plant Explosion Scenario Use Cases 


7.1 Use Case 1: Role-Based Reconfiguration 


There are a number of events in the scenario in which the first responders from multiple agencies 


are arriving to support the incident response. Given the scope of the incident, these responders 


are not from jurisdictions within which the incident is occurring, but are from outside areas for 


which there are no standing mutual aid agreements and pre-planned communications 


interoperability capabilities. This means that upon arrival to the incident their radios are not 


interoperable with local communications systems in use for incident response. The concept of 


this use case is that arriving radios can be reconfigured specifically to facilitate capabilities that 


the responder requires, based on the arriving responders role within the incident response 


structure. 


The capability that the arriving radio should provide is a function of the role that the responder 


user is performing—for example, supervisors in the incident command structure may need more 


capabilities than other users. This approach provides greater control of communications 


resources and ensures that interoperability does not result in “everyone talking to everyone.” 


Once a radio is reconfigured, test messages should be sent to ensure that the reconfiguration was 


successfully executed.  


As with any of the use cases that involve reconfiguration of the radio, it is also necessary to be 


able to rollback reconfigurations to a previous state, and to the pre-incident state on incident 


completion. This rollback capability is addressed as a separate use case (see Section 5.7). 


The impact of this use case can be greatly enhanced by the use of over-the-air 


reconfiguration/reprogramming. In the described scenario, an assumption is made that arriving 


radios can be reconfigured while responders are either en route to the incident, or in the field, as 


needed as responders are reassigned. However, the use case for role-based reprogramming can 


also be applied even without over-the-air reconfiguration; in this case cognitive capabilities can 


still provide reconfiguration information even thought the radios must be physically connected to 


a computer (i.e., “tethered”) to be reconfigured. Thus for the discussion in Section 5.1, we focus 


on the use case to link radio configuration to the roles of a first responders, and make no 


assumptions about the process by which the radio is reconfigured—specifically, this use case 


could be realized using current methods of reprogramming the radio by physical connection to 


computer. 
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7.1.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: There are numerous first responders who are arriving to support the incident 


response. They either report to a staging area, or (in conjunction with Use Case 2) 


register with incident command while enroute to the incident. They are then physically 


re-located within the RF coverage footprint of the network(s) supporting incident 


response communications. 


2. Network: The first responders have radios which are not pre-configured to interoperate 


with the network(s) supporting incident response communications, or limited access to 


nationwide interoperability frequencies. Thus, initially, they have no radio connectivity 


with the incident response team. 


3. Procedural: There are several possible procedures based on the technology used to 


provide interoperability. If cache radios are handed out, there are procedures defining the 


use and responsibility for the cache radios. If some type of gateway is used to patch 


channels/frequencies of the arriving first responders and the existing network, there are 


procedures defining authorization of use of the patch as well as responsibilities and use of 


the channels/frequencies. There are also defined procedures that define roles and 


responsibilities of an incident command structure. (In the United States, for example, the 


procedures are defined as part of the National Incident Management System, or NIMS.) 


4. Regulatory: All channels/frequencies used are licensed public safety frequencies. 


Therefore there are no regulatory implications of this use case. 


5. Chronological: Either a patch or gateway device must be activated to bridge frequencies, 


a task taking anywhere from a few minutes to an hour or more (see Use Case 3 for a more 


detailed discussion of gateway capabilities). Reprogramming a radio to operate on the 


network(s) supporting incident response communications can take as little as take a few 


minutes (assuming permissions are in place). 


7.1.2 Capability Shortfall 


Current systems provide limited and static capability to configure radios based on the roles and 


responsibilities of the radio user. Some agencies have “supervisor” radios which are configured 


to provide different capabilities than radios given to other personnel, but these capabilities are 


often built into the radio and cannot be changed. Some radios can also be reconfigured to include 


needed channel/frequency assignments and functions, but this is a manual process. In addition, 


such program templates are typically predefined and not modified during the course of an 


incident. 


As a result, responders generally have identical capabilities in their radios. In the event of a 


major incident, in which responders arrive from outside the jurisdiction where the incident is 


occurring, incompatible arriving radios need to be reprogrammed to support the incident 


response. Because of the general static nature of radio configuration templates and the “one-size-


fits-all” approach, responders’ radios are programmed generically. The challenge is that either a 


very limited number of functions and channels are provided, which may limit the responders’ 


capabilities, or the maximum capability is provided, an option which opens the door for the 


chaos of “everyone talking to everyone.” 
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Note that this use case assumes that radio interoperability is achieved by reconfiguring the 


arriving responders’ radios to operate within the local network(s) supporting incident response 


communications, as opposed to configuring the network (by activating a patch or gateway 


capability). 


While most of the above discussion is based on providing capabilities to users based on their 


role, this use case also includes managing capabilities for all network users based on emergency 


status, responder role, and optimizing use of network-wide resources. For example, an issue 


recently observed on regionally trunked radio systems, is unintended consequences of public 


safety personnel/responders who are not actively involved in a response remotely monitoring 


response activities via the trunked system talk-groups.  For example: an off-duty responder 


monitoring over the network from a location (home) that is a significant distance from the 


incident site (using network capacity to transport the incident communications (audio) to a 


remotely connected location away from the incident). This activity may be well-intentioned and 


often legitimate from the perspective of first responders who are rotated in and out of the 


incident and want to maintain situational awareness before returning to the incident. This may 


also occur from the perspective of lending agency dispatch centers who want to monitor 


activities of mutual assistance activities to which local resources are deployed. This can impact 


local radio system resource availability on network segments that may be capacity limited, 


invisibly consuming local over the air resources needed to ensure continuity of local services 


outside the area and unrelated to the monitored incident. (For instance, during the recent bridge 


collapse in Minnesota, network resources on the city system met the needs of incident 


responders, but network segments on the periphery of the regional system were capacity limited. 


Remotely monitoring the incident impacted the ability to dispatch ongoing non-incident related 


calls.) Reconfiguring user radios and prioritizing the network resources appropriately can ensure 


that the communications channels are used for the highest priority needs, for both the incident as 


well as ensuring resource availability required for continuity of ongoing operations away from 


the incident. 


7.1.3 Description of Use Case 


The concept of this use case is to use cognitive capabilities to create the appropriate radio 


programming template for the radio, based on the radio user’s role within the incident response. 


In addition, this capability would be dynamic so that as the responder’s role changes, the radio is 


reprogrammed/reconfigured to provide the necessary supporting capabilities. 


With respect to the specific aspects of the scenario situation noted in Section 5.1.1, this use case 


would result in the following: 


1. Physical: There is no change in the physical deployment of assets. 


2. Network: Reconfiguration of the radios provides role-based connectivity to the 


network(s) supporting incident response communications. 


3. Procedural: The primary procedural change in this use case is explicit definition of 


responder roles in an incident, and explicit definition of the communications capabilities 


and operating procedures associated with those roles. (Note that definition of roles and 


communications capabilities must be done as part of pre-incident planning.) 
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4. Regulatory: All channels/frequencies to be used are licensed public safety frequencies. 


Therefore there are no regulatory implications of this use case. 


5. Chronological: This use case does materially change the timelines involved in 


reconfiguring radios for responders’ use in an incident. Radios that are not operable with 


the network(s) supporting incident response communications must be reprogrammed. 


7.1.3.1 Functional Capabilities  


Cognitive radio functions required to realize this use case include the following: 


 Explicit definition of user roles within an incident response structure. The appropriate 


(based on the incident command procedures in place for the jurisdiction or region) 


framework for identifying responder roles should be used as a baseline. One of the 


technical challenges is the cognitive system’s ability to react to the adaptations and 


tailoring of an overall framework that is required to meet the user requirements within a 


specific incident. 


o User roles could be organized in a hierarchical (or other) structure. For example, 


roles could be defined for fire, law enforcement, medical, etc. Then within each of 


these categories there could be appropriate subcategories, (e.g. EMT, doctor) and 


ending with a specific role such as on-site triage. 


 Electronic storage of a user’s credentials (e.g., an RFID chip). Credentials could contain 


digital certificates and a listing of all roles that the individual is qualified to fulfill within 


an incident response. Such a function would allow the user to authenticate his credentials 


using any radio capable of querying the network, and to inform the network of their 


presence and qualified roles. Command authorities could then make an informed decision 


as to how the individual could best function in support of the incident response. An 


enabling code would then be transmitted from the network back to the user radio (and the 


user) which, when accepted by the user, configures the radio in a proper state to support 


that user’s role. The user would then follow up with command to find out specific details 


of their actual tasking within the incident. 


 Ability to authenticate a user’s qualifications, in support of a specific incident need. 


 Ability to query user radios for information including, but not be limited to, 


manufacturer, radio type, available modes, software/hardware version numbers, 


reconfigurability, etc. The format/protocols for such information must be vendor neutral 


and standardized. This capability is particularly important when a mix of radio types are 


being used and not all devices can be pre-programmed. 


 Definition of appropriate radio capabilities in context of its user’s role. Note this can 


range from manually defined, pre-planned assignments (which is completed, to a limited 


extent, within current device capabilities) to a more cognitive-based, dynamic function 


which operates in conjunction with network management resource allocation (see Use 


Cases 2 and 3) to dynamically determine and provide appropriate radio capabilities 


needed to support a user as the incident evolves. 


 Ability to associate users, radios, and user roles. 
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 Ability to reconfigure the radio based on the user’s role. There are several approaches to 


reconfiguration that can provide this capability. The simplest approach is to reprogram 


the personality of the radio, which includes frequencies, channels, talk group 


assignments, and so on. This capability is a typical feature of public safety radio systems 


available today. 


o An additional level of control on radio use could be achieved by also using 


downloadable executable policies. These policies would define constraints and 


implement restrictions on the use of the radio based on the responder’s role. Use 


of policies could ensure that the use of the radios stays within regulatory 


constraints, and also provides additional controls to avoid the challenges of 


“everybody talking to everybody”. 


o Radio capabilities constrain radio reconfigurability. For example, a radio that does 


not have a P25 data capability is not likely to be able to be “reconfigured” to 


handle P25 data, given the current generation of P25 radios, without a complete 


software download or hardware upgrade. However, it may be possible to have 


capabilities pre-programmed into their radios but selected capabilities disabled for 


use until reconfiguration activates them. Then, when the radio is deployed in a 


situation described above, specific required capabilities could then be enabled 


(turned on) and any that are not required could be disabled.  


 For over the air reconfiguration, a standards-based over the air programming capability is 


needed, to include the software tools and a radio “meeting point” (with standardized 


modulation, bandwidth, frequency, and protocols) to obtain configuration data for radios 


to be reprogrammed over the air. 


 Sufficient security must be included to ensure integrity of the over the air reconfiguration 


process.
14


 


 An ability to restore a radio to a previous configuration, including a default configuration 


and the re-configuration of the radio to its state prior to the incident; this function is 


addressed separately in the Revert/Rollback Use Case discussed in Section 5.8.) 


7.1.3.2 Regulatory Implications 


All channels/frequencies to be used are licensed public safety frequencies. Therefore there are no 


regulatory implications of this use case for radio use by public safety personnel. 


However, the licensee of a given radio may not be licensed for channels which are available and 


for which a pre-existing mutual agreement is not in place, precluding legal use. Regulatory 


changes could facilitate this process; for example, use of downloadable executable policies 


covering frequency usage that reflect regulatory policies could allow more dynamic application 


of regulatory constraints. 


Some regulatory support may be required for implementing the “meeting point” function 


described in Section 5.1.3.1 for standardized over the air reconfiguration. 


                                                 
14


 The SDR Forum Security Working Group is currently addressing this topic and is preparing a report entitled 


“Securing Software Reconfigurable Communications Devices” for subsequent release. 
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However, this use case also facilitates the ability of non-first responders, particularly if they are 


acting as liaisons to public safety personnel within an incident command framework, to have a 


role defined such that their radio include public safety frequencies. This aspect of the use case 


may require some regulatory changes to be realized. (See the Interface with Non-First 


Responders Use Case discussion in Section 5.6 for a use case discussion specific to the 


communications interface between first responder and non-first responder personnel.) 


7.1.3.3 Policy Implications 


The major policy implication of this use case is definition, in much greater detail, of the 


relationship between radio capabilities and responder roles than is currently available. Note that 


these policies and procedures will likely vary from jurisdiction to jurisdiction unless national 


standards are established and followed. One advantage of this use case is that it allows individual 


agencies to define policies and procedures for incident response, and ensure that responders with 


whom they have previously trained or worked with can follow those polices since they are 


programmed into their radios. 


Procedures must also be defined to: 


 Describe responders’ roles; 


 Authenticate the users and their assigned roles; and 


 Test the radio by sending/receiving a set of test transmissions to ensure that the 


reconfiguration was properly executed. 


Users will need to be trained in the reconfiguration process and changes in radio behavior that 


may result. 


A standard definition of radio capabilities and the protocols used for query/response 


transmissions must be defined to allow the network to query radio capabilities to determine how 


the radio can be reconfigured to support the defined role. 


7.1.4 Summary of Impact of Use Case 


One of the major concerns expressed by the public safety community about interoperability is 


that providing interoperable communications can devolve into chaos if everyone can talk to 


everyone. Aside from extensive training and user discipline, one way of managing this issue is to 


provide responders with the only the communications capabilities that they need without 


providing them capabilities that they do not need. “Need” is based on the responder’s role in the 


incident response. Thus role-based reconfiguration of radios provides agencies with much greater 


control of their communications resources and reduces the risk of inefficient use of those 


communications resources, and eliminating confusion resulting from establishment of links and 


resources that are not needed or appropriate. Furthermore, individual agencies can define agency 


specific policies and procedures, in terms of radio configuration, so that responders who 


typically do not use the network(s) supporting an incident response can operate within these 


defined policies without significant additional training. 


The other significant impact is that role-based reconfiguration provides must greater ability to 


evolve communications capabilities to meet the changing demands of an evolving incident. One 


of the challenges in incident management is that incidents are unpredictable and dynamic—no 


amount of pre-planning can account for all possibilities, and user training is focused on 
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providing an overall framework that can be adjusted as needed. This use case provides tools that 


allow user communications capabilities to be dynamic, and adjusted as needed to meet incident 


communications requirements. 


7.2 Use Case 2: Resource Management in a Dedicated Public Safety Network 


There are several points in the scenario in which real-time management of network resources 


becomes critical. While network resource management is always an important component of 


communications support, several events in the scenario (16, 18, 25, 29) highlight specific 


situations in which incident communications requirements exceed the system capacity, creating a 


need for greater network resource management tools than are available today. 


For example, as the incident progresses the shared broadband network capacity reaches its 


technological throughput limit.  The network moves into its next level of QoS parameters and 


begins to throttle some types of traffic throughput, particularly for data intensive applications.  


Applications respond to the throttling by reducing their throughput requirements while still 


delivering an acceptable product.  Traffic cameras sense the reduction in available throughput 


and reduce the quality of the frame rate of the video.  AVL and other sensor data reduce their 


beacon rate.  The commanders notice the reduction and begin to force some sensor applications 


to send updates more frequently.  The applications respond by resetting their beacon rate to a 


more acceptable level, other less critical sensors, intern, reduce their beacon rate further to 


compensate.   


As the broadband network reaches capacity, the voice network does also.  In response to incident 


needs IC directs FDMA users to use (repeated) conventional national interoperability channels, 


allowing the trunked system to handle more TDMA users, effectively providing more capacity.  


Simultaneously a frequency sharing agreement is invoked with Metropolis.  The Central City 


700MHz trunked system communicates with the Metropolis trunked radio system, to 


dynamically allocate additional frequencies, as needed, to the Central City system.  This 


agreement allows an extra 5 channels or 10 TDMA talk paths to be temporarily added to the 


Central City system. 


Another potential aspect network resource management involves a concept which we refer to as 


spectrum mutual aid. In much the same manner that agencies share manpower and equipment 


resources during major incidents, the ability to reconfigure communications resources could 


allow agencies to share spectrum resources. Agencies could establish sharing agreements that, by 


mutual consent, disable use of a particular frequency by one agency (for which it is licensed), 


and then allow another agency to utilize (borrow) that frequency during a major incident. As 


noted below, this concept requires some regulatory and procedural changes, and would require 


appropriate frequency coordination prior to deploying equipment and establishing such a mutual 


aid pact. 


Network resource management may be helpful in adjusting talk groups or other network links as 


the incident evolves in geographic scope and/or number of users. For example, a traffic perimeter 


control net may need to be sub-divided into multiple nets as the incident perimeter expands, as 


voice traffic on the designated channel/talk group approaches capacity, or the geographic extent 


of the perimeter expands. Monitoring evolving geographic extent of communications is required 


for an incident and critical to ensure that users stay within the coverage area of the 


communications channel being used, and that incident transmissions are not disrupting other 
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mission-critical communications at the “edges” of the evolving incident. The proposed cognitive 


capability described in this case is use of information about the location of the radios, traffic 


loading, role information (see Section 5.1) and the RF environment (see Section 5.4) to 


determine optimum allocation of frequency resources, and modification of talk groups, and so 


on. The most likely implementation approach would involve cognitive capabilities able to 


recognize (or anticipate
15


) a situation in which communications are likely to degrade, and then 


recommend solutions to a network operator or comm. unit leader for execution.  


Network resource management can also be implemented on a more localized scale; for example, 


using technology such as adaptive antennas and/or adaptive power output can be used by 


individual radios, or coordinated among multiple radios in a network to mitigate the effects of 


RF interference. This topic treated as a separate use case (see Section 5.4). 


7.2.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: The extent of the damage caused in the chemical plant explosion requires 


marking and recording each location that involved casualties, fire, evidence, incident 


parameters, etc.  The affected area, where information must be collected, can extend over 


a large geographical area encompassing both hazardous and non-hazardous zones. In 


addition, there are a significant number of first responders located within the immediate 


vicinity of the chemical plant.  


2. Network: Network loading approaches the capacity of available network resources. 


Presently geolocation information is exchanged, via a narrowband channel, on the land 


mobile radio network (if the feature is available) and the resulting information is not 


conveniently available to the Incident Commander or Comm Unit Leader. In current 


trunked radio systems, queuing times for calls can be collected, but this information is not 


mapped to the location of the communications assets to provide an overall “picture” of 


the RF environment. Network management data that is (sometimes) communicated in a 


standard way from public safety subscriber devices to the network, for network 


management use (such as channel occupancy) is insufficient to support the scope of 


network resource allocation envisioned in this use case. In addition, there is no overall 


control of spectrum requirements for data transmissions that could be varied as a function 


of priority, resolution, and so on. 


The exchange of geolocation and RF information by network entities will depend on the 


degree of interoperability deployed to promote and support the seamless transfer of data. 


Interoperability enhances operations and saves time; conversely, lack of such 


interoperability results in inefficiencies which can translate into lost time and affect 


safety of first responders.   


3. Procedural: Current procedures provide limited options for network resource 


management. Talk groups, priorities, and QoS controls can often be modified, but 


generally they are not because of the difficulties of doing so. This must be done 


manually, and without all of the supporting data required to do so effectively. Procedures 


                                                 
15


 For example, a cognitive capability with information on radio locations, channel frequency, and terrain/land use 


could run coarse propagation models to anticipate when radios may exit the coverage footprint of a network. 
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to allow spectrum mutual aid generally do not exist other than for certain pre-established 


shared channels 


4. Regulatory: There are several aspects of network resource management which are bound 


by current regulations. 


a. Reallocation of frequencies: only frequencies licensed to the system user can be 


reallocated, and only within the licensed footprint of that channel. There is currently 


no regulatory provision for allocating/loaning licensed frequencies to another user 


(the spectrum mutual aid concept).  


b. Frequency coordination is often based on defined contours; changes to the contours 


by adaptive antennas are not allowed under current rules. Using frequencies that are 


licensed by a user at a specific location, at another location, will often fall outside 


licensed contours.  Regulatory implications become more involved when those 


contours are in the vicinity of international borders. (Conversely, use of adaptive 


antennas might also be used to ensure licensed contours are not exceeded). 


c. Geolocation signaling is covered under existing rules for public safety 


communications.   


5. Chronological: Network resource management options are limited and generally not 


automated. When an incident starts, network resource allocation is critical, but it is 


impossible to predict how the incident will evolve over time, and therefore current 


capabilities tend toward static network configurations that are increasingly inefficient 


over the course of the incident. Manual changes to the network, to better allocate 


resources, require minutes or hours for implementation. 


7.2.2 Capability Shortfall 


Current (trunked) public safety systems have some limited capability for reconfiguration to 


accommodate network resource management. Implementing network changes through the use of 


these capabilities effectively in real time is limited, due to: 


 Lack of data (such as locations of user radios and information about the RF environment) 


that can be used to better configure network resources; 


o Present day public safety geolocation capabilities utilize custom alert messages that 


the radio can send containing  pre-determined events (such as Unit Emergency Alert) 


or more typically, an IP Service where radios can be polled and then respond with 


location data (either with a onetime response or a periodic response until time expires 


and/ or # responses is sent ).  The PSSIG is not aware of any LMR Air Interface that 


sends GPS location data embedded with a voice call (i.e. embedded in the header data 


and therefore capable of being sent regularly all the time, with any voice stream). 


o RF information is not available for analysis or for network resource management 


decisions, and there are currently no capabilities in place to adjust spectrum demands 


or to arbitrate among competing communications requirements. 


 Limitations in reconfiguring radios to automatically take advantage of changes in the 


network structure/topology. 
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 Limitations in network reconfiguration capabilities. 


 Lack of effective tools to monitor, anticipate, and identify situations in which network 


resources should be reconfigured. 


 Limitations in automating the network reconfiguration process. 


7.2.3 Description of Use Case 


As the incident unfolds a cognitive capability within the network monitors the geolocation of the 


radios on the net, the traffic loading on the channels, and the RF environment as reported by the 


individual radios. The cognitive capability monitors trends, for example; geospatial distribution 


of radio users on certain radio nets that remain in the same general area (e.g., users located 


within the immediate area of the chemical plant) or radios  supporting users on other nets (such 


as those assigned to coordinate evacuations) that cover larger, and shifting, geographic areas. 


Users on some nets provide a relatively constant level of traffic, while traffic from users on other 


nets require significant increases in capacity as the incident evolves. The network cognitive 


capability monitors these ongoing situations, and determines at various points in time that 


network resources need to be reallocated to ensure coverage (see Section 5.4) for all radio users 


that are on a particular net/channel, and to ensure that there is sufficient capacity by dynamically 


re-allocating frequencies, or adding frequencies in support of incident communications, or by 


changing user priorities (or QoS parameters) ensuring that the most important transmissions have 


the highest probability of success. These tasks must be completed without causing interference to 


other networks. 


A survey of the explosion area is conducted by LE, Fire, and EMS personnel to mark and record 


geolocation data of casualties, fires, evidence, the incident perimeter, etc. This information is 


available to the IC as a GIS overlay on a map of the explosion area. Network operational 


information (location and operating parameters of radios, detected signal strength information, 


spectrum sensing data) is also provided to the COML. 


The impact of these capabilities is such that information can be collected, analyzed, and 


disseminated to those with need.  The network cognitive capability would provide 


recommendations for action and also enable RF environment and geolocation information to be 


transmitted to the Comm Unit Leader. The Comm Unit Leader uses the information provided to 


optimize, modify, and then execute recommended network changes, reallocating network 


resources (power output, talk group assignment, frequency reuse) as needed.  With respect to the 


specific aspects of the scenario situation described in Section 5.2.11, this use case would result in 


the following: 


1. Physical: There is no change to the physical deployment of assets. The cognitive-enabled 


reconfigurable device is deployed in the same manner as current devices.  


2. Network: Connectivity (e.g., who can talk to whom) would not change. How the network 


implements connectivity may change, including network aspects such as the allocation of 


frequencies, user priorities, and QoS parameters.  The cognitive capability would be 


integrated with geolocation information to optimize radio transmit power output, talk 


group assignment, and frequency reuse. 


3. Procedural: There are a number of procedural implications  that must be addressed in 


order to realize this use case: 
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 COML (or network operator) procedures (and training) would be changed to provide 


the expertise to effectively manage the network resource management options that 


would be available. 


 Dynamic allocation of frequencies; before frequencies licensed to agencies are made 


available (loaned) to other agencies via “spectrum mutual aid” agreements, pre-


coordination (via frequency coordinators) will be required to ensure that these 


operations do not impact third party agencies. 


4. Regulatory: Some regulatory changes would be required to permit the dynamic 


allocation of frequencies by non-licensed users per agreements with licensed users. The 


other aspects of this use case, such as modifying talk groups, cross-programming within 


subscriber radio units, reassigning channels, and so on are capabilities that are allowed 


today, but are not generally performed automatically. There are not likely any regulatory 


changes required to accommodate those capabilities.  


5. Chronological: Enabling this cognitive capability would increase efficiencies in 


responding to situations that arise and then subsequently dealing with network changes in 


support of the response.  Native cognitive capabilities would be seamlessly handled.  


Network reconfigurations that require manual activation are likely to require minutes or 


hours; cognitive capabilities that can provide recommendations can cut this time to 


seconds. 


7.2.3.1 Functional Capabilities  


There are a number of functions that need to be implemented to realize this use case, they are 


listed below. 


 RF Environment Sensing: This cognitive capability described assumes a decision 


process based on knowledge of the RF environment which, in turn, requires that the 


individual radios provide some information about the RF environment at their location. 


The specific type of information to be collected may vary based on the algorithms for 


monitoring, anticipating, and identifying network resource allocation issues (see 


paragraph below). In general, this would include the received signal strength of the 


network transmit site, signal-to-noise and/or signal-to-interference ratios, for both the 


frequencies currently being used by the device and information about other frequencies 


accessible by the radio. In addition to an ability within the radio to collect this 


information, there must be a standard method of transmitting this information back into 


the network for analysis. 


 Geolocation: The cognitive capability to use geolocation data is implemented in one of 


two ways: autonomously and manually.  Autonomous geolocation capability is made 


possible using radios that have this cognitive capability incorporated into the radio 


devices, infrastructure, and command and control interfaces.  This geolocation 


functionality executes in the background providing information to the network; 


information that includes user identification data, location data, and radio operational 


statistics under normal conditions.  When the system senses an increase in activity, the 


network cognitive function will adjust resources to accommodate traffic loading changes 


and the nature of priority of calls.  If a user connects a peripheral device such as a 


camera, oxygen, or chemical sensor, etc, to their cognitive radio it will automatically 
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begin integrating the new data into the infosphere.  On the dispatch or command and 


control end, the system infrastructure and computer aided dispatch services will 


incorporate this new information into the network external sensor data pool. 


The second approach to incorporation cognitive geolocation capability is through an 


interoperability device that cross-patches information between disparate radio systems.  


Once the system has been manually activated, the device will automatically sense the 


type of radio networks that are being bridged and information about associated network 


subscriber equipment, from which it will extract available geolocation information.  If 


interoperability plan data is available in advance, the interoperability device will utilize 


that information when cross-patching the disparate system.  Manual intervention is 


needed to terminate the use of the manually operated initiation of the interoperability 


device to utilize geolocation information. 


If this geolocation feature is enabled, when a visiting subscriber device is added to the 


network, the network will automatically incorporate it in a manner analogous to adding a 


peripheral device to a personal computer.  Device features could be added by 


downloading device drivers automatically and then to adding data received from the 


vesting device to the dispatch console.  If a specific feature is not supported, the 


information will be logged or archived for post processing. 


 Algorithms for monitoring, anticipating, and identifying network resource 


allocation issues: Core cognitive capabilities include an ability to monitor data from the 


evolving incident, then establishing trends and trigger points for network changes, 


anticipation of the need for network reconfiguration, and then identifying available 


options for COML use. Trend analysis is important to distinguish between network 


events; e.g., simple short-term spikes in network traffic versus a temporary geographic 


relocation of network users for which resources must be quickly adapted, or by 


quantifying longer term trends associated with incident evolution. 


7.2.3.2 Regulatory Implications 


Some regulatory changes would also be required to permit the dynamic allocation and sharing of 


licensed frequencies, by other users, per pre-established agreements with licensed users (this is 


similar to the regulatory considerations described in Section 5.1.3.2). Other aspects of this use 


case, such as modifying talk groups, reassigning channels, cross programming of frequencies etc, 


occur within the rules today, but these network changes are not generally performed 


automatically. There are not likely any regulatory changes required to accommodate those 


capabilities.  


For network based cross-patching or transcoding of information between disparate (licensed) 


systems, regulatory requirements should not be an issue because current the over-the-air 


regulations currently governing these operations would be in force.  Non-network based over-


the-air transactions would be subject to regulations governing public safety LMR 


communications. 


7.2.3.3 Policy Implications 


A major policy implication involves a significant change in the role that the COML, or network 


operations manager, has in terms of real-time network control. Current systems generally rely on 
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extensive pre-planning and network management generally ensures that the network stays 


operational within a mostly static network plan. This cognitive use case envisions that a much 


wider range of options for dynamic network resource management will be available to the 


COML, or network operations manager. Options supported by data and analytical capabilities 


that are not available today.  Note also that policies may need to be established or modified as to 


the conditions under which data that could continuously track the location of responders is 


collected, maintained, and disseminated.  


7.2.4 Summary of Impact of Use Case 


By collecting RF and geolocation information from individual radios, a COML or network 


manager would have access to data necessary to more effectively manage communications 


resources. Management of current network technology relies on static, pre-defined allocation of 


resources that are difficult to enhance as incident response requirements change. With access to 


geolocation data, the COML would be able to monitor, plan, and react to changes in the 


environment and the incident response requirements to utilize communications resources more 


effectively. 


7.3 Use Case 3: Resource Management in a Shared Public/Private Network  


The network management use case described above, in Section 5.2, focuses on management of 


resources assuming a dedicated public safety network. However, one of the elements of the 


scenario is the existence of a shared public/private broadband network. While there are many 


similarities in the capabilities needed for network resource management for both the dedicated 


public safety network and the shared public/private network, we analyze this case as a separate 


use case because there are significantly different regulatory and procedural considerations 


(which should be transparent to the first responders). 


The motivation for this aspect of the scenario is based on the ongoing activities regarding the 700 


MHz spectrum in the United States. Although the final rules governing use of that spectrum were 


undetermined at the time of this report, the concept of establishing a shared network using 


common spectrum and common network resources to support both public safety and commercial 


users is still a potential outcome.  A shared network is one that can benefit from both software 


defined radio and cognitive radio technologies.
16


 For the purposes of this use case, we assume 


that there is a shared network, in which spectrum resources are licensed for both commercial and 


public safety use.
17


  There is a network sharing agreement between the public safety and 


commercial entities accommodates commercial use of the spectrum during routine conditions, 


and prioritizes public safety use of the spectrum during emergency situations. Other aspects of 


the partnership (regional or national, whether the public safety license holder is the local agency 


or a national license holder, and so on) are immaterial to the use case. 


Event 15 requires the network sharing agreement emergency provisions to activate in the system.  


The current demands of broadband data to incident command have exceeded the negotiated 


                                                 
16


 See SDR Forum Reports “Considerations and Recommendations for Software Defined Radio Technologies for 


the 700 MHz Public/Private Partnership,” Report No. SDRF-07-R-0024-V1.0.0, and “Utilization of Software 


Defined Radio (SDR) Technology for the 700 MHz Public/Private Partnership,” Report No. SDRF-08-P-0004-


V1.0.0, both available at www.sdrforum.org. 
17


 Note that this could be established in a manner along the lines of the FCC’s original concept for Block D of the 


700 MHz spectrum, or through an allocation of spectrum specifically designed for shared use. 
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threshold.  The network agreement must mandate automatically reconfiguration of resources to 


accommodate the bandwidth requirements of public safety users through any way possible.  Note 


that Use Case 2 addresses network resource allocation and network management in general. This 


use case extends that concept to look specifically at the use case in the context of a shared 


public/private system. 


Based on governance and resource sharing rules, when activated, the cognitive network 


immediately activates its emergency service plan and places public safety data at the top of the 


QoS prioritization list.  The cognitive network begins to plan for other ways to accommodate 


user throughput needs, by increasing modulation complexity and/or channel bandwidth.  The 


network must automatically sense the most efficient modulation format available, based on the 


location of the responders.  The network must identify the towers through which the responders 


and command are communicating.  The network may then reconfigure the carriers’ frequency 


reuse plan to increase channel bandwidth on some towers, which may also include disabling 


some network resources for the duration of the emergency.  As responders move, the network 


automatically optimizes its configuration, as required, to adapt to user needs.  


As noted in Event 15 of the scenario, the network resources include terrestrial and satellite 


communications.  Cognitive capabilities can also provide intelligent routing to sustain 


connectivity when communications links cannot be supported by land-based network segments, 


because of network capacity constraints, or because user nodes move beyond the RF coverage 


area of the network. 


7.3.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


 Physical: There are a number of first responders located in the same area as non-first 


responders (e.g., victims, people trying to evacuate the area, people stuck in a traffic jam 


caused by the vehicular accident, and so on) 


 Network: Both first responders and non-first responders are accessing the shared 


network resources per the existing network sharing agreement. 


 Procedural: The network sharing agreement specifies that under certain emergency 


conditions, the ratio of network resources allocated to first responder communications 


and those allocated to non-first responders can be changed, effectively increasing the 


allocation used by public safety. 


 Regulatory: This resource re-allocation is based on a pre-negotiated agreement within 


the existing regulatory framework. 


 Chronological: The need to re-allocate resources is determined and executed over a 


matter of seconds.  


7.3.2 Capability Shortfall 


The concept of a public/private partnership in which spectrum allocation can change based on 


need and an emergency circumstance does not exist to the extent that is envisioned in this use 


case. There are examples of trunked systems in which public safety and other non-public safety 


governmental functions co-exist, and there are examples in which public safety users utilize 


commercial data systems, but neither of these examples reflect the challenges inherent in a 
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network shared between commercial users and public safety users in which network resources 


are reallocated based on emergency conditions.  


7.3.3 Description of Use Case 


This use case specifically describes cognitive capability to automatically implement network 


resource allocation procedures defined in a network sharing agreement between a commercial 


carrier and a public safety agency. 


With respect to the specific aspects of the scenario situation noted in Section 5.7.1, this use case 


would result in the following: 


1. Physical: The physical location of the public safety and commercial users does not 


change in this use case. 


2. Network: Connectivity remains the same in this use case; public safety and commercial 


users continue to access the network. However, the resource allocations change as a 


function of public safety network user needs, establishing a lower priority for commercial 


user bandwidth needs during incident response, resulting in greater blockage of lower 


priority commercial traffic during the incident. This condition is a transitory state that 


will automatically revert as the incident response dissolves, and commercial customers 


would purchase services based on prior knowledge that commercial network resources 


are managed in this way
18


.   


3. Procedural: The procedures for network resource allocation are defined in detail in the 


network sharing agreement between the public safety license holder and the commercial 


entity. 


4. Regulatory: The regulatory regime provides explicit support for shared spectrum use.  


5. Chronological: The procedures for network resource allocation are defined prior to an 


incident. Execution of the procedures occurs in real time. 


7.3.3.1 Functional Capabilities 


Functional capabilities required to realize this use case include the following: 


 A capability to adjust network resource utilization based on the terms of the network 


sharing agreement. The core cognitive capability is to provide a greater portion of 


available network resources to public safety when they are needed by public safety. The 


specific implementation of this capability would be driven by network sharing agreement 


terms. For example, an agreement would typically provide for public safety use of a pre-


defined portion of shared network capacity on an as needed basis for day-to day 


operations, requiring some simple prioritization of traffic such that commercial access is 


on an as-available basis. The network sharing agreement would also have terms by which 


public safety could utilize all available network capacity, pre-empting all commercial 


use. If this “trigger condition” is based on a public safety utilization threshold, or some 


alert condition, then some network load monitoring capability would be required to 


monitor these conditions and activate network priority changes. If the network sharing 
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 Conversely, since the shared network would be build to hardened public safety specifications, commercial 


customers would likely gain in the context of enhanced day-to-day network reliability.  
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agreement relies on some external declaration “trigger” condition(s) have been met, it 


may still be helpful for relevant data to be collected by the network. It may also help 


overall network resource management if agreement “trigger” conditions can be 


anticipated or predicted. 


 The capability to revert from public safety network priority use is required as the 


emergency communications requirements decline below the trigger thresholds. This 


capability is the inverse of the above capability, and relies on the same network 


operations monitoring and incident management as the capability to increase the 


spectrum allocated to public safety. We identify it separately because the ramp down of 


network operations often tends to not receive the same level of interest as the ramp up 


process, and because the economic viability of such networks is likely to depend on the 


rapid restoration of commercial services (consistent with ensuring that public safety 


operations are not compromised). 


 In addition to identifying the key conditions for network sharing, the other function 


required to realize this use case is the ability to allocate additional spectrum in the most 


effective manner. 


7.3.3.2 Regulatory Implications 


The assumption in this use case that “the regulatory regime provides explicit support for shared 


spectrum use” has not been broadly adopted at this time. In the United States, there has been a 


lengthy proceeding relating to this concept and the related auction of spectrum in the 800 MHz 


frequency band. While much of the proceeding dealt with auction rules and licensing (which we 


do not address here), the regulatory framework of a network sharing agreement between public 


safety spectrum and commercial spectrum licensees has also been debated in great detail. Rather 


than repeat that extensive discussion, we note here that currently regulations do not generally 


support the level of spectrum sharing envisioned in this use case, and thus significant regulatory 


changes would be required. 


7.3.3.3 Policy Implications 


There are a number of policy implications related to this use case. The heart of the policy 


considerations is the proposed network sharing agreement. Such an agreement would codify the 


policies of spectrum sharing. 


For the individual users, however, there would be little policy change required, as the use case 


involves dynamic allocation of network resources (capacity) for public safety use, most likely in 


a network built using shared commercial and public safety spectrum. Thus the only impact to the 


end user should be improved performance, unless incident conditions cause commercial traffic to 


be completely pre-empted on the network; a known potential condition, established in 


commercial end-user service agreements.  


7.3.4 Summary of Impact of Use Case 


The major impact of this use case is enhanced performance and capacity for public safety users 


during an incident response. By sharing spectrum resources, public safety users have access to 


more network resources when needed to support incident response communications, allowing 


more data to be moved more effectively and quickly, with greater robustness.  
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7.4 Use Case 4: Coverage Performance Improvement  


Event 19 captures the notion of the presence of interference and the ability of the cognitive 


network and cognitive subscriber units to adjust operating parameters as necessary to mitigate 


the effects of RF interference as well as improve noise-limited performance.  In event 19, RF 


interference is caused by increased traffic occupying nearby frequencies that are close enough (in 


frequency and/or location) to public safety user communication channels to cause blockage 


and/or interference residue via leakage through the radio’s filters.   


7.4.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: There are a number of subscriber units that must communicate when 


responding to the hazardous situation, but communications is hindered and even 


prevented by interference and network signal levels are weak for some users, which 


causes noticeable degradation in voice quality. 


2. Network: The network is a typical public safety trunked radio system, consisting of one 


or more sites where base stations/repeaters are located, network backhaul data links from 


the sites, networking switching/routing to route radio communications from the source to 


destination communications devices (subscriber units, dispatch centers, etc.), and all 


network control and database peripherals.  Base stations typically can sense when there is 


an excessive interference source and disable those channels (a brute force solution that 


reduces overall system capacity). 


3. Procedural:  The procedure for dealing with interference and poor voice quality due to 


weak signal is subscriber- and/or base station-centric.  If a user’s transmissions are not 


understandable, the user repeats the transmission and/or moves in the hope of getting 


better coverage.  When base stations sense when there is an excessive interference source 


and disable those channels, this is typically transparent to the end user if other channels 


are available but it also affects access capacity and latency times.   Roaming algorithms 


are also employed in radios so that the radio can “automatically” try communicating on 


alternate trunked sites if the received signal falls below a threshold and/or the received 


BER is excessive.   For voice quality to improve, obviously there needs to be coverage 


overlap between network sites with robust link margins.  A more “brute force” technique 


than roaming is for the radio operator to manually force his radio to use a different site, 


system, or even frequency band (rarely happens) in the hope that voice quality will 


improve. 


4. Regulatory: The frequencies and waveforms that the subscribers and infrastructure are 


authorized to use in a given area are dictated by licensing.   


5. Chronological:  Depending on the severity of the interference, the trunked system 


response time can collapse into a gridlock condition since every repeated transmission 


represents additional traffic and additional traffic, in turn, further delays response time.  


7.4.2 Capability Shortfall 


In regards to interference-limited communications, today’s trunked public safety base stations 


typically employ limited interference avoidance on the control channel, using a technique that is 


often termed “carrier detection”. The carrier detection technique discriminates between wanted 
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and unwanted receive signals in the base station control channel receiver using the time domain 


characteristics of the signal envelope.  Desired receive control channel signals originating from 


radios wishing to communicate with the station will be in short bursts (i.e., on for a short time, 


then off).  If the base station receiver detects that a received signal does not exhibit this 


characteristic (e.g., it is long duration) and of sufficient level to interfere, it will shut down that 


channel and the control channel will revert (direct subscribers) to the next available channel.  


Roaming algorithms, manually forcing an end users radio to access a different site, or even 


frequency band changes, as described in the Procedural entry in Section 5.4.1, do not provide 


high assurance that a weak signal power condition will be corrected. Roaming algorithms can 


have many thresholds that are often specific to the environment in which the radio operates, and 


these thresholds must be fine-tuned.  Also, a radio operator who manually changes systems 


during deep fading situations may find that the signal “comes and goes” even after making his 


alternative signal source selection.  As a result, he may find himself having to repeatedly change 


controls on his radio, thus causing distraction from his life-critical mission.   


The current brute force, manual, and subscriber-centric methods of dealing with interference and 


weak signals are cumbersome, time consuming, spectrally inefficient to say the least, and they 


can even cause system instability and/or breakdown in severe cases.  “Smarter”, network-based 


solutions can improve spectral efficiency via intelligent, optimal, algorithms that can be 


automated. 


7.4.3 Description of Use Case 


The interference mitigation and link margin improvement techniques for Event 19 use the known 


location of both the subscriber units and interference sources, the subscriber units’ desired data 


rate needs (e.g., voice, slow speed data, or high speed data), the subscriber units’ priorities, and 


analytical prediction of the RF coverage to choose the following parameters for each subscriber 


based on a multi-dimensional coverage, priority, and traffic optimization: 


 Transmit power 


 Waveform (various bandwidths corresponding to different data rates) 


 Frequency channel(s)  


 Sites and systems  


 Antenna parameters and/or configuration 


The information is sent by the network via a control link to each radio and site.  Each radio, in 


turn, adjusts its transmit and receive filters commensurate with optimality for the particular 


waveform, its power output is configured to be “just enough” for communications at the desired 


quality of service, its operating frequency set to be far enough away from other radios’ 


communications channels to enable enhanced cancellation by its receiver filters, and its site 


and/or system if improved coverage is predicted with this alternate selection.  Also, if adaptive 


and/or reconfigurable site and/or terminal antennas are employed, the parameters of such 


antennas may be changed or adaptively enabled to form a beam in the direction of the desired 


communications path and/or set a null on the direction of arrival of (a) received interference 


signals(s).   The network also controls network access of each subscriber based on its priority 


relative to other subscribers.   
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If the location, bandwidth, power, and frequency of the interference is unknown this substantially 


increases the complexity of the multi-dimensional optimization, but techniques such as game 


theory may be applicable to help ensure desirable network behavior in light of the distributed 


control.
19


 


Candidate techniques that can be prescribed by the network when dealing with interference 


include the following: 


 Frequency agility—move the communications channels away from the frequencies where 


the effects of the interference are being observed 


 Burn through—increase the power output of the subscriber units and/or use waveforms 


that can better tolerate the interference 


 Coverage extension—set up an ad hoc network to reduce the ratio of communications 


range to interferer range, which achieves better signal to interference ratio. 


 Subscriber receiver parameter modification—mitigate the effects of the interference by 


changing subscriber receiver parameters; if the interference is causing a blockage due to 


overload of the radio receiver, sometimes insertion of additional receiver attenuation will 


improve the signal to interference ratio. 


 Antenna nulling—use site and/or terminal antennas that can place a null in the direction 


of the interfering signal, either adaptively or via external control. 


Candidate techniques that can be prescribed by the network to deal with weak signals include the 


following: 


 Power increase—increase the power output of the subscriber units (for terminal to base 


station limited situations)  


 Waveform design—use waveforms that can better tolerate weak signals 


 Coverage extension—set up an ad hoc network to “relay” the signal among closer spaced 


radios  


 Subscriber receiver parameter modification—the optimum receiver configuration in 


noise-limited situations is typically not the same as for interference limited situations, so 


in noise-limited cases where adjacent channel interference is not a concern, some 


improvement in link margin can be afforded with a filter change.  Also, even RF front 


end components of the subscriber radio could be controlled to enable more effective radio 


sensitivity at the expense of higher interference susceptibility. 


 Antenna gain—use site and/or terminal antennas that can optimize gain in the desired 


direction of communication, either adaptively or via external control. 


All of the techniques described in the above lists can be performed today, but require extensive 


human (manual) analysis. Cognitive radio capabilities can automate significant parts of the 


process, shortening the time required to execute performance improvement actions and reducing 


the burden on the humans in the loop. That is, much less time required for operators to react to 
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the situation; operating parameters could be optimized automatically; and automated monitoring 


of performance over time allows parameters to be adjusted automatically as well.  With respect 


to the specific aspects of the scenario situation noted in Section 5.4.1, this use case would result 


in the following: 


1. Physical: There is no change to the physical deployment of assets, except for potentially 


a more capable network processor to accommodate the network-based application that 


performs the processing algorithms.   


2. Network: The existing network will be augmented with an application that implements 


interference mitigation and/or link margin improvement algorithm(s), and may require 


additional control interfaces from/to the subscriber units. 


3. Procedural: Manual operations required with current technology would be replaced by 


reviewing (and approving as necessary) the reconfiguration steps taken by the cognitive-


enabled network. 


4. Regulatory:  Radios are licensed to operate with more waveforms that have more 


varying bandwidths and data rates.  Radios are also licensed to utilize frequencies 


allocated to other services under specified conditions.  


5. Chronological: The time required to respond to interference and/or weak signals is 


reduced significantly. 


7.4.3.1 Functional Capabilities 


The functional capabilities required to realize this use case include the following  


1. GPS in all subscriber units and communication of the position coordinates of each 


subscriber unit to the network application. 


2. The ability of each subscriber unit to specify, to the network application, the subscriber 


units’ data rate needs for its next transmission or message sequence. 


3. The ability of each subscriber unit to rapidly change transmit power, waveforms, 


frequencies, filtering, and receiver attenuation based on commands sent over the network. 


4. A network application that includes 


a. A coverage and interference model that can predict signal and interference levels 


at every potential end-user location. 


b. A CR algorithm that optimizes the following variables based on predicted signal 


and interference levels for all subscribers: 


 Transmit power 


 Waveform for communication (various bandwidths corresponding to different 


data rates) 


 Frequency channel(s) for communication 


c. Dynamically controllable access priority per subscriber unit 
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5. The ability to set up an ad hoc network
20


  


6. Optional adaptive and/or externally controllable antennas for the sites and/or terminals 


that can place additional gain in the direction of the desired communications and/or nulls 


in the direction of interference sources. 


7.4.3.2 Regulatory Implications 


To enable the most “hooks” for improving performance, radios will likely have to be licensed to 


operate with the flexibility of using multiple waveforms that have more varying bandwidths and 


data rates.  Also, if the cognitive algorithm is extended to “borrow” frequencies from other 


services this, of course, impacts regulatory procedures/certifications. 


7.4.3.3 Policy Implications 


The additional functionality of a cognitive network may allow some changes to existing policies 


and procedures to expedite the deployment of such devices in emergency situations. 


7.4.4 Summary of Impact of Use Case 


 “Smarter”, network-based solutions improve spectral efficiency via automated, intelligent, and 


more optimal algorithms. 


7.5 Use Case 5: Reconfigurable RF Gateway Capability 


In events 13 and 14 of the scenario, a situation arises in which it becomes necessary to establish 


a voice communications link between first responders and personnel that do not have access to 


first responder equipment. For example, tow truck operators need to coordinate their activities 


with incident command staff  and to obtain personal protective equipment (PPE) so that they can 


go into a hot zone to remove vehicles that are blocking traffic routes that are needed by 


emergency vehicles. 


In this use case, a reconfigurable repeater is deployed to link a frequency used by tow truck 


operators with a frequency used by the first responders. For ease of reference we refer to such a 


device as a Mode Agile Gateway Network Enabled Technology (MAGNET) in subsequent use 


case discussions. 


7.5.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: There are a number of tow truck operators whose activities must be 


coordinated within several elements of the response; they must be directed to locations to 


receive PPE; they must then be directed where to go to remove vehicles, etc. The area 


from which vehicles must be removed is within a hazardous material plume. The 


geographic area covered by the responders who need to be connected is generally the 


immediate area of the incident—an area of approximately 1 mile radius, requiring voice 


radio links back to the EOC. 
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November 2007, available at www.sdrforum.org. 
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2. Network: The tow truck operators have legacy equipment that does not operate on public 


safety frequencies; thus they have no means for direct voice communication with first 


responders. With current technology, it is possible to deploy a programmable gateway 


device that could be used to establish the necessary communications link via channel 


audio bridging. 


3. Procedural: Assuming the use of a programmable gateway device, the current 


procedures are for a Communications Unit Leader or other qualified individual to set up 


the device, determine the parameters of the channels to be connected, and establish the 


connection. 


4. Regulatory: Two or more mobile or portable radio units are typically interconnected via 


an audio gateway bridging device, and these radio units actually provide access to RF 


channels. The regulations that apply to such radios are in force. 


5. Chronological: The time required to set up and properly configure a programmable 


gateway device varies with the complexity of the RF environment, characteristics of the 


interconnected radio networks, and the experience of the gateway operator. While it is 


possible to set up and connect two radios in a matter of minutes, experience has indicated 


that it can take much longer to adjust parameters to ensure adequate quality in the 


communications. 


7.5.2 Capability Shortfall 


Using current technology, the typical approach to providing this gateway capability is to deploy 


a programmable gateway device that patches audio from a radio tuned to a communications 


frequency used by the tow trucks with audio from a radio tuned to frequency used by the first 


responders. The gateway manages all radio push to talk controls. There are several different 


products and approaches that are currently available, including: 


 Mobile or fixed-site repeaters that simply retransmit incoming calls on a different 


outgoing channel. 


 Dispatch console patches or audio linking devices (including IP-internetworking devices) 


that link channels of different radio systems. Such patches are generally permanent 


capabilities of the network infrastructure rather than capabilities that can be deployed at 


an incident. 


 Intelligent gateway devices that allow a user to define which channels are to be linked 


together, and can support multiple simultaneous “conversations” through the device. 


All of these approaches are characterized by the fact that a radio transmission on one channel 


must be rebroadcast on each other channel that is linked through the repeater/patch/gateway 


device.
21
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 We also recognize that with current technology it is also possible that an emergency management coordinator 


could contact individual tow trucks via commercial cell phone. While that is a feasible approach, it is difficult to 


broadcast information to all tow truck operators simultaneously, or for individual operators to be aware of what 


other trucks are doing, etc.  
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While such devices are employed extensively today and provide needed communications 


interoperability, field experience has indicated a number of challenges with the current 


technology: 


 Such devices require personnel with extensive training to operate effectively. 


 While set up can occur quickly, there are typically a number of parameters which must be 


adjusted to ensure effective operation at the time of activation. Determining the optimum 


parameters and adjusting them can be time-consuming, labor intensive, and potentially tie 


up valuable communications channels.  


 Improperly deployed devices can have a severe detrimental effect on overall 


communications, and on resources associated with all interconnected networks. 


 Mobile devices and supporting networks are susceptible to “parallel” links and loops if 


more than one gateway is active in an incident.  


 All programming is manual; thus if changes need to be made to the gateway device to 


accommodate changing communications requirements, or changes in RF environment, 


the device parameters must be manually adjusted. 


7.5.3 Description of Use Case 


The concept of this use is a gateway device that functions much like current gateway devices, 


with three notable exceptions: (1) rather than plug existing radios into the device (as required by 


most current devices), the device has front end reconfigurable transceivers (radios) that can 


configure to the required frequencies, protocols, and other operating parameters, potentially 


eliminating the need to bridge at an audio level by bridging at a digital level or at an intermediate 


frequency ; (2) cognitive capabilities can determine how the radios need to be configured, and 


(3) the device can monitor ongoing communications to adjust operating parameters to maintain 


optimum quality of the communications links. 


With respect to the specific aspects of the scenario situation noted in Section 5.5.1, this use case 


would result in the following: 


1. Physical: There is no change to the physical deployment of assets. The cognitive-enabled 


reconfigurable device is deployed in the same manner as current devices. 


2. Network: There is no change to the network. The cognitive-enabled reconfigurable 


device established the same network connectivity and the same users are connected as 


with current devices. 


3. Procedural: Because of the greater capabilities of the cognitive-enabled device, some 


changes in the procedures are appropriate. In particular, manual operations required with 


current technology would be replaced by reviewing (and approving as necessary) the 


reconfiguration steps taken by the cognitive-enabled device. 


4. Regulatory: The actual use of the communications channels does not change, so no 


regulatory changes are required for that aspect of the use case. However, the replacement 


of separate radios with a reconfigurable transmit/receive capability that is an integral part 


of the device would typically require that the device undergo the certification required of 
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other radios. This use case assumes that all use of communications frequencies falls 


within the bounds defined in the licenses for use of that frequency. 


5. Chronological: The time required to properly deploy the gateway device is reduced 


significantly (from as long as several hours to a few minutes). 


7.5.3.1 Functional capabilities 


The functions required to realize this use case include the following: 


1. Cognitive capabilities to identify operating parameters of communications links to be 


connected. Such operating parameters include, but are not limited to, frequency, 


bandwidth, PL tone, repeater hang time, repeater squelch tail, transmit power, etc.  


2. Reconfigurable multiband radio modules that are components of the gateway device. 


Reconfigurable parameters include those listed above. 


3. Elimination of the need to bridge at a baseband audio level by bridging at a digital level 


or at an intermediate frequency. Encrypted digital signals can be bridged without 


compromising transmission security at within the bridge, potentially allowing end-to-


end encryption between compatible systems.  


4. Cognitive capability to identify the degradation of performance, “ping pong effects” 


when bridging conventional repeaters, or situations in which a channel is “locked up” 


due to improper parameter setting, etc. 


5. The ability to pass authentication and credential information from one system to another 


through the gateway. Note that procedures are defined in the P25 ISSI to accomplish 


this, but gateways linking non-P25 systems, and gateways which convert transmission to 


audio baseband do not have this capability.  


There are a range of architectures for a MAGNET device. The majority of devices currently 


commercially available use an architecture in which radios are connected to the device, and 


generally switch audio at the baseband level, with some modifiable parameters to control some 


aspects of the transmit/receive functions. The cognitive functionality for such a device would 


monitor performance and modify these parameters. Alternative architectures can incorporate 


reconfigurable transceivers in the MAGNET itself, in which case the cognitive capabilities can 


control parameters in both the transceivers and the switching mechanism. Regardless of the 


architecture, the key required functions determine what reconfiguration options are available 


(whether they involve reconfiguring a radio connected to the device or a programmable 


transceiver embedded in the device) and what changes are appropriate to improve performance. 


7.5.3.2 Regulatory Implications 


A reconfigurable gateway device would include reconfigurable radios, designed to operate with 


specified parameters but able to be reconfigured as needed to replicate different capabilities. 


Thus the key regulatory issue is how the reconfigurable radio capabilities are certified. 


7.5.3.3 Policy Implications 


Most agencies have established, or are establishing, policies and procedures governing the use of 


gateway devices. Some policies may cover guidelines or rules defining the authority and 


circumstances under which such devices can be deployed, establishing rules for coordination 
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when such devices are to be deployed, and establishing the qualifications of device operators. 


Such policies and procedures would still be appropriate in this use case. The additional 


functionality of a cognitive-enabled reconfigurable gateway device may allow some changes to 


existing policies and procedures to expedite the deployment of such devices in emergency 


situations. 


Also note that reconfigurable gateways are intended to provide communications capability 


among users that do not typically communicate with each other.  It is important to ensure that 


where possible, users are trained in best communications practices (e.g., plain English) needed 


for efficient communication of information. In cases where disparate user groups must 


communicate in emergency situations for which they have not trained, a short list of guidelines 


should be available and quickly communicated to all users of a linked channel. For example, it is 


important for non-public safety personnel in such a situation to practice good radio discipline to 


avoid straining system capacity. Ensuring the ability for disparate user groups to communicate is 


not only a technical issue but also a training and operations issue. 


Policies and procedures must also be established for authenticating users who are on a system 


that is linked via the MAGNET.  


7.5.4 Summary of Impact of Use Case 


The positive results of realizing this use case are as follows: 


1. Such devices could be deployed with much less time required for the operator to 


interact with the device relative to current technology. 


2. Operating parameters could be optimized automatically if device receive 


frequencies are known, in addition to the ability to identify transmit frequencies 


(i.e., the FCC Part 90VHF band does not use paired channels).  


3. Automated monitoring of performance over time allows parameters to be adjusted 


automatically as well.  Optimized operation would ensure that the communication 


link problems such as repeater interference problems, channel “lock ups”, and 


interference, can be addressed in real-time rather than requiring manual 


intervention. 


7.6 Use Case 6: Interface with non-first responders 


In event 27 of the scenario, additional specialty agencies begin to arrive and their radios must be 


integrated into the networks.  Of particular concern are the industrial firefighters brought in from 


outside the area (and for which there are no pre-existing aid agreements) to assist in controlling 


and extinguishing the fire.  Audio patches (such as a reconfigurable gateway as described in 


Section 5.5) are configured for use by environmental health and safety agency personnel.  We 


assume that the industrial firefighters’ radios are state of the art and are automatically 


reconfigured to operate on Central City’s network.  The COML authorizes the additional 


agencies to access the Incident Area Network (IAN).  The IAN automatically reconfigures its 


operation to accept the additional client units. Reconfiguration occurs in two ways;  


 Reconfiguration of industrial firefighter radios that can be authenticated into the network. 


For radios that can be reconfigured to operate on the public safety network, those radios 


are reconfigured in accordance with the roles for which the firefighters are assigned; this 
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situation is similar to that described in Use Case 1 (Section 5.1), with the exception that 


the personnel in this case are not part of a first responder agency.  


 Second, for health and safety agency personnel that cannot be directly authenticated to 


the network, and/or have radios that cannot be reconfigured to operate on the network, a 


MAGNET (see Section 5.5) is deployed to provide a gateway interconnecting those 


firefighters radios and the public safety radio system.  


In both situations, the technical aspects of this use case are similar to Use Cases 1 and 5; 


however, the procedural and regulatory implications of this use case are different. In addition, 


since the industrial firefighters and health and safety personnel are not first responders, it is also 


critical that the network connections that allow them direct communications with first responders 


do not adversely impact the remainder of the communications capabilities being used by other 


incident response personnel.   


7.6.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: There are a number of responders (Industrial Firefighters, Environmental 


Health, and Worker Safety) that must communicate on the IAN as they work in proximity 


to the incident area.   


2. Network: Though the Industrial Firefighters are equipped with compatible public safety 


radios, they must work through the COML to be authorized on the system.  Health and 


Safety personnel have legacy radios that do not have access to the public safety 


frequencies and thus have no direct access to First Responders.  The COML authorizes 


use of the MAGNET system to allow Health and Safety personnel to be bridged onto the 


network. 


3. Procedural: Two procedures are involved in this instance.  First, for the Industrial 


Firefighters and the Health/Safety Personnel;  assuming that the Industrial Firefighters 


have compatible radios, the process will be for the COML to get information on these 


radios so they can be authorized on the Central City Network.  Assuming theses radios 


are standards based OTAP capable, the COML will load these radios with the correct 


template and the radios can be immediately used.  Second, in the case of the health/safety 


personnel, the procedure is much like for the tow-truck; the COML will authorize the 


MAGNET system to configure itself to accommodate bridging in the Health/Safety 


personnel into appropriate talk groups as per ICS On-Scene Commander guidance.  


4. Regulatory: The frequencies and waveforms that the subscribers and infrastructure are 


authorized to use in a given area are dictated by licensing. Non first responders cannot 


access public safety systems. 


5. Chronological:  Two separate timelines are involved.  The first is the time required to set 


up and properly configure a MAGNET unit; the required time varies with the complexity 


of the RF environment and the experience of the operator. While it is possible to set up 


and bridge two radio systems in a matter of minutes, experience has indicated that it can 


take much longer to adjust parameters to ensure adequate quality in the communications.  


The alternative, in which non-first responders such as the Industrial Firefighters have 


radios that are compatible with public safety systems, is that the interface between first 
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responders and non-first responders could be accomplished with over the air 


programming once such action is authorized. In this case the reconfiguration timeline is 


on the order of a few minutes. (Note that in the latter case there is additional time 


required to add such users as authorized users to the system.)  


7.6.2 Capability Shortfall 


The capability shortfalls for this use case are identical to the shortfalls listed in Section 5.1.2 and 


Section 5.5.2. 


7.6.3 Description of Use Case 


The concept of this use case is twofold.  The first is using OTAP to reconfigure the compatible 


(Industrial Firefighter) radios.  The second is to utilize the previously mentioned MAGNET unit 


which: (1) rather than plug existing radios into the device, the device has front end 


reconfigurable radios that can configure to the required frequencies, protocols, and other 


operating parameters; and (2) cognitive capabilities to determine how the radios need to be 


configured. 


7.6.3.1 Functional Capabilities 


The functional capabilities required to realize this use case are those listed in Sections 5.1.3.1 


and 5.5.3.1. 


7.6.3.2 Regulatory Implications 


The most significant regulatory implication is that this use case assumes that non-first responders 


will be transmitting on frequencies allocated for public safety service.  While regulations may 


allow such communications in emergency situations, they may need to be modified to explicitly 


define the circumstances and appropriate authorizations that should be in place to ensure that 


such communications is available when needed while not adversely impacting other first 


responder communications. 


7.6.3.3 Policy Implications 


Policies and procedures may need to be defined to outline agency rules on the circumstances 


under which non-first responders can communicate on first responder networks, policies and 


procedures for authorization and authentication, and policies and procedures for how agency 


communications assets may be configured to accommodate interface to non-first responders. 


7.6.4 Summary of Impact of Use Case 


In certain circumstances, such as the ones outlined in the scenario, direct communications 


between first responders and non-first responders provides more efficient and effective 


communications. Relaying messages through dispatchers, as an alternative, is subject to errors, 


takes valuable time, and involves the time and attention of another person (the dispatcher). Other 


alternatives (such as assigning a liaison officer to work with the non-first responders) require 


additional personnel for relaying messages rather than performing a more direct incident 


response task. While the public safety community justifiably is wary of untrained non-first 


responder use of valuable first responder communications assets, under the appropriate 


circumstances this use case can provide critical, timely communication that maximizes the 


support provided by non-first responders. 
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7.7 Use Case 7: Revert to Previous State 


Radio users reconfigure their radios to return to their default home template.  As the loading on 


the voice network lessens, the voice network releases channels back to Metropolis and 


restrictions on FDMA users are removed from the radio system.  The IAN continues to 


reconfigure itself as responders stand down, units move and leave the network, until there are no 


more units left to communicate.  The broadband network continues to automatically reconfigure 


itself until utilization drops below specified thresholds.  Once below the threshold the network 


returns to normal operation.  A conventional repeater is on site which is able to receive and 


transmit on multiple frequencies at the same time.  The repeater automatically senses the RF 


environment and allows the COML to create groups of uses through that repeater.   


This cognitive capability could reside with the infrastructure, within the radio, or both.  If in the 


infrastructure then the radio would have to be capable of providing this data to the network 


before it is reprogrammed. If a part of the radio the user might have to tell or configure the radio 


to save its current state and programming so that it can be restored later. 


7.7.1 Summary of Scenario Situation 


In terms of the aspects of the public safety communications environment: 


1. Physical: As first responders arrive at the incident (and throughout the course of the 


incident), their radios are reconfigured to meet incident needs. The first responders are 


physically distributed throughout the incident area, including evacuation areas and 


perimeter control areas removed from the actual chemical plant where the initial 


explosion occurs. Two potential rollback applications: at some point in the scenario, a 


reconfiguration of the system (network and subscriber radios) results in a degraded 


communications capability, therefore these configurations must be restored to their 


previous state (Use Case 7a). Later, when the first responders are released from the 


incident, prior to departing for  their home jurisdictions, which may be hundreds of miles 


from the incident, their radios should be normalized , or “rolled back” to a pre- incident, 


or “home” configuration (Use Case 7b).  


2. Network: The first responders are linked to the network as needed to support the incident 


response. At one point the network and subscriber radios are reconfigured, and the result 


is a degradation of communications capabilities. To resolve this condition, the previous 


configuration must be restored. Later, some first responders are released from the 


incident and as they depart their radios are disconnected from the network. 


3. Procedural: At some point in the scenario the procedure for reconfiguring some element 


of the communication system (network and subscriber devices) is executed. The result is 


that communications are degraded.  


4. Regulatory: The regulations that govern commands for reconfiguration (see Section 


5.1.1) apply to this use case. 


5. Chronological: Current capabilities do not provide simple approaches to systemically 


roll back changes to configurations. Thus the timeline requires manual review of the 


communications situation and execution of reconfiguration commands to restore a 


previous configuration.    
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7.7.2 Capability Shortfall 


For the situation in which a reconfiguration needs to be rolled back, networks and subscriber 


devices may maintain a configuration history which allows previous configurations to be 


restored. However, rolling back a configuration change that involves the network and subscriber 


equipment is not typically automated in current systems. Thus changes which turn out to have a 


negative impact on communication can only be reversed by manually resetting software 


configurations installed in the network and in subscriber equipment. 


In the case of restoring default or home agency configurations as a responder is released from an 


incident, the most significant shortfall is associated with radios which cannot be reconfigured 


over the air. Reprogramming radios that must be tethered to programming hardware can take a 


significant amount of time (days or weeks) due to the logistics of transporting radios to where 


they can be reprogrammed. Radio security is not discussed here, but some LMR manufacturers 


require use of special hardware or software keys prior to accessing radio configuration functions.  


7.7.3 Description of Use Case 


With respect to the specific aspects of the scenario situation noted in Section 5.7.1, this use case 


would result in the following: 


1. Physical: There is no change to the physical deployment of assets. 


2. Network: Once a network operator or COML issues the appropriate command, the 


network automatically restores the previous, or home, configuration of the network and 


the subscriber radios. 


3. Procedural: A procedure must be in place to determine when a reconfiguration results in 


degraded communication. This could be an automated process but would logically 


include some human oversight to avoid unnecessary configuration changes. For visiting 


users providing mutual aid, the “home configuration” must be stored in the network or on 


the radio unit itself, for later recall and activation, prior to departing the incident scene. 


This “image” could be encrypted prior to storage to protect the integrity of the home 


network, making it unreadable by incident personnel, or to provide a capability to bypass 


home network security keys. This will also provide significant cost savings for home 


network personnel.  


4. Regulatory: No specific regulatory changes are needed to implement the concept of 


reverting back to a previous state. Some standardization of appropriate messages may be 


necessary to maintain interoperability in a multi-vendor or multi-model environment. 


5. Chronological: The time required to reconfigure network equipment, or to rollback a 


reconfiguration, can be significant if the process is not automated. It can also be a time 


consuming process to restore subscriber equipment to default or home jurisdiction 


configurations after the radios have been reconfigured to support an incident response 


outside of the agency’s home jurisdiction. Much of the time in this situation is based on 


tethering radios physically to programming hardware, a process that can be eliminated 


with over the air reconfiguration. 


7.7.3.1 Functional Capabilities 


The functions required to realize this use case include the following: 
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1. The ability to recognize when a reconfiguration process results in a degraded 


communications condition. Note that the process of determining that such a 


condition exists could be entirely manual (i.e., strictly based on the reaction of users 


or observations of a network operator or COML staff). However, given a capability 


in which subscribers can report RF information to the network (see Section 5.4), it is 


also possible that a cognitive capability within the network could monitor RF 


information and configuration changes to correlate changes in system capabilities 


and effectiveness of configuration changes. Such information could be analyzed 


over time to develop more effective configuration options (a “learning” capability) 


or at least alert a human operator if communications capabilities degrade following a 


configuration change. 


2. The ability to retrieve and securely store prior configuration information. 


3. The ability to restore a configuration. 


4. The protocols and algorithms to ensure that all radios rollback the correct known and 


valid prior configuration. 


5. The ability to securely return network equipment to a default configuration, via over 


the air command or reprogramming. 


7.7.3.2 Regulatory Implications 


No specific regulatory changes are needed to implement the concept of reverting back to a 


previous state. Some standardization of appropriate reconfiguration messages may be necessary 


to maintain interoperability in a multi-vendor or multi-model environment. 


7.7.3.3 Policy Implications 


There are a number of policies and procedures that are required to realize this use case. This use 


case assumes some level of human oversight into execution of reconfiguration and rollback 


commands, so the policies and procedures must be put in place to address the following: 


 


 Under what circumstances is a rollback decision made? 


 Who has the authority to order a roll back to previous state? 


7.7.4 Summary of Impact 


Many of the use cases discussed in this document involve reconfiguration of the network and/or 


reconfiguration of subscriber devices. While thorough analysis, careful implementation, and 


rigorous testing are mandatory prior to any deployment of such capabilities, the unpredictable 


nature of real-time incident response means that it is necessary to have contingencies in place, 


should the outcome of network equipment and/or system reconfiguration not provide the desired 


or expected results. In such cases it is necessary to return the equipment and/or system back to a 


known working state as quickly as possible. Current systems do not provide the tools to 


systematically reverse a sequence of reconfigurations among network and subscriber devices. 


This use case simplifies this process by providing capabilities to restore a previous configuration 


as needed. 
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7.8 Use Case 8: Cognitive Sensor Network 


Discussion of sensor input arises in events 6 and 26 of the scenario.  Consideration is also given 


to vehicular traffic in events 13 and 14.  


The primary legacy source of automated sensor data is in the personal protective equipment 


(PPE) worn by firefighters entering the hazardous area.  Other related information is typically 


relayed over voice channels. In exploring the benefits of cognitive capabilities to more 


effectively respond to this type of situation, we will address additional sources of sensor data, 


consider how information from them is delivered to IC, and how it is used in the response. 


7.8.1 Summary of Scenario Situation 


1. Physical: A facility with substantial quantities of flammable and potentially toxic 


chemicals has experienced an explosion and fire, and the situation is out of control.  


There are two categories of hazards at the site.  The first set is associated with physical 


hazards to personnel entering the area to deal with the fire.  The other hazard is presented 


by a toxic plume emanating from the scene that threatens the nearby population and 


facilities.  Some aspects of these problems can be determined by observation, but others, 


such as carbon monoxide are invisible, and require sensors to ascertain the level of 


toxicity.  In the described scenario, the primary source of sensor data is from sensors in 


the protective equipment worn by firefighters.  That data relates primarily to the onsite 


problem, and does not deal adequately with the larger toxic plume that extends beyond 


the plant location. 


2. Network: Part of the gear carried into the fire consists of radio equipment providing 


communications support between IC and other first responders via the trunked radio 


network. The sensors also generate traffic that requires bandwidth on the IAN for 


delivery to incident command.  Each data radio connects directly to a common central 


unit.  As more firefighters are deployed, sensor traffic increases creating a congestion 


problem both from the quantity of data generated and the loss of effective bandwidth due 


to contention for channel time. 


3. Procedural: Firefighters control when they transmit on voice channels, and can respond 


to congestion by reducing the number of transmissions and their length.  Autonomous 


uncoordinated sensors, however, are not directly controlled, and lead to channel 


congestion, with some information that is ultimately redundant. 


4. Regulatory:  Spectrum is assigned to public safety operations, but additional channel 


capacity may be required to handle the increasing volume of data and voice traffic. There 


are no unresolved regulatory issues. 


5. Chronological: During the initial phases of the incident, any issues with hazardous 


conditions are unknown.  Initial notification of a specific hazard is critically important, 


but repeated messages reporting no change in the situation are redundant, and wasteful of 


bandwidth.  Once existence of a hazard is known, then changes in its intensity or location 


become relevant. 


7.8.2 Capability Shortfall 


There are three significant areas of shortfall that can be alleviated by improved system design 


and application of enhanced information technology.  One is inadequacy, or lack of, of available 
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sensor information.  Legacy operations depend largely on facilities that responders bring to the 


scene, and do not take full advantage of supplementary information sources.   


Another shortfall is congestion in the communication systems, caused by delivery of information 


by individual sensors operating independently, and without a coordinated priority structure.  This 


problem can be alleviated by coordination between on-scene CR terminals that cooperate at the 


data source to avoid data transmission that is irrelevant or redundant. 


The third shortfall is onsite information overload on the part of the response team.  Both the 


processing and presentation of available sensor data should provide all needed information in a 


form that is easy to understand.  For example, an on-screen map of the factory, with color-coded 


symbols to display the hazard level in different areas, is more readily assimilated than a printed 


list of coordinated and raw sensor data. 


7.8.2.1 Supplementary Sources of Sensor Data 


The following are additional sources of sensor data that have potential to be processed to 


enhance overall situational awareness. 


A. Personal Protective Equipment Mounted Supplemental Sensors. Existing PPE 


resources provide data from sensors, including life signs data about the wearer and 


information about ambient conditions, such as air temperature and carbon monoxide 


levels.  To supplement sensors mounted directly on individuals, devices called 


“pebbles” or “motes” can be placed in the environment.  These small radio-equipped 


devices are dropped at various locations along the path of response both to provide 


extra sensor data and also augment the communications network. 


B. Building Mechanical and Emergency Systems.  Buildings are equipped with 


systems to provide heating and cooling.  Those systems have sensor networks with 


sensors located throughout the building, and the resulting data is used to control 


building air flow and temperature.  The buildings also have emergency system 


sensors that detect over-temperature conditions, sound alarms, close fire doors, and 


activate sprinklers.  All of these facilities are normally managed via a sensor 


management or telemetry system centrally within the building, but this control 


function can often be redirected to external facilities during the emergency
22


.  Sensor 


power is normally provided via the building power system, but critical sensors can be 


equipped with battery backup.  Data from these sensors can be redirected from the 


building management system to incident management and/or individual first 


responders by cable or a local RF network. 


C. Environmental Measurement Facilities.  The US Weather Service has an extensive 


network of devices that provide meteorological data on a continuous basis. It also 


provides current weather data summaries and forecasts to predict future weather 


conditions.  The service tracks frontal movement, information that could be used to 


predict wind shifts that will affect smoke and toxic plume clouds around the scene of 


an emergency. Additional environmental information is available from other local 


sources, such as airports and sewage treatment facilities.   


                                                 
22


 See Alan Vinh, Computer-based Monitoring for Decision Support Systems and Disaster Preparedness in 


Buildings, IMETI Proceedings, June 2008, Orlando, FL 
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D. Video Cameras.  Video from privately owned and municipal cameras can be used to 


enhance situational awareness.  Due to the amount of information available, video 


feeds would be recorded at the Emergency Operations Center (EOC), a permanent 


central site, and edited to select the most relevant footage.  The resulting clips are 


made available to units on the scene when relevant or on demand.  Edited and tailored 


time-lapse information about a plume is an example of preparing video information 


for maximum effectiveness. 


E. Commercial Digital TV.  With conversion to Digital TV, commercial stations have a 


20 MB pipe, more capacity than is needed to deliver their primary program material.  


With high-powered licensed transmitters these stations have excellent coverage.  In 


an effort to provide additional services, the TV broadcast industry is looking for 


business cases where a revenue stream can be derived from broadcast of data.  


Transmission of video content or advertising directly to cell phones, based on 


geolocation, is a commercial version of this capability. 


For Public Safety, this data stream can supplement dedicated channels for delivery of 


information from government agencies and other sources.  Local municipal or remote 


FEMA command posts, for example, might use such a channel to download lower-


priority but relevant data that might overload busy lower-capacity dedicated channels.   


Commercial TV stations are also generating video relevant to certain types of 


disasters for use in their news broadcasting, via feeds from cameras located in news 


helicopters, for example.  Their broadcast data sub-channel is a potential way that 


information, supplementing the video feeds mentioned in D. above, could be 


delivered.   


F. Cellular System Traffic Information.  The incident generates variations from the 


normal call traffic patterns as indicated by call volume data and the pattern of hand-


offs between cell sites.  Geolocation data can be obtained via mobile phones equipped 


with GPS capability or by triangulation from network base station antennas. This 


information is used to determine where people with active cell phones are located and 


to derive traffic patterns in the vicinity of the incident. 


G. Intelligent Traffic Systems.  ITS Cognitive Radios in vehicles, and infrastructure 


associated with highway automation systems serve as sensors for traffic flow 


information used by Incident Management personnel, including routing of emergency 


vehicles to the scene.  Conversely, information from the incident is used by the 


highway system to warn drivers and to divert traffic around congested or dangerous 


roadways.
23


 


7.8.2.2 Information overload 


When a small number of sensors are active in a given area, routine network query and sensor 


response data volumes will be small, and channel contention will not present a problem.  Both 


sensor network message volume and network contention will increase issues as data collected 
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 This is an interesting example of system interaction.  Two independent systems, developed without a requirement 


to coordinate, link up and work together to satisfy needs of both DOT for highway management and PS in 


responding to the incident.  Upon conclusion of the event they will disconnect and resume independent operation.  
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from sensors and sensor query activity levels increase while network resources remain constant, 


significantly more so if conditions trigger transmission of asynchronous alarm data.  


In a simple implementation, sensors will repeatedly transmit their current readings to the central 


system, asynchronously or in response to a system query.  A large number of messages with 


negative reports may not represent useful data.  When some pre-defined level of a sensed 


parameter is detected, that change in status becomes useful information.  For example, if a 


significant number of individual sensors mounted in responder  PPE which are located are in 


close proximity to each other, they may all contend for channel capacity to transmit redundant 


information, all reporting the same condition.  


The solution lies in coordinating information delivery to minimize channel contention. It is also 


useful to vary reporting intervals to minimize redundant information, while reporting often 


enough to establish that connectivity has not been lost. 


7.8.3 Description of Use Case 


This Use Case involves both inclusion of additional sensors as supplementary sources of data, 


and management of the resulting information.  Networks, communication facilities, and 


operating procedures are modified to encompass the seven sources of information described in 


Section 5.8.2.1.   Activities in the Central City EOC are brought into the scenario. 


This Use Case treats the two components of “Cognitive Radio” independently.  Cognition is 


composed of information processing, decision making, and policy execution delegated to the 


system.  Radio is delivery of data of all kinds over wireless links.  The Use Case does not 


confine itself to cognitive functionality implemented in the same box as the RF components:  


that functionality can be accomplished anywhere in the system.  With efficient communication 


links, data can be processed locally, or sent to remote sites and the results returned with minimal 


delay. 


The following aspects of the scenario situation noted in Section 5.8.1 describe this Use Case: 


1. Physical: The physical aspect of the scenario is essentially the same as described is 


1.1.1., with the addition of traffic sensing as indicated in items F. and G.  Some additional 


equipment, including additional radios and the pebbles, is added.  Activities, particularly 


handling video information, in the Central City EOC result in its inclusion in facilities 


involved. 


It is of particular interest that significant improvements in capability and performance are 


realized by the addition of CR functionality with minor physical modifications. 


2. Network: Network changes to implement enhanced sensor capability are as follows. 


A.  Sensor communication facilities in individual PPE equipment interact to form an ad 


hoc network.  This net reduces contention, and improves connectivity.  In addition, the 


pebbles dropped by firefighters on their path into the scene contain radios that enhance 


network connectivity and also provide additional sensors. 


B. Building HVAC systems are designed to accommodate an interface with emergency 


services.  A building control diagram is maintained in the municipal emergency 


information database, and the building network can be accessed for emergency control of 
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the facility.  Primary connection to the building network is IP through the commercial 


service provider data facility, with local wireless backup via unlicensed spectrum.   


Individual sensors in the facility connect with the building control room through a 


wireless local net.  Security information needed to access that network is also available to 


the emergency crew so that sensors can be read out even though the central site is not 


functional due to the emergency. 


C. Meteorological data is important is cases where wind velocity and air temperature 


influence the plume emitted from the site.  The US Weather Service offers a special 


service for Public Safety use where local weather conditions and forecasts are available 


for specific locations.  The specific location for which information is needed can be 


obtained from the emergency database, or read from an onsite GPS receiver.  In this 


scenario, the wind shift in Event 32 is forecast.  Delivery of this weather information to 


IC occurs over a DTV data sub-channel from a local TV station. 


D.  Central City has a number of video cameras available throughout the city.  During an 


emergency these cameras can be controlled from the City EOC to provide relevant 


incident information, such as information to IC for traffic congestion and plume tracking.  


Due to the vast amount of footage generated, the video streams are all digitally recorded 


for computer storage.  A feed directly to IC can be provided.  Alternately, EOC personnel 


are trained in both interpreting pictures and editing time-lapse clips which are then 


transmitted to the IC location. 


E. As previously mentioned, commercial TV stations can provide data sub-channels on a 


contractual basis for emergency use.  They also frequently have video feeds transmitted 


from remote units and helicopters.  These feeds are relayed to the EOC to supplement 


broadcast reporting with additional footage.  


F.  Commercial Service Providers operate the familiar cellular Telephone service. The 


structure of their protocols provides geolocation from base station sector directionality, or 


in some cases, by GPS coordinates derived within the call phone or mobile units.  As 


highway coverage is an important revenue source, the cellular providers have good 


coverage in high-density traffic areas.  The resulting data has a characteristic pattern of 


sector utilization and hand-off that changes when traffic disruption occurs.  When traffic 


is congested or blocked, the resulting data can be analyzed and overlaid on local GIS data 


to assist in dealing with the vehicular congestion described in Event 13.  Delivery of that 


information is over the carrier’s existing data service connection. 


G.  Connection between the city EOC and ITS will be by landline.  Relevant data is then 


forwarded to the incident command post by their RF link.  Intelligent Transportation 


System (ITS) support data for emergency vehicles in movement is transmitted direct 


between the vehicle and the ITS infrastructure; emergency vehicle priority in the ITS 


system supplements Code 3 operation. 


3. Procedural: Procedures for incident management vary significantly as incident 


commanders tailor response to local conditions.  As additional sensor output is provided, 


there is danger of data overload both in terms of overwhelming the communications 


resources and in overloading the human decision makers.  Data processing facilities in 


IC, supplemented by those in EOC, reduce the data load by eliminating redundant or 
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unchanging information reports, and by well-designed data presentation on computer 


displays.  Training in display management for IC personnel is needed to optimize 


decision-making. 


The sensor data stream is in parallel with voice communication.  Legacy operating 


procedures may need to be extended to ensure that all personnel have the same context 


for understanding full implications of information derived from sensors. 


With access to data transmitted from sensors located in responder PPE, and facility 


mechanical systems, commanders can warn firefighters where toxic or over-temperature 


conditions occur.  For example building fan controls can be used to reduce oxygen 


delivery or control air pressure within parts of a structure. 


Availability of significant amounts of visual information from video footage enhances 


understanding of the scene, but also presents a problem of viewing time required.  The 


addition of video backup and storage in the better-equipped and environmentally 


controlled city EOC partially addresses the need to immediately analyze real-time video 


with a high information density.  It does introduce the need for on-scene personnel to 


request images of specific areas or events. Protocols must be established for its delivery 


to the scene with the video, plus contextual and interpretive information so there is no 


confusion about what the images are showing.  


4. Regulatory: Regulatory agencies are sensitive to the needs of PS agencies, and a number 


of actions are being proposed and implemented.  Priority access to commercial capacity 


can be required to accommodate emergency response traffic.   700 MHz or 4.9GHz FCC 


licenses in the US can provide needed bandwidth and useful air interfaces with 


appropriate priority structures.  Unlicensed operation in Whitespace TV spectrum can 


also support a number of applications for emergency response. 


5. Chronological: Availability of sensor data might help reduce the need for a change in 


evacuation in Event 32.  Otherwise, the timeline is not changed. 


1.1.1.1 Functional Capabilities  


Functions include the following: 


 Enhancement of cognitive radio functionality to improve PS systems and within systems 


that are sources of data to automate handling of the significantly increased traffic volume. 


 Enhancement of PPE sensors, ad-hoc networking, pebble technology supplementing the 


incident area network, monitoring software in IC with cognitive tools to provide an 


effective display of current conditions and generate appropriate alarms. 


 Prior planning with building personnel to establish details of connection to the building 


management and mechanical systems, and provisions for taking control. 


 Process to monitor weather information continually in the city EOC, and 


procedures/standards that specify information format when it is relayed to IC. 


 Video feed from traffic control center to EOC.  Training for personnel to determine 


procedures/standards that specify what images & video information are needed, and what 


format is used when it is relayed to IC. 
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7.8.3.1 Regulatory Implications 


Most of the communications described in this Use Case will involve use of spectrum that is 


already licensed.  Permission may be needed for TV band use.  Regulatory action may be needed 


to provide additional spectrum to construct networks with adequate bandwidth. 


7.8.3.2 Policy Implications 


In some cases PS planning is completed with the assumption that every resource utilized is 


brought to the scene by first responders, and controlled by them.  Some of the items described 


above, in 5.8.3.1, Functional Capabilities, may require changes in policies and procedures.  For 


example, this use case would require: 


 Accepted agreement with TV stations as to what services will be provided, technical 


details of channels to be used, and integration of that information into incident response 


equipment, procedures, and training. 


 Accepted agreement with cellular service providers as to exactly what call traffic data can 


be made available, and in what format.  Capture of that real-time data is a function of 


cognitive functionality within the cellular infrastructure.  Provisions for protection of 


data, ensuring the privacy of individual callers must be addressed. 


 Agreement must be reached between PS and DOT authorities as to what ITS traffic 


information will be exchanged and the formats to be used.  Incorporation of CR 


capability in both systems to automate as much as possible of the information exchange 


process, and to define policies for its use.  Training for control of the two systems when 


they are connected and procedures for disconnecting the systems. 


7.8.4 Summary of Impact of Use Case 


This Use Case describes a number of opportunities to enhance sensor information available 


during an incident.  These capabilities are relatively independent; application of any of them has 


potential to improve operations.  The case also identifies potential problems that may arise as a 


result of the sheer volume of data available.  Cognitive Radios, and cognitive functionality in 


other areas of the system, can be of great assistance in reducing the volume of information 


transferred over the network and also increase its relevance for recipients. 


An important consideration is how much of the decision space can be stated as policy, and 


delegated to cognitive functionality for execution.  Insufficient delegation leads to individual 


overload, while too much delegation can result in inadequate control under unusual 


circumstances.  Another consideration is the human-machine interface.  Users must be able to 


vary the level of control they want to retain, and the information they want to see must be in a 


form to facilitate decisions to be made.  


Facilities such as we have described can provide better projections, and reduce the likelihood of 


unexpected developments.  That, in turn, permits first responders and commanders to be more 


proactive and less reactive. 
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8 Appendix: Utilization Challenges 


8.1 Creating a Commercially Viable Network that Meets Public Safety Needs 


Challenge 1:  A national broadband network must be created that is commercially viable 


while simultaneously meeting public safety needs. 


The proposed public/private partnership envisions building a national broadband network that 


meets the needs and requirements of the public safety community with sufficient financial return 


from commercial operation to support the buildout and self-sustainment of the network.  The 


requirements, architectural approaches, and business models for building and maintaining public 


safety networks have historically been significantly different from those of commercial 


networks.  Designers of the system will be faced with an unfamiliar and difficult set of design 


trade-offs. 


Commercial networks are built with the goal of high utilization and low surge capacity with 


assumed acceptable amount of blocking.  This model allows commercial providers to balance 


their capital expenditures (CAPEX) and Operational Expenditures (OPEX) against potential 


revenues.  Requirements published by the Public Safety Spectrum Trust (PSST) for the 


broadband network define a higher tolerance to network downtime than have traditionally been 


engineered into commercial systems.
24


  Commercial providers accept the risk of overloading and 


blocking during times of extreme network usage (e.g., limited surge capacity).   


Public Safety designs their networks with a goal of moderate utilization to provide a significant 


surge capacity with minimal blocking of priority communications.  This network design model 


increases the CAPEX.  OPEX is affected to a lesser extent.  Public safety agencies have a very 


low tolerance of any network downtime.  The PSST envisions the proposed network to 


accommodate mission-critical data with high availability that must work all the time and most 


importantly in times of catastrophe. 


One approach to meet this challenge would be to seek commercial users whose mission critical 


communications requirements are similar to those of public safety users and who would be 


willing to pay a premium for this level of reliable service. However, it appears unlikely that there 


is a sufficiently large market segment of this type to make the proposed nationwide 700 MHz 


broadband network economically viable. Even if there were, it would be desirable to serve a 


larger commercial user base by providing competitively-priced services. Higher revenues from 


an extended commercial user base will both improve returns for the network operator and 


provide funds for higher levels of service and faster buildout for public safety users. The national 


broadband network must effectively support multiple user communities with different 


requirements and business models. 


The requirement to provide competitively-priced commercial services significantly affects the 


technical design of the network. While the SDR Forum has not conducted an economic analysis, 


it is the Forum’s concern that it may be difficult to provide competitively-priced commercial 


services to a broad enough market base using only a service level and feature set defined as 


public safety requirements. Providing service that is economically appealing to other users, 


which is essential for the success of the public/private partnership, requires optimizing for 
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 The Public Safety Broadband Statement of Requirements” requires availability based on “Either highly reliable 


(99.999%) individual network elements or operating them in a fail-over redundant manner. 
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progressively higher levels of efficiency and capacity as user requirements are progressively 


relaxed. This relationship is highlighted in Figure 1. 


 


Figure 2.  Divergent Requirements on a Public/Private Shared Network 


The critical tensions represented/depicted in the figure include the following: 


o The high reliability requirement for public safety is directly opposed to the economic 


requirement for high resource utilization in a commercial network. High reliability 


against service unavailability due to failures is achieved by provisioning redundant 


equipment, overlapping cells, excess link budget, and similar features. High reliability 


against service unavailability due to overload is achieved by provisioning greater 


capacity than is needed in normal operation. Both forms of over-provisioning increase 


investment in the network, reducing the commercial return on that capital expense. 


o The universal coverage requirement for public safety is opposed to the commercial 


mandate to maximize usage levels, and hence revenues, given a particular amount of 


investment. Providing coverage in rural areas with low population density reduces the 


commercial return on investment. Similarly, ensuring coverage in tunnels, elevators, 


underground garages, and similar hard-to-reach places diverts investment and capacity 


from locations where larger numbers of users are located. 


o The security requirements for public safety are opposed to the commercial mandate to 


maximize capacity and spectral efficiency. Measures for high security, particularly those 


that defend against denial of service attacks, add spectral occupancy and time occupancy 


overheads that reduce capacity and efficiency. These effects reduce the number of users 


that can be supported and thus the network’s return on investment. 


These divergent requirements create significant challenges for network design and 


implementation. 


Software Defined Radio/Cognitive Radio Capabilities 


Flexibility 


The key to solving issues created by divergent requirements is flexibility. Divergent user 


communities may require diverse operating modes that cannot be provided by a single network. 


However, if the network can offer multiple operating modes, and can reallocate its resources as 


the mix of users and applications changes, it is possible to satisfy a wide range of user needs. 
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SDR techniques can provide a cost-effective way to support multiple operating modes and 


flexible resource allocation. CR techniques assure that the network allocates its resources 


appropriately. These technologies can be the critical components that enable a network to meet 


both public safety and commercial requirements while achieving commercial success. 


In particular, SDR technology enables four key types of flexibility: 


1. Waveform flexibility. SDR technology enables the use of multiple different waveforms 


on a single hardware device.
 
 It may be appropriate for different user categories on the 


public/private shared network to use different waveforms or to select different options 


within a single waveform standard.  For example, one waveform can prioritize reliability 


and coverage by encoding data bits in a way that is highly noise-tolerant, while a 


different waveform prioritizes capacity by using encoding that allocates less time and 


energy per bit. One waveform may have packet headers with sufficient redundancy and 


authentication information to defend against spoofing and denial-of-service attacks, while 


another may omit these features to achieve more compact headers that enable higher 


efficiency.  Software defined radio provides the flexibility to offer different waveforms or 


options to different users without duplicating hardware. 


2. Resource allocation flexibility. SDR technology enables a device to flexibly reallocate 


resources such as computational capacity among different tasks. Consider the case of an 


individual call. In a traditional radio the allocation is fixed: there is a certain amount of 


hardware circuitry devoted to each task. In an SDR the resources are fungible.  For 


example, if a high priority user encounters difficult channel conditions, such as when a 


public safety officer enters a tunnel, the nearby infrastructure base station as well as the 


user’s radio can activate a more loss-tolerant waveform and/or more sophisticated receive 


processing and increase transmit energy for that user to compensate for the link loss. The 


resources required to do this can be recovered by making small adjustments that reduce 


processing requirements and transmit power for a number of lower-priority users, any 


one of whom will notice only a small reduction in performance. Another view of this 


capability is that the base station only needs to allocate resources to provide coverage in 


the tunnel at times when there are public safety officers actually located there and using 


the system. Those resources are free at other times to improve commercial capacity at 


other locations.  SDR used in this way can enable the network to significantly increase 


commercial capacity without reducing its support for public safety requirements, at the 


same level of investment. Cognitive radio capabilities then facilitate the management of 


resources for enhanced performance (the Autonomous Adaptive Base Station concept
25


 is 


one example of an architecture designed for this purpose.) 


3. Software modification. An SDR’s capabilities can be flexibly modified and upgraded 


over time, without hardware modification. The network can be configured to offer 


different behaviors and different services in different geographic areas, by using different 


software versions in different devices.   These benefits of SDR aid the public/private 


network to cost-effectively meet user requirements that vary by location or that evolve 


over time. 
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 Akabane, K., Shiba, H., Matsue, M., and Uehara, K., “An Autonomous Adaptive Base Station that 


Supports Multiple Wireless Network Systems,” Proceedings of DySPAN, 2007, Dublin Ireland, April, 2007. 
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4. Over the air programming. The items listed above provide significantly flexibility in 


radio configuration that can be exploited for mutual commercial / public safety benefit, 


including use of the 700 MHz national broadband network. However, if reconfiguration 


and updates require a physical connection to a device, it becomes a challenging 


configuration management and logistics problem to update or load new software into 


radios. Over the air programming provides an approach which allows devices to be 


updated simultaneously and without requiring each device to be physically transported to 


a location where it can be reprogrammed. In addition to simplifying the configuration 


management and logistics problems, over the air reprogramming can facilitate incident 


specific reprogramming as needed.
26


 


The flexibility of SDR technologies provides an opportunity to achieve nationwide 


interoperability goals and network economic viability without imposing specific a priori 


requirements such as a common air interface for all users. Thus public safety could still accrue 


the benefits of leveraging mass-produced components and hardware while benefiting from 


functionality customized for their specific needs. The next sections describe in more detail how 


SDR flexibility coupled with the automatic control features of CR can be used to address some 


specific challenges of a public/private shared network. 


Coverage Flexibility 


Of all requirements that a public safety system must meet, coverage is one of the most important 


requirements to the public safety user, and one of the most difficult challenges for the public 


safety communications system design.  Coverage to a public safety user means being able to 


communicate with high quality throughout a large percentage (usually in excess of  95%) of a 


specified service area, which often includes tunnels as well as buildings with signal penetration 


losses 30 dB or higher. Geographic coverage for public safety users is required for areas where 


they need to monitor or respond to incidents. While this includes populated areas, it also includes 


unpopulated areas as well (consider the needs of a law enforcement officer making a traffic stop 


on a rural road, or a firefighter fighting a wildfire).  Coverage for commercial networks is 


generally far less ubiquitous, and for economic reasons is generally concentrated in areas 


sufficiently populated to generate adequate usage revenue. 


A solution that enhances coverage for public safety and yet can be tailored in real-time to meet 


specific network resource demands would be an enabling factor for accommodating these 


divergent requirements.   Real-time reconfiguration enables use of more robust waveforms 


(beyond the capabilities of the “normal” waveforms used for day-to-day operations) for critical 


situations when coverage extension is needed. Coverage is limited by insufficient link budget or 


excessive interference.  Both limitations can be substantially mitigated, and flexible and scalable 


coverage solutions achieved through the capabilities offered by SDR and CR in both the radio 


and the network.  Table 1 summarizes the capabilities afforded by SDR and CR for coverage 


enhancement and flexible, scalable coverage solutions.   Some techniques in the table and 


following discussion are better suited for “one to one” (i.e., individual) calls than for “one to 


many” (i.e., group) calls.  However, it is presumed that initial broadband communications will 
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 Significant research is underway to develop the protocols and security procedures necessary for reprogramming 


devices over the air. For example, the End-to-End Reconfigurability (E²R) project aims at bringing together a wide 


range of systems, such as Cellular, Wireless Local Area and Broadcast, to devise, develop and trial architectural 
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more likely be data transmissions of a one to one nature (e.g., database lookup, uploading of 


video and imagery to an Emergency Operations Center.)
27


  


Table 6, Examples of SDR/CR Mechanisms for Coverage Enhancement and Flexibility 


Communications Benefit Implementation mechanisms 


Interference Mitigation 


Flexible mode-dependent receiver filtering  


Dynamically adaptable modulation  


Dynamically adaptable frequency selection 


Smart network-wide frequency selection to: 


   find unoccupied spectrum 


   avoid use of adjacent channels by devices in close proximity
28


  


Intelligent transmit power control 


Adaptive beamforming 


Link Budget Improvement 


Flexible mode-dependent receiver filtering  


Reconfigurable radios to support coverage extension 
29


 


Dynamically adaptable modulation  


CR-based mesh networks for coverage extension
30


  


Intelligent transmit power control 


 


For an in-depth technical discussion of these implementation mechanisms and how they enhance 


coverage, see the Appendices. Here we summarize a few of the mechanisms for the general 


reader. 


Adaptable Modulation and Frequencies 


The modulation influences the link budget and thus the coverage. Higher data rate modulations 


in a given bandwidth have less coverage range than lower data rates.  Similarly, the higher rate 


modulations tend to have less tolerance to interference than those with lower rates and often have 


a wider bandwidth transmit spectrum that tends to cause more interference to others.  Hence, 


radios that can rapidly change waveforms, such as the radios already employed in many 


commercial data systems, can dynamically modify the balance of coverage versus data rate.  


Even though SDR is not necessarily required to enable these waveform changes, it does offer 


enhanced flexibility over a hardware radio, enabling a wider range of waveform parameters to be 


changed with more precision.  For example, SDR can better balance coverage versus data rate, 


accommodating both commercial and public safety users. CR algorithms can adjust waveform 


bandwidths and frequency selections based on information relevant to the situation, such as 


geolocation and the relative positions of the users.  


                                                 
27


 Mission critical dispatch voice support has not been identified as a primary service on this network, but 


nevertheless, analogous one to many voice/data services can be readily supported in a "secondary" fashion via IP 


networking techniques, such as multicasting, and SIP based Voice services, perhaps reducing traffic level on 


primary voice systems. 
28


  including avoidance of “near-far” interference situations 
29


 SDR enables radio reconfiguration to mesh 
30


 CR enables optimal setup/control of the mesh 
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Coverage Extension  


Scalable coverage can also be extended through means external to the infrastructure.  For 


example, a method employed today by public safety systems is to use vehicular repeaters to 


retransmit signals received from the infrastructure to a portable within a building to achieve in-


building coverage that the infrastructure alone could not provide.   SDR and CR are key enablers 


of flexibility for configuring operating frequencies of the repeaters, base stations, and portables 


to mitigate interference in these types of systems.   


Another concept for coverage extension that has been receiving considerable attention is to use 


the radio flexibility afforded by SDR and intelligence afforded by CR at the network level to 


adaptively configure ad-hoc mesh networks using a group of radio subscribers to extend 


coverage beyond that of the infrastructure.
31


 Examples include subscribers in tunnels and in 


outdoor areas where there is a coverage “hole” in the infrastructure.  This network extension 


approach would allow transmissions to be passed back and forth from the incident site along a 


network of individual responder radios operating in peer-to-peer mode to a radio which can 


communicate with the main radio system/network.  A radio could be positioned where it could 


maintain connectivity with the infrastructure (such as at an opening to a tunnel) and function as a 


repeater to bridge between the otherwise disconnected radios and the infrastructure.  Depending 


on distribution of radios required to extend the network, additional radios could also be 


automatically reconfigured to act as repeaters among the disconnected radios. 


Intelligent Radio Resource Control 


Transmit power control systems employ open and/or closed loop transmit power control 


algorithms for efficient utilization of spectrum. In cognitive radio systems, non-cooperative and 


cooperative transmit power control strategies can be employed for efficient spectrum utilization 


and sharing. Non-cooperative power control involves radios participating in the network making 


individual transmit power decisions based on the local environment that they individually see. In 


case of cooperative power control, centralized decision is made by a centralized network 


controller based on data gathered from two or more radios in the network. 


This capability is relevant to manage the secondary commercial use of the public safety spectrum 


during normal operations. The main challenge to spectrum sharing lies in striking a balance 


between the conflicting goals of minimizing the interference to the primary or mission critical 


users and maximizing the performance of the commercial and public safety users. One approach 


to addressing this issue is adapting the transmit power based on the information gathered by the 


Cognitive Radios using either cooperative or non-cooperative strategies. Cognitive radios can 


vary individual and aggregate transmit power based on user, spectrum, network, application and 


environment awareness. The operation of the cognitive radio network can be governed by its 


peak transmit power constraint and an average interference constraint, which can be varied based 


on location and environment. The cognitive power adaptation strategies can be characterized to 


maximize the network SNR, coverage and capacity. In general, power adaptation to optimize 


capacity requires decreasing the transmit power from the peak power to zero in a continuous 


fashion as the probability of the primary/mission critical user being present increases. In 


addition, it may require increasing the peak power for mission critical users to increase their 
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 SDR Forum, Use Cases for Cognitive Applications in Public Safety Communications Systems,  


Volume 1: Review of the 7 July Bombing of the London Underground, SDR Forum Report No. SDRF-07-P-0019-V1.0.0, 


November 2007, available at www.sdrforum.org. 
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coverage and SNR. The cognitive-based power control approach can be extended to include 


location and density of different kinds of users.   


Prioritization and Managing Quality of Service  


Another of potential divergent requirements between the commercial use of the shared network 


and the public safety use of the network is in the management of resources to provide dynamic 


levels of Quality of Service (QoS) in voice systems.  Current public safety systems have limited 


management of priorities. For example, in trunked voice systems some talk groups may be given 


a higher priority than other talk groups, and emergency alarms are given priority over other 


communications. However, beyond those capabilities there is little real-time control over 


network resources, and priority assignments cannot be changed dynamically. However, CR 


capabilities provide an opportunity to provide much greater dynamic control of network 


resources that can allow the communications resources to dynamically meet evolving needs of an 


incident. 


Commercial protocols do not currently provide that level of dynamic resource management. 


WiMAX and LTE allow for service classes and are sensitive to multiple methods of determining 


quality of service at a layer 2 and layer 3 levels, including 802.1Q flags, VLAN tagging, MAC or 


IP address, protocol port.  In WiMAX and LTE, the service class defines the priority of the 


traffic within the system.  The ability of the WiMAX or LTE system to sort and accommodate 


prioritized traffic flows depends on the triggers and logic placed into the system by the 


manufacturer.  WiMAX and LTE treat prioritized traffic using the gatekeeper theory; each user 


has an equal chance of applying to the system for access, the system then decides if the user is 


granted access.  When the user requests access, the system determines the proper service class 


based on a pre-defined set of parameters.  The user is then allocated a sub-channel or sub-


channels based on pre-defined parameters.   


Prioritization schemes become more complicated when public safety voice communication is 


also carried by the broadband network.  The challenge for the national broadband network is 


two-fold. The: first challenge, is to define the hierarchy of service classes for normal operation; 


second, is to define emergency operating service classes.  It is expected that public safety will 


continue to operate their voice networks and depend on the voice networks for primary 


communications.  However, the 700 MHz national broadband network may be used for 


secondary voice communications in addition to data access.  In an emergency the data and 


secondary communication needs of public safety dynamically change and evolve as the events 


unfold and the public safety response is coordinated. 


4G network prioritization schemes can be utilized to prioritize public safety data 


communications, both with respect to non-public safety communications and as a way of 


managing bandwidth resources among public safety users. The key to maximizing the utility of 


the 4G prioritization schemes is to be as flexible as possible in the assignment of prioritization of 


public safety communications as a function of an ongoing response. 


Extending the existing network protocols with CR technology can provide tools for providing 


public safety with more effective dynamic network resource allocation. Information such as the 


role of a responder, the type and criticality of the data being transmitted, the location of the 


responder, the RF environment, and the overall incident command organization can be 


incorporated into network decisions on best allocation of network resources. Resource 
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management can match communication demand requirements to available capabilities by 


reducing video transmission requirements by using higher compression techniques or lower 


frame rate, or reducing priorities for non-critical communications. Cognitive radio capabilities 


are also useful by providing inputs for prioritization decision logic. Such inputs can include the 


role of the responder whose device is transmitting, the nature of the transmission, the location of 


transmitters and intended receivers, and/or the RF environment. Broadly stated, the value of 


cognitive radio technology here is the ability to incorporate application level information into 


lower layer control decisions, and thereby assure that all resources are optimally allocated given 


the prioritization of network uses. 


Adaptive Beamforming 


The term “Adaptive Beamformer”, often used interchangeably with the term “Smart Antenna” is 


by no means a new or unproven technology. Radar systems have used such techniques for 


decades to reduce interference from jamming and other interference sources such as radar returns 


from the ground or weather clutter. The SDR Forum recognizes the value of smart antennas as a 


SDR technology. In fact, the Forum has a working group dedicated exclusively to smart antennas 


and also devoted an entire session to these technologies at their 2007 technical conference.  Park 


et al, from a paper presented at the 2007 conference
32


 defines a smart antenna as follows: 


“For (a) smart antenna system the desired signal, of desired direction, can be selectively 


transmitted/received controlling the phase of (an) array antenna as well as drastically 


decreas(ing) the effect of interference. That means, the smart antenna system …. minimizes 


the powers of undesired signals by beamforming, maximizing the gain to the desired 


direction. Thus, as it can decrease the noise of the received signal drastically, the smart 


antenna technology can improve the communication capacity and quality forming the 


adaptive beampattern to each receiver.” 


Simply stated, traditional smart antennas improve signal quality by maximizing antenna gain in 


desired direction(s) and minimizing gain in undesired direction(s), such as the direction(s) of 


received interference sources. 


The processing algorithms used by traditional adaptive beamformers could conceivably be made 


even more effective by introducing additional intelligence provided by a cognitive radio terminal 


or network. For example, if the CR terminal or system has knowledge of locations of 


interference sources, this can augment the interference direction estimates made by the 


traditional beamformer to improve accuracy, algorithm convergence time, and/or effectively 


increasing the "degrees of freedom" of the beamformer to enable additional interference sources 


to be nulled and/or directional beams to be formed.   


Adaptive beamformers will be most effective for the “one-to-one” type of communications (i.e., 


individual calls) envisioned for the shared system as apposed to a system that uses predominately 


“one-to-many” (i.e. group) calls that would require forming several simultaneous beams. 
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8.2 Evolving over Time 


Challenge 2: The national broadband network infrastructure will need to adapt and 


change over time as operational experience is gained, as technology changes, and as 


commercial and public safety user-requirements evolved. 


One of the keys to the success of the proposed network is its ability to evolve over time. The 


build-out period of the network is 10 years; the utilization period will be much longer. Even with 


a well-constructed network sharing agreement in place, evolving commercial and public safety 


needs will place competing pressures on the network. The PSST Bidders document 


acknowledges this as well in requiring that the common air interface “shall allow migration to 


future technology upgrades.”
33


 There are a number of factors that will drive evolution of the 


network. 


Operational experience.  The proposed network is an ambitious undertaking that will involve 


secondary use of public safety spectrum by commercial users and pre-emptible use of 


commercial spectrum by public safety users. This concept of operations involves associated 


issues of governance, operational control, and technology to support divergent requirements on 


an unprecedented scale, so adjustments will be required as operational experience is gained in 


using the system. The challenge is to ensure sufficient flexibility in the network to allow changes 


to be rapidly implemented.  


Additionally, it is difficult to predict a priori how different design choices will affect key goals 


such as capacity, efficiency, robustness and coverage. In order to guarantee that public safety 


users' strict requirements are met, network designers must make conservative choices in any area 


where modeling or small-scale experiments provide uncertain predictions. As operational 


experience with the network is gained, the most conservative design choices may be able to be 


relaxed to provide greater capabilities without incurring greater risk. 


Technology refresh cycles may differ.  Technology refresh cycles of public safety networks and 


commercial networks historically have been vastly different. Part of the benefit to public safety 


of the commercial partnership is to leverage commercial developments and take advantage of the 


more rapid technology refresh cycles to ensure that public safety benefits from technology 


upgrades. However, public safety must also manage the implications of evolving technology in 


training, policies, and procedures. Such factors may naturally drive differences in technology 


refresh cycles between commercial users and public safety users. Also, as public safety 


technology refresh cycles shorten, expensive public safety equipment will need to be 


upgradeable rather than replaced to preserve the investments that have been made. (We 


recognize that while software upgrades can extend the life span of a hardware device, increasing 


software demands on hardware components such as memory and processing speed often drive 


the replacement of hardware as well as software.) 


Requirements evolve over time:  Communications requirements for public safety agencies 


evolve over time. Demographic changes cause changes in coverage requirements; building 


construction and vegetation growth change RF performance; organizational changes cause policy 


and procedure changes; availability of new data changes capacity requirements; and operational 


lessons learned cause reviews and changes to policies and procedures and possibly radio 
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features. Given the historical life-span of public safety networks and the expected life-span of the 


700 MHz broadband network, one can anticipate a variety of desirable changes over the lifetime 


of the network to ensure that users’ requirements continue to be met. 


Software Defined Radio/Cognitive Radio Capabilities 


In the new 700MHz system, provision must be made for performance issues that appear during 


deployment, upgrades, changes in requirements, new operations policy, and introduction of new 


technology as operational experience is gained in its use. SDR supports sufficient flexibility in 


the network to allow rapid implementation and deployment of necessary changes.  


With SDR in the infrastructure, it becomes practical to validate new behaviors on a small scale to 


validate their performance in actual operation. A new radio device with a waveform modification 


can be deployed to a single agency (or even a single fire engine). The software necessary to 


support that waveform can be remotely loaded onto all the infrastructure base stations in the 


operating area of that agency. However, no resources need be dedicated in any cell to supporting 


that waveform, except when a user with the new device is actually present in a given cell and 


using the feature. The feature can be used for a time, its correctness and interaction with other 


aspects of the system checked, and the operational concepts (CONOPS) to employ it 


developed—all without visiting a single infrastructure site or taking significant resources away 


from the primary operational system. Once the new feature or waveform has been approved for 


wider use, it can be rapidly and cost effectively deployed, especially if SDR is used in the mobile 


devices in addition to the infrastructure. 


The ability to “improve as you go,” enabled by the flexibility of SDR, will be highly valuable 


given the complexity of the new network and the many challenges facing its designers. Initially 


the network can be built out with a highly conservative design, for example allocating significant 


processing and radio resources to public safety users. As operational experience is gained, the 


network can be gradually evolved through software downloads towards an operating mode that 


frees more resources for commercial operation, while still meeting all public safety requirements. 


New changes in this direction can be evaluated in small-scale use, than deployed more widely 


once all stakeholders have developed trust that the changes are safe. The flexibility of SDR to 


evolve over time enables the network operator to achieve much higher efficiencies and 


commercial returns over time than would be possible if all design decisions had to be made 


before the network is built or deployed. 


Operating multiple waveforms could also provide the flexibility necessary to meet the evolving 


requirements of the system. For example, commercial users could adopt a new or modified 


protocol first, without requiring public safety users to do likewise. This approach ensures that 


commercial users are not restrained from adopting new technology, and public safety users are 


not pressured to adopt new technology that could put them at risk. SDR directly solves this 


problem; an infrastructure base station can host software for supporting multiple waveforms. If 


there are users with an older waveform in the local cell at the current time, resources such as 


spectrum and processing capacity can be allocated as appropriate to support them. If all users are 


on the latest waveform, the capacity of the base station can be focused on that waveform. The 


ability to support multiple waveforms enhances operability and interoperability while 


simultaneously enabling introduction of new technology, and allows network resources to be 


allocated as needed, regardless of the technology in use by the users on the system. 
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Therefore, SDR makes it feasible to evolve the network, a particularly critical capability given 


the unique and innovative nature of the public/private partnership concept. 


8.3 Supporting Unique Public Safety Requirements 


Challenge 3: Design of the network to meet unique requirements of the public safety users 


may not be optimal solutions for commercial users. 


There are several aspects of the national broadband network that are specific to meeting the 


needs of the public safety users of the system. These requirements are typical for public safety 


systems, so in one sense they do not represent any requirement beyond the state of practice for 


network implementation. However, these requirements are not typical for commercial systems, 


and must be met in the context of a shared network rather than a dedicated public safety system. 


SDR/CR technologies can provide specific capabilities that facilitate the ability of the national 


broadband network to meet these requirements. In the sections below, we address the following 


public safety requirements: 


 The network must maintain communications capabilities in the event of disastrous 


and emergency conditions, including loss of power. 


 The network must effectively and dynamically manage resources to ensure the most 


effective use of communications resources when demand exceeds capacity. 


 Local public safety agencies must manage incident response communications based 


on local policies and procedures while using the resources of a national network. 


 The national broadband network must interoperate with other public safety networks 


in a “system of systems.” 


8.3.1 Operation in Adverse Conditions. 


Public safety standard network configurations are required to be resilient to emergency 


conditions that threaten normal operations. Even well-designed networks can be subject to 


failure, especially in unanticipated events (natural or man-made).  Economically viable 


approaches are needed to supplement the traditional approaches for providing redundancy and 


reliability to achieve and surpass public safety requirements. 


There are three primary areas of vulnerability that can disrupt communications under emergency 


conditions. One is a dramatic increase of voice and data traffic, overloading some components of 


the system. The second is loss of power or damage to system components such as antennas and 


cables. The third is catastrophic failure, such as a tidal surge that immerses a base station under 


salt water. 


Software Defined Radio/Cognitive Radio Capabilities 


SDR/CR cannot directly repair physical damage. It can, however, augment the traditional 


techniques of physical hardening, replication, and redundancy of equipment by providing new 


and innovative ways to fill gaps in capability during disasters and emergencies. 


One effect of a localized disaster or emergency in a public safety system’s service area is 


increased traffic load for the base station sites that provide coverage to that location. If the sites 


do not have sufficient bandwidth to accommodate the additional traffic load, the Quality of 
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Service could be degraded to the point of precluding rapid channel access required during life 


critical situations.   


SDR/CR can recognize when such a situation occurs (via traffic monitoring and geolocation 


capability) and perform dynamic reallocation of channel capacity throughout the network to 


support higher traffic volume in the disaster area. Such reallocation may be accomplished by a 


priori frequency coordination, with a number of preplanned resource reallocations established to 


respond to a variety of disaster scenarios. With SDR/CR the response may be extended to 


dynamic solutions, whereby the system recognizes in real-time sites with low volume or lower 


priority traffic from which to “borrow” additional resources for the duration of the disaster 


response.   


SDR/CR brings additional potential solutions to system architecture disaster profiles. One is 


shedding traffic to lower power consumption and extend fuel operating time. The system can 


also perform an area-wide optimization of fuel reserves to direct higher traffic volumes to radio 


sites with the most kilowatt-hours of power availability. 


Even with physical hardening of sites and equipment, a severe disaster (e.g., a category 5 


hurricane disabling a site designed for category 3 hardening) can cause gaps in radio coverage if 


sites or equipment are submerged, severely damaged, or lose power backup. For these instances, 


SDR/CR capabilities are applicable for coverage re-optimization and extension into the coverage 


gap from nearby sites, so that users in their coverage areas are provided connectivity (as 


described in Section 3.1 under Coverage Extension). Air interfaces from the nearby sites’ base 


stations and the subscribers within the disaster area could be changed to ones that provide 


enhanced coverage to improve the coverage overlap in the affected area. 


Another potential benefit of CR used in conjunction with SDR radios that have multi-service 


capabilities (e.g., radios that have both public safety LMR for their primary service and a cellular 


commercial service) is to effect a combined network and radio change to the alternate service in 


the area where the primary service is down. This has the same effect as the requirement in the 


Report and Order for portables to have satellite capability, but may be more cost effective. 


Careful site selection and emergency power resources are the foundation of disaster 


preparedness. Careful development of disaster scenarios and detailed response plans to deal with 


each of them are also essential.  A whole new level of resiliency and responsiveness can be 


derived with the dynamic reaction provided by CR coupled with the flexibility of SDR and the 


extended operational flexibility they provide. 


8.3.2 Dynamic Resource Management 


The mission critical nature of public safety communications requires more complex bandwidth 


management than required for non-critical communications, particularly to meet competing 


public safety requirements when capacity limits are approached. Public safety networks are 


designed with the ability to manage network resources on a per-user priority basis.  Network 


resources are assigned based upon the priority level that each user or talkgroup has been assigned 


in the network. Commercial networks, while providing users with different pricing schemes, 


generally do not implement the real-time per-user prioritization that is required by public safety.  


Software Defined Radio/Cognitive Radio Capabilities 


Capacity/Bandwidth Management 
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For a communications channel i with bandwidth Bi and signal to noise ratio (S/N)i 


Shannon’s Theorem
34


 states that the minimum bandwidth Bi for achieving capacity (in bits per 


second)  Ci is as follows 


 


Bi = Ci/ log2[1+(S/N)i]         (4) 


 


The actual Bi (bandwidth) required to achieve a given throughput rate is modulation dependent 


and, in practice, larger than the value given by Equation 4.  Since the modulation to be used for 


any 700 MHz public safety data system is unknown at this time, for purposes of this discussion 


(without loss of generality), the actual bandwidth Bi required will be assumed to be equal to the 


lower bound given by Equation 4.   Defining Btot as the total bandwidth of all licensed 


frequencies available to the communications system bandwidth for the system that is available 


for data communications, and M as the number of data transfers that will be allowed to occur 


simultaneously in the system, we have  
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Equations 4 and 5 provide the following insights as to how cognitive radio might be used to 


maximize capacity within the fixed total system bandwidth Btot. 


Adaptive Assignment of “Just Enough” Bandwidth per Data Transfer Path.  Equation 4, a 


system with adaptive modulation and/or error rate control can achieve a given capacity Ci by 


allocating less bandwidth Bi to, communications paths with high (S/N)i  can be allocated less 


bandwidth Bi to meet a capacity requirement Ci  than paths with low (S/N)i.  This makes more 


bandwidth available for other communications paths thus enabling a greater number of paths M 


and/or higher path capacities Ci compared to blindly using the same bandwidth for all paths 


based on worst case (S/N)i. (S/N)i can be estimated by an intelligent system based on knowing the 


positions of the data subscribers by GPS (or other means) or by the subscribers measuring 


received signal levels and assuming reciprocity of the communications paths. 


While current communications systems provide some mechanisms to perform this adaptive 


assignment, CR capabilities provide much greater capabilities for bandwidth management, by 


incorporating application-level information (e.g., user’s role in emergency response, location, 


data transmission type) into the control of lower level capacity/bandwidth management features.  


Per User Capacity Adjustments.  From Equation 5, as the number of simultaneous transfers M 


increases (corresponding to more users trying to transfer data), a point is reached where the 


summation in Equation 5 does not meet the requirement of being less than or equal to the total 


system bandwidth available Btot.  At that point, an intelligent system can respond in one or more 


of the following ways, based on monitoring system traffic or other means: 
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Start limiting users (M).   An intelligent system can start shedding users, perhaps those with 


lowest priority, so that M is decreased and the summation of Equation 5 correspondingly 


decreased to the point of satisfying the equation. In practice this can be accomplished by 


dropping calls or blocking calls. 


Adjust Per User Capacity.  Based on information about how this will impact perceived user 


QoS, an intelligent system can reduce the data rate Ci  for some of the transmissions to reduce the 


summation of Equation 5. 


Dynamic Bandwidth Allocation.  In cases where the bandwidth occupancy of the system 


approaches Btot, an intelligent system can “borrow” bandwidth from another less loaded or lower 


priority system (at the expense of decreased capacity of that system) to increase Btot and enable 


more users and/or higher capacity Ci per user.  One way of accomplishing this is to have a shared 


pool of frequency channels that are available for use in more than one system, but only used in 


one system at a time. 


For example, if several video streams were pushing bandwidth requirements to capacity limits, 


one approach is reduce the frame rate or increase the compression of some (or all) of the video 


streams. Selection of method and specific transmissions could be accomplished by user direction 


or automatically (or semi-automatically) based on policy definitions, information content, or 


other criteria. A policy could be defined to limit the degradation of video being used for 


emergency medical reasons, or to prioritize the video from a bomb disposal robot over other 


video applications. Other approaches based on the frequency of movement or image changes 


could also be applied to temporarily reduce video quality to reduce bandwidth demands. Some of 


the management of bandwidth requirements could be incorporated into applications; for 


example, biometric information communicated from first responders could be reduced to only be 


communicated when outside of a pre-defined (normal) range. 


Intelligent Routing: One approach to managing network resources is to align communications 


resources based on the content of the message. For example, a man-down alarm signal is the 


highest priority signal and is transmitted across the most robust communication link. Information 


which is not real-time critical can be sent via communications links that are less robust. 


Dynamic Prioritization: To the extent that public safety networks today incorporate priority 


access, the priorities are statically defined based on how the radios are programmed. For 


example, in a voice network, a supervisor may have access to an incident command talk group 


which has priority over administrative talk groups. The PSST highlights the need for priority 


access to the national broadband network, including the concept of role-based priority 


assignment.
35


 This is a valuable capability to allow network resources to be allocated to the most 


important communications needs. Note that this prioritization is not simply prioritization of 


public safety traffic over commercial traffic, but can allow for distinctions between the priorities 


of life-critical medical telemetry data and routine communications associated with incident 


logistics management. 
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Current capabilities generally associate priorities with individuals or devices, and remain static. 


However, in the SDR Forum’s first report on cognitive radio use cases
36


, dynamic prioritization 


was identified as a potential use case for cognitive radios.  The application of cognitive 


capabilities provides the opportunity to adjust priorities to accommodate unanticipated priorities 


or to manage priority access in real-time. First responders can be assigned a priority based on 


their role in support of the response (e.g., evacuation of critically injured could have a priority 


over traffic control at the incident perimeter). Priority modifications can be downloaded to the 


first responders’ devices as needed. In addition, cognitive capabilities in the network 


management can recognize the increasing load level and congestion levels and block or reduce 


access to lower priority calls as needed. User devices can also have a cognitive capability that 


indicates that user access has been blocked so that the system loading is not made worse by 


persistent access attempts. The SDR Forum Report
37


 provides more detail on different 


approaches that could be followed for the assignment and management of the role-based priority 


assignments. 


8.3.3 Network Control 


Local public safety radio managers often own and operate the infrastructure transport elements 


of the system. This gives them control over redundancy, maintenance, expansion, coverage, and 


other network operations and management functions.  Many public safety networks, for instance, 


do not lease commercial towers or commercial circuits to interconnect towers. Instead they build 


microwave links that they own and control.  In situations in which public safety agencies do 


lease components of the network, they are often dedicated to public safety use. Drivers for this 


organizational preference to own the infrastructure include the need to ensure build-outs in 


sparsely populated areas, and to avoid over-subscription from shared usage. 


The D-Block 700 MHz licensee's infrastructure will be, by definition, shared with non-public 


safety uses and applications. Moreover, in any given area (city, county or region) many different 


“public safety” entities will be operating on the same network, which will be the D-Block 


licensee's facility. This common use requires the development of mechanisms that can be trusted, 


at least as well as current methods and mechanisms typical in existing public safety-only 


networks, to provide the public safety broadband licensee (PSBL) and its constituent agencies 


with controls. These controls must be more robust than simply enforceable contractual 


requirements, because these users will have no option to take their broadband business 


elsewhere—all broadband public safety spectrum will be subsumed under the D-Block license 


and cannot be disaggregated. 


To adequately support the first responders, the FCC has recognized that the PSBL must be able 


to exercise operational controls in real time. This control must include built-in agility and 


network management capabilities to allow the PSBL to determine that the network is always 


configured to meet the needs of many types of first responders simultaneously responding to 


different events, of different duration, in different geographic areas, and constituting different 


levels of “emergency.” The concept of operational controls could include the ability to actually 


control certain network infrastructure behaviors and to exercising operational and network 


                                                 
36 SDR Forum, Use Cases for Cognitive Applications in Public Safety Communications Systems  Volume 1: Review of the 7 July 


Bombing of the London Underground, November 2006, available at www.sdrforum.org.  
37


 SDR Forum, Software Defined Radio Technology for Public Safety, SDR Forum Report No. SDRF-06-P-0001-


V1.0.0, available at www.sdrforum.org.  



http://www.sdrforum.org/

http://www.sdrforum.org/





  NIST RfC Ad Hoc Committee 


Response to NIST RfC 


  WINNF-11-R-0017-V1.0.0  


 


Copyright © 2011 The Software Defined Radio Forum Inc. Page 81 


All Rights Reserved 


management policy control in real time. This is consistent with the PSBL’s responsibility to 


assist the D-Block licensee to meet the standard of “ensuring public safety requirements are 


met.”   


In addition to the shared operation control issue between the lessee and the PSBL, there is also a 


control issue with respect to ensuring that communications support the National Incident 


Management System (NIMS) while allowing local variations and implementations of NIMS 


requirements. NIMS defines a framework for incident response. The communications 


capabilities deployed for incident response, including the public/private broadband network, 


must support that response. However, NIMS is intended to be flexible to accommodate local and 


regional differences in public safety agency structure and functions, and incident variations. 


Thus, while NIMS provides overall direction and commonality in incident response command 


and control, communications policies and procedures will vary. Furthermore, responders may 


desire particular features of their “home” system that can be executed in the network while 


preserving interoperability. 


Software Defined Radio/Cognitive Radio Capabilities 


The application of emerging SDR and CR technologies in the PSBL's and D-Block spectrum 


helps ensure that the national broadband network for public safety and commercial users can be 


managed efficiently, meet commercial requirements for profitability, accommodate local and 


regional variations in policies and procedures, and allow the PSST to confidently manage its 


responsibilities to ensure public safety communications requirements are met today and into the 


future. Employing a policy-based radio architecture provides operational controls to meet these 


disparate needs and requirements. Perhaps the most important contribution a policy-based 


architecture can make is its ability to dynamically adjust the use and configuration of network 


assets to ensure both spectral efficiency and network performance—especially in disaster 


management and emergency conditions. 


Policy-Based Network Infrastructure  


The concept of a policy-based network is based on real-time dissemination of policies.  Policy-


based wireless systems automatically adjust their operation based on new rules and constraints in 


terms of frequency bands, bandwidths, power levels, sensing configuration, and network 


topology. This enables a rapid automated network establishment and interoperability with other 


wireless systems without extensive planning while providing transparency to stakeholders. 


CR-based capabilities can provide operational control of discrete network assets and 


infrastructure at any time. Even where infrastructure is damaged, or hasn't been built, some 


communications capabilities can be established without reliance on communications 


infrastructure such as towers, base stations and back-haul networks. For an ad-hoc policy-based 


radio system, policies define the network architecture rather than the physical infrastructure. 


Policy infrastructure is used to create the "stack" of operational protocols that the radios follow 


in any geographic, frequency, or time dimension. A CR can reconfigure itself dynamically in 


order to optimize spectral efficiency and performance, to operate in conditions where no radio 


infrastructure exists, and to avoid harmful interference under conditions where many non-


cognitive radio signals are detected.  It has not only autonomy to create, join and maintain 


networks, but also to follow enforceable parameters that oversee the correctness of the cognitive 


network operation as well as the operation of every cognitive-networked device. 
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Enforceable parameters included in downloadable policies might include: 


1. Frequency bands, standards-based waveforms, and power output 


2. System identifier and system key for any existing first responder system in any 


geographic region. 


3. Tactical interoperability requirements. For example, elements of an Urban Area’s 


Tactical Interoperable Communications Plan could be incorporated into policy 


definitions. 


4. Mutual aid agreements. For example, the ability and authorization to use a specific 


frequency under conditions of a mutual aid agreement could be disseminated as a 


policy. 


5. Existing radio system talk groups and licensed channels. 


6. Prioritization of use. Policies could define priorities based on responder roles and 


incident command structure. 


7. Quality of service (QoS) as a function of user 


Dynamic policies: Dynamic policies can be loaded onto radios at any time, including during the 


management of an incident. These might include: 


1. Incident command structure (“virtual talk groups”) 


2. Incident awareness information  


3. Routing policies for specific types of information (e.g. data and images) 


4. Revisions to pre-determined policies (such as user prioritization) 


5. Updated talk group information 


6. Updated frequency use information 


7. Updated geographic data 


The benefits of CR technologies for operational management are: 


 Flexibility: High-level specification policies apply to multiple heterogeneous devices 


simultaneously. 


 Autonomy: Cognitive devices autonomously balance their resources and optimize 


networks as permitted by policies. Different models can be implemented to allow 


various approaches to human intervention; for example, cognitive radios could  


eventually be developed that execute general direction from the network manager or 


Communications Unit Leader based on policies and in reaction to their environment. 


 Assurance: Policies from multiple stakeholders are enforced locally on every device 


at runtime, guaranteeing proper operation without violating any requirements.   


 Transparency: High-level specifications can be verified by theorem-proving systems 


for correctness at any time. 


 Ease of policy authoring: A policy may be able to abstract low-level requirements. 
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 Secure policy management and distribution: The management framework allows 


control of the policies a device is using as well as monitoring a device.  Using a 


distribution system model, policy commands and queries can be securely transmitted.  


The framework can be further secured for limiting who can control devices. 


 Traffic management and control that can more efficiently (than non-CR systems) 


utilize network resources as needed across public safety and commercial uses. For 


example, SDR/CR technology can allow rapid reconfiguration to meet evolving 


incident response needs. CR can perform “smart” dynamic channel allocation, 


depending on user locations and the amount of traffic measured per geographic area. 


CR can perform load balancing at the network level, limiting lower-priority traffic in 


bandwidth and/or message times. 


8.3.4 Systems of Systems. 


The concept for public safety networks of the future is predicated on a system of systems 


concept. As described by the SAFECOM Program,
38


 public safety communications is a system 


of systems that includes: 


 Personal Area Network (PAN):  Communication among devices associated with an 


individual. 


 Incident Area Network (IAN): A temporary network created for communications 


required for a specific incident. 


 Jurisdiction Area Network (JAN): The primary network of first responders that carries 


voice and data traffic not carried by the Incident Area Network, and connects to the 


Extended Area Network. 


 Extended Area Network (EAN): regional, state, and national networks. 


The national broadband network fits the definition of the Extended Area Network but could also 


support the Jurisdiction Area Network functions and, depending on the nature of an incident, the 


functions of an Incident Area Network as well. 


Software Defined Radio/Cognitive Radio Capabilities 


The flexibility of SDR/CR capabilities provides advantages for incorporating the national 


broadband network into the system of systems concept. As a national broadband network it fits 


the definition of EAN.  But consistent with system of systems concept, it may also provide 


capabilities that are incorporated into, or interface into, an IAN.  IANs, by definition, are 


temporary networks established for the purpose of providing communications support to a 


specific incident. The flexibility provided by SDR technology, as noted in Section 3.1, provides 


tools for configuring the national broadband network to fulfill as needed requirements of the 


IAN. For example, as incident response communications grow, consistent with the network 


sharing agreement, a segment of the D-Block spectrum could be allocated specifically to support 


IAN requirements. The dynamic parameters of the IAN (such as channel assignments or 


priorities) could be downloaded to subscriber equipment as policies. 
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In other cases, an IAN may be established using licensed 4.9 GHz spectrum; in this case the 


national broadband network may need to establish gateways that provide an interface between 


the 4.9 GHz network and the national broadband network at 700 MHz. Rapidly reconfigurable 


gateways implemented using SDR technology can facilitate this process as well. 


The result of these capabilities is a significant new resource for Public Safety users.  Not only 


does the national network provide extended connectivity, it also serves as a pool of resources 


whereby Mobile Virtual Networks (MVN) can be quickly instantiated to meet local needs.   


Because these capabilities are supported by the public/private partnership, use of MVN 


capability is not restricted to emergency situations. 


Reconfigurability at the subscriber device level is another potential application of SDR 


technology. Ideally a responder would not require different devices to access the different 


networks that are being used; SDR and cognitive radio technology can facilitate single devices 


that operate seamlessly on multiple networks.  


8.4 Interoperability with other 700 MHz Networks 


Challenge 4:  Based on the build-out schedule, there may be other 700 MHz networks that 


will need to interoperate with the national broadband network. 


Even with the aggressive, population-based build-out schedule required for the D-Block licensee, 


many areas of the country will not be served for several years, and areas with sparse population 


are unlikely to be covered at all.  There may be vast geographic areas especially in the central 


and western states, mountainous regions and tribal lands, without national broadband services for 


either commercial or public safety use. 


Recognizing this challenge in connection with public safety use, the FCC will allow local public 


safety entities to build out and operate separate systems. These systems must be operated at their 


own expense, in the 700 MHz public safety broadband spectrum, subject to several regulatory 


conditions and restrictions.  The Public Safety Broadband Licensee must approve any such 


separate, independent network and enter into a spectrum leasing arrangement with the public 


safety entity (FCC 2nd R&O at Paragraphs 470-484; 47 C.F.R Sec. 27.1330).  The rules also 


require these independent networks to (1) provide broadband operations; (2) be fully 


interoperable with the shared national broadband network; (3) be available for use by any public 


safety agency in the area; and (4) satisfy any other terms or conditions required by the PSBL.  


The Public Safety Broadband Licensee must also retain control of the entire spectrum associated 


with such local leases and exercise actual oversight of the spectrum lessee’s activities.  In areas 


subject to a build-out commitment, the public safety entity may not commence operations on the 


network until ownership of the network has been transferred to the D-Block licensee. 


Constructing systems in remote areas with local funding (or limited federal grant money) in a 


way that meets these requirements may be difficult.  Moreover, these sparsely populated areas 


may not be attractive to the commercial D-block licensee, who is also prohibited from 


partitioning its nationwide license to other commercial or public safety entities seeking to cover 


unserved areas (47 C.F.R. Sec. 27.1333). The PSBL is similarly restricted (47 C.F.R. Sec. 


90.528(e)).  Finally, the FCC rules require that the D-Block licensee make available to public 


safety users at least one handset that includes a seamlessly integrated satellite solution, do not set 


forth a time table for the handset’s availability and do not require that the D-Block licensee 
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incorporate support for satellite communications into the infrastructure of the shared terrestrial 


network.  


Software Defined Radio/Cognitive Radio Capabilities 


For those low density communities that fear being left behind in the broadband era (as when 


railroads and highways may have bypassed them in the past), cost-effective SDR/CR 


technologies could allow the development of compatible local public safety and commercial 


broadband systems which meet the robustness and reliability requirements of the nationwide 


broadband network in the event they are eventually integrated.  While a single hybrid 


terrestrial/satellite device is required, the cost of this service is uncertain.   


SDR/CR technologies can facilitate the use of commercial off-the-shelf (COTS) end-user 


devices that work on the shared national broadband network, local independent public safety 


networks and ad-hoc “gap-filler” networks. This is accomplished with capabilities in the 


infrastructure that can use multiple waveforms to accommodate legacy equipment and can use 


CR capabilities to recognize legacy equipment. Designing the broadband network to 


accommodate other users allows seamless operability and interoperability and the rapid 


formation of terrestrial networks where a fixed network infrastructure is damaged or unavailable.  


Just as existing private computer networks interoperate seamlessly with the Internet, locally 


financed, constructed and operated public safety IP-based 700 MHz networks using SDR/CR 


technology could accelerate the provision of broadband public safety service in areas where 


coverage from the D-Block operator is not available. 


The use of SDR/CR capabilities to facilitate interoperability among a national 700 MHz network 


and other 700 MHz networks may require more dynamic agreements for spectrum use than are 


currently in place today. For example, a dynamic spectrum leasing arrangement would be 


particularly useful where spectrum access is needed only to fill coverage holes with temporary 


ad-hoc networking or where additional capacity is required for bandwidth intensive applications.  


Such leasing arrangements would accommodate the ability of funds-limited local public safety 


entities in rural communities to use CR technology to access 700 MHz broadband spectrum 


opportunistically only when needed and using deployable (e.g., a mobile repeater to link an out-


of-coverage area to a permanent network) rather than permanent infrastructure.  Alternatively, in 


order to get broadband service for both public safety users and its citizens, such communities 


may have to resort to leasing or buying spectrum from 700 MHz licensees in other blocks that 


are not subject to the restrictions imposed on the D-block and the public safety broadband 


spectrum. 


8.5 Cost and Usability 


Challenge 5:  Meeting the technical and operational challenges for building a national 


broadband network should not add significant cost or detract from the usability of the 


subscriber equipment. 


The discussion up to this point in the document suggests subscriber equipment that includes 


significantly greater complexity than current devices. However, forcing the user to be aware of 


and manage that complexity is counterproductive. For the public safety user, a simple user 


interface that allows the user to properly control the radio to perform the necessary functions is 


of overriding importance. There is no room for confusion or complication when a responder is in 


a life-threatening situation. From the commercial perspective, the motivation for usability of the 
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device is somewhat different; consumers that have choices as to networks to use may be less 


likely to choose a system that requires significant effort to learn to use. 


In addition, there are economic incentives for cost containment for both public safety users and 


commercial users. If the capabilities described in the preceding sections add significant cost to 


subscriber equipment or the cost of services, loss of customers could undermine the economic 


viability of the public/private partnership. 


Software Defined Radio/Cognitive Radio Capabilities 


With respect to the user interface issue, there are a number of capabilities of SDR/CR radios that 


could assist in ensuring an appropriate user interface for users. SDR-based reconfigurable radios 


can ensure that a first responder’s radio functions as expected. SDR/CR capabilities to provide 


an interface between a conceptually simple user interface tailored to the user needs and a 


conceptually complex distributed network and spectrum resource management capability. For 


example, a first responder only knows that they must communicate with the dispatch center of 


another agency, or that they need to be on the channel designated for perimeter traffic control. 


The user interface should allow that information and choice to be made to the user—details as to 


the frequency band, specific channel assignment, priority, interference mitigation approach, and 


so on, are determined by the radio. CR capabilities determine the above information based on the 


dynamic communication and response environment, and SDR capabilities allow the radio to 


reconfigure as needed to execute as needed. 


CR capabilities can also be implemented to “learn” user preferences, patterns, and needs. This 


capability has the potential for simplifying the burden on the user (while ensuring the reliability 


of the equipment, the ability to override the system to support emergency communications, and 


so on). In general, the objective of this technology is to use the SDR/CR capabilities to provide 


an interface between a conceptually simple user interface tailored to the user needs and a 


conceptually complex distributed network and spectrum resource management capability. 


One of the concerns often expressed within the public safety community regarding SDR/CR is 


that as radios can be reconfigured to allow interoperability with more entities and with much 


greater flexibility, the ability to control communications paths becomes more difficult. Allowing 


everyone to communicate with everyone turns interoperability into chaos. In addition, as more 


data can be made available to responders in the field during incident response, the prospects for 


information overload also increase. SDR/CR technology can help manage that process. SDR 


reconfigurable radios can be configured so the responder has access to the communications 


capabilities, and only those capabilities, that are needed. Reconfigurability and over-the-air 


programming can ensure that the definitions of “what capabilities are needed” can evolve as an 


incident evolves, as responders assume new assignments, as the incident response organization 


evolves, and so on. CR capabilities allow the definition of “what is needed” to evolve as a 


function of factors that can be sensed by the radios, including the responder’s role, the type of 


communications, location, RF environment, and so on. 


SDR/CR can also provide some cost savings, particularly in terms of life cycle cost. For 


example, there is a significant potential for cost savings for over the air reprogramming. 


Excluding the time required to determine and validate new versions of software, there are costs 


associated with the technician time required to perform the installation, and the officer / 


customer time necessary to bring each radio or device into a radio shop for the reprogramming. 
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Cost estimates for those activities can range from $120-$150 per radio, so the execution of a 


reprogramming exercise for a large sized department maintaining several thousand radios 


(including both mobile and portable devices) or a network with millions of subscribers can 


become a significant budgetary item. Thus there are economic benefits as well as timeliness 


benefits to incorporating the flexibility of SDR technology to allow over the air upgrading, 


reprogramming, and reconfiguration capabilities in the network. 
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Introduction 
 
This document is in response to the NIST document “RFC Nationwide Public Safety 
Broadband Network” Docket No.: 110727437-1433-01. Following are responses from xG 
Technology, Inc. concerning the requested comments in the noted RFC. Some responses are left 
blank as a specific best practice or industry gap was not cited for this parameter.  
 
We begin below with an introduction to xG’s, xMax product.  Following that, you will find our 
responses to the Feature List questions, then Table 1 and our responses to the network questions. 
Finally, Table 2 and our responses to the more general questions posed in the RFC.  


Contacts 


Please forward any questions or return comments to Michael Johnson 
(Michael.Johnson@xgtechnology.com) or Kevin Zern (kevinz@xgtechnology.com)  
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xMax  
 
xG Technology has been developing xMax, an end-to-end all-IP cognitive radio access network 
(C-RAN) to support low-cost, carrier-grade mobile voice and data services on licensed and 
unlicensed spectrum.  Currently, xMax offers mobile communications on a software-defined 
radio (SDR) technology framework that includes frequency agility, interference-mitigation and 
avoidance algorithms, and mature commercial off the shelf (COTS)/Internet Protocol(IP) 
building blocks (such as session initiation protocol (SIP) and real-time transport protocol 
(RTP)).  xG’s original intention for xMax development was entirely focused on commercial 
markets.  That being said, the cognitive properties and the capacity of xMax to deliver dynamic 
spectrum access (DSA) make it an attractive, scalable cellular platform worthy of consideration 
for employment by the Public Safety community. 
 
It offers the following key benefits: 


• Self-Frequency Planning - the system comes up automatically and finds available 
frequencies, no manual frequency co-ordination required 


• Self-Optimizing- the system uses Dynamic Spectrum Access technology to maximize 
throughput and reliability, delivering a licensed spectrum experience in unlicensed 
spectrum 


• Leverages existing smartphones, laptops, tables, etc. directly into the xMax mobile 
radio network to save costs and offer unmatched applications and functionality 


• End-To-End IP Architecture - .simplifies integration with LTE, P25 and other 
networks via industry standard interfaces and protocols 


• Tactical and Scalable Deployments – rapidly deployable size and weight, proven 
integration with satellite and point to point backhaul radios 


• Difficult to Jam or Hack – Dynamic channel/band hoping makes attacks and 
penetrations far more difficult than traditional radio systems 


 
In particular, the spectrum agnostic and interference mitigation operating parameters of xMax 
support a level of radio interference tolerance previously not seen.  The implications of these 
operating parameters are significant and provide for the enhancement of communications and 
successful First Responder and Public Safety missions, while not creating additional spectrum 
management challenges or risk running afoul of other commercial wireless systems.  Further, the 
DSA capability and concomitant ability to employ unlicensed spectrum offers potential to 
dramatically reduce system operating cost when compared with commercially available cellular 
alternatives.  Finally, xMax is capable of providing a cognitive cellular capability that could 
opportunistically ‘roam’ on other commercial cellular network infrastructure if needed.   
 
In short, xMax has the potential to close a critical communications capability gap and provide 
Public Safety with an affordable, independent, enterprise handheld wireless service.  xMax is 
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fully expeditionary and provides a level of resilience and continuity of operations that safeguards 
mission-assured communications, regardless of circumstance. 
 
The xMax network is designed to utilize unlicensed spectrum in a cognitive manner.  The goal of 
the network is to make unlicensed spectrum perform as well as licensed spectrum.  The network 
system accomplishes this using cognitive technology.  All devices are frequency agile and use 
“edge” driven decisions to find available spectrum and avoid interference. Because of its 
spectrum agnostic attribute, xMax can be deployed to embrace and employ the 10MHz of 
spectrum (770-775, 800-805 MHz) that the FCC has already established for public safety in 
addition to the 126MHz of unlicensed spectrum it is currently being developed for (902-928 
AND 5.8X-5.9X). 
 
Adaptive modulation and robust multiple input multiple output (MIMO) physical layer (Radio 
PHY) allow the network to operate in the presence of interference. A very capable signal 
processing system allows the network to perform passive beam forming and intelligent error 
correction to mitigate persistent interferers.  Three devices compose the network.  
 
The xMax modem (xMod) is a mobile personal “hotspot” device that bridges 802.11 devices to 
the xMax network. It is portable and battery powered. It looks like an 802.11Access Point (AP) 
to devices like smartphones and laptops. It looks like a subscriber device to the xMax network.  
The xMod is a very capable receiving device that supports 2x4 MIMO and OFDM PHY.  
 
The second device is the xMax Access Point (xAP). This device has multiple channel units, is 
approximately 16”x10”x6”, and light enough to be pole or vehicle mounted. This device 
provides the xMax PHY to standard IP protocol conversion. It manages xMods and channels.  
 
A third logical device is the xMax Mobile Switching Center (xMSC). This is a set of COTS 
servers and firewalls with xG developed configuration. This configuration uses xG patented 
compression algorithms to improve SIP signaling and over the air RTP for VOIP and video.   
 
The network is IP from end to end and supports any application developed for laptops or 
smartphones that have a WiFi interface. 
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FEATURE LIST  
Resiliency: The ability of operable systems to recover from mishap, change, misfortune, or 
variation in mission or operating requirements. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network--- Very Important 
 How our team’s offering currently meets this feature: 


 
xMax system is designed to be transportable, initialize quickly and adapt to the local 
environment. It employs Dynamic Spectrum Access (DSA) to find and automatically 
employ spectrum. DSA also allows the network to avoid interference. Beyond DSA, 
xMax applies interference processing to mitigate interference to provide broadband 
service in crowded (dirty) spectrum. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 


Most networks use a fixed frequency allocation with static channel assignment. 
Restoration of services under these constraints conveys significant delays due to the 
imperative to remap the established frequency plan onto the contingency response 
network.  Frequency agnostic networks employing cognitive technology and DSA avoid 
this conflict.  The xMax system combines environmental sensing algorithms fed by 
advanced Orthogonal Frequency Division Multiplexing (OFDM) and Multiple Input 
Multiple Output (MIMO) processing to deliver services in heavily challenged 
environments too difficult for 3G and 4G LTE systems. 


 Possible research and development that could take place to close any technical gaps: 
 
The most resilient networks will feature secure, interference-resistant, self-forming, 
self-healing nodal and peer-to-peer exchanges, combined with enhanced capabilities to 
close link margins in heavily stressed environments.  xMax 4.0 intends to incorporate 
these MANET and security properties given the necessary research and support. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 
 
The most immediate challenge will be the commitment to sustain the existing 
infrastructure and a contingency cognitive/DSA capability simultaneously.  Over time, 
the antiquated infrastructure could be replaced with the advanced operating properties 
and parameters to ensure both resiliency and accelerated restoration properties.  
Public safety network equipment requires frequency coordination, deployment 
planning, and conditioned shelters.  


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features.  
 
Build underlying networks that support newer interoperable protocols in critical areas. 
Use unlicensed spectrum + licensed spectrum to meet network goals. 


Self-Organizing: Self-organizing networks dynamically manage their own configuration by 
automatically making changes to ensure messages reach their destinations. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
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 How our team’s offering currently meets this feature: 
 
The xMax network is self organizing, employs DSA and requires no channel planning. 
The AP devices initialize and scan to assess the environment, then select channels for 
operations and signaling.  The subscriber devices listen to this signaling and determine 
the “best” channel for operation.  They associate with an AP type device, but keep 
background scanning to determine a better channel. The xMax network also manages 
data rates, antenna beam forming, and transmit power levels, all in response to 
dynamically changing network conditions. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 


Existing and identified growth systems such as 4G LTE rely upon clean, reserved 
spectrum for operation.  Establishment of MANET capability within this framework 
and deployed protocols will require significant alteration of the existing and planned 
software models.  The xMax system is designed to incorporate MANET within its 
technology development roadmap. 


 Possible research and development that could take place to close any technical gaps: 
 


Given the resources and sponsorship, xG Technology, Inc., is prepared to develop and 
deliver a defined area MANET network within 15 months of commencement. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 


 
Delivering a MANET network is a holistic process.  The strength and resiliency of the 
network rides on the diversity and redundancy of the interconnected nodes.  At least 
one node must be connected line-of-site (LOS) to the Access Point, and the most 
isolated operator must have at least one other unit within LOS.  The challenge is to 
embrace the network as a system and provide the resources to field a full-scale pilot 
program to validate the efficacy of moving forward from traditional hub and spoke 
architecture. 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features:  


Meshing (ad-hoc device-to-device communication): A type of networking where each node 
must not only capture and disseminate its own data, but also serve as a relay for other sensor 
nodes, that is, it must collaborate to propagate the data in the network. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature: 


 
The xMax system uses a TDMA Media Access Control protocol. This TDMA frame is 
designed to support Meshing. Each node can become a relay node. This will allow each 
unit to hop through other units to find a destination or access a connection to another 
network. The units will utilize an on demand routing protocol that will allow discovery 
of other nodes with low overhead. Development of this mobile ad hoc networking 
(MANET) schemata will deliver full network services to the most isolated operator.  
Snipers and overwatch personnel will share the situational awareness (SA) of the 
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assault team.  Negotiators will have cognizance over the real-time operational 
deployment.  The Special Forces community has mastered the shared SA operational 
tactic.  xG brings in the expert team to implement the full mesh network to its ultimate 
advantage. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 


Ad hoc mesh networking architecture requires an investment in an end-to-end system.  
xG Technology is well advanced in formulating the algorithms and physical footprint to 
deliver full MANET capability to the First Responder Community.  NO PHYSICAL 
IMPAIRMENT PRECLUDES DEVELOPMENT; full system delivery will be paced by 
commitment of resources, and commitment to deliver.  xG is committed to delivering 
full system capability at an affordable and sustainable rate. 


 
Equipment designs that support the functionality needed for a Mesh system. Handheld 
devices capable of Mesh operation. Adoption of ad hoc routing protocols. 


 Possible research and development that could take place to close any technical gaps: 
 


xG is pursuing the building blocks for MANET networks in its initial commercial 
offering.  Advancement to a full mesh network is a straight forward path, and one that 
can be built in increments to ensure value and ROI at every step along the way. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 


 
The pacing item for full capability will be the commitment to an enterprise architecture 
and infrastructure.  The voice-centric hub-and-spoke structure of the legacy systems, 
and the 3G/4G LTE horizon proposals lack the capacity to self-form and self-heal.  The 
first and greatest hurdle will be implementation of a robust pilot program to validate 
the advantages and affordability of mesh networking.  xG’s partnership approach 
greatly lessens the investment and risk over traditional service providers. 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features:  


 
Employ the Southwest Airlines model of equipment commonality to minimize total 
ownership costs.  SWA has the highest cockpit cost and the lowest total flight hour cost 
of all the major carriers.  The SWA model demonstrates the power of minimizing 
logistics expenses.  The First Provider edge services arena, the imperative is to move 
away from single-vendor, limited utility end items, to ubiquitous smart devices which 
can be replaced for nominal cost to keep pace with technology and services advances. 


 
Buy or lease equipment that is software upgradeable so its functionality can be 
upgraded without replacing hardware. 


Adaptability: The ability of the network and/or device to modify/change behavior based upon 
external conditions. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network-Very Important 
 How our team’s offering currently meets this feature: 
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xMax utilizes a web configurable rules table.  This allows the system to use or dis-
allow any spectrum block or slice.  The rules allow the system to dynamically size or 
release spectrum for instant backup of legacy systems should those legacy systems fail 
or go dark.  This is similar to the way UPS systems provide backup power when power 
mains fail.  xMax could be utilized in much the same way to automatically provide 
backup communications when the main systems fail.  Simple operational rules make the 
system extremely flexible. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 
Software defined radios (SDR) have not been utilized in public safety applications. 


 Possible research and development that could take place to close any technical gaps: 
 


SDR is a proven commodity widely employed around the world, including the combat 
zones in Iraq and Afghanistan.  Yet to be developed is a more robust security system for 
the physical address layer of the nodes/operators in an SDR-enabled network.  
Accreditation and certification of the integrity of this layer should be part of overall 
system development. 
 
A study of real time utilization of public safety frequencies in support of using SDR. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions? 
 
Public safety legacy gear is based on fixed function devices that cannot take advantage 
of SDR type capability. 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features: 


To ensure reliability and availability: 
Prioritization: The ability to prioritize network traffic based on assigned priority schemes. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature. 


 
The xMax system is an all IP network. Using local DSCP settings a user or application 
data can be prioritized for transmission. The ability to prioritize single users (i.e. the 
Fire Chiefs unit) can be accomplished using local priority settings.  Multiple levels of 
priority are assignable to end user devices. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 
The ability to automatically recognize prioritized data from node to node is not well 
developed. This would be like deep packet inspection at every node, but the inspection 
would be to who or what group the data was going to as well as what data type it was. 


 Possible research and development that could take place to close any technical gaps: 
 
Research could be done on selectively prioritizing individual groups or users for voice 
and data. 
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 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 
 
Public safety networks have the concept of individual priority (like when a Police Chief 
gets priority). They don’t have the concept of classifying users/data to finer degrees. 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features: 


Quality of Service (QoS): The set of standards and mechanisms for ensuring high-quality 
performance for critical applications. By using QoS mechanisms, network administrators can 
use existing resources efficiently and ensure the required level of service without reactively 
expanding or over provisioning their networks. The goal of QoS is to provide preferential 
delivery service for the applications that need it by ensuring sufficient bandwidth, controlling 
latency and jitter, and reducing data loss. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature: 


 
The xMax system supports current QoS protocols like 802.1p. A TDMA MAC is 
employed to give very deterministic packet transmission times. Packets like voice and 
video that are time sensitive are prioritized over less time sensitive data at every level 
of the xMax system. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 
Data services that support system wide recognition and processing of QoS for packet 
types and individuals are not widely deployed in Public Safety systems. 


 Possible research and development that could take place to close any technical gap: 
 
The feasibility for deep packet inspection for data type and user priority at all nodes in 
a public safety network. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features: 


To enable security: 
Strong, Dynamic Access Control:  Access control lists can be configured to control both 
inbound and outbound traffic on networks and authentication/verification of users/devices on 
the network.7 The level of access control should be sufficient to allow for entrée into a broad 
set of systems and databases needed by public safety (e.g., criminal history databases, medical 
records, public work records, etc.). 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature: 


 
The xMax network employs AAA functionality to authorize and authenticate network 
users and infrastructure.  
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 Current gaps that exist preventing the realization of the full potential of the feature: 
 
Current public safety systems use different authentication schemes. Bringing together 
disparate groups and dynamically adjusting the authentication process is not well 
developed at this time. 


 Possible research and development that could take place to close any technical gaps: 
 
Many research papers have been written on the subject. Practical procedures for 
deploying a mixed organization authentication system would be a good topic for 
discussion. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 
 
Public safety has a vendor centric view of security. The networks don't interoperate 
well. 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features: 


To ensure affordability/commercial alignment: 
Compatibility with Commercial Infrastructure: The utilization of a variety of commercial 
services when public safety is in areas not covered by the public safety broadband network.  
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature: 


 
One of the components of the xMax system is the xMod. The xMod connects WiFi 
devices to the xMax network. All of the laptops and smart phones currently in use by 
the public safety agencies that are equipped with WiFi will be able to work with the 
xMax network unmodified. Different agencies can use the xMax network as long as the 
devices support WiFi. Since the system is all IP and uses existing smartphones and 
laptops as subscriber devices, many off the shelf applications like push to talk and 
position location are already available. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 
The creation and adoption of devices that support P25, military and Cellular protocols 
are nonexistent. 


 Possible research and development that could take place to close any technical gaps: 
 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions: 
 Best practices from other industries that could be leveraged to expedite public safety’s 


realization of these key features: 
 
Drive the public safety and cellular industry to provide what is needed for high 
function mission critical networks. 


Network sharing: The shared use of infrastructure between commercial and public safety 
users. 
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 Our team’s assessment of the importance of the feature in relation to a Nationwide 
Public Safety Broadband Network- Very Important 


 How our team’s offering currently meets this feature: 
 
One of the components of the xMax system is the xMod. The xMod is a portable or 
mobile installed device that connects to the xMax wireless network, and then forms a 
WiFi hotspot in and around the mobile or remote location for access by any and all 
COTS WiFi enabled devices. All of the laptops and smart phones currently in use by 
the public safety agencies that are equipped with WiFi will be able to work with the 
xMax network unmodified. Different agencies can use the xMax network as long as the 
devices support WiFi. Since the system is all IP and uses existing smartphones and 
laptops as subscriber devices, many off the shelf applications like push to talk and 
position location are already available. One set of xMax infrastructure could be 
installed and smart devices from many agencies could use this network as a shared 
resource. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 
Bridges are not readily available that allow cellular and public safety devices to share 
the same network. 


 Possible research and development that could take place to close any technical gaps: 
 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions: 
 Best practices from other industries that could be leveraged to expedite public safety’s 


realization of these key features: 
Multi-Modal: The ability of the network to support voice, video, data, and multimedia 
simultaneously. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature- 


 
The xMax system is designed to support voice, video and data simultaneously on the 
same network. The network is an all IP design. Priority for latency sensitive data is 
built into the system. All payloads are data in the xMax system. 
 


 Current gaps that exist preventing the realization of the full potential of the feature? 
 
Most public safety handheld units are not designed for Multi-Modal payloads. Also 
spectrum available is limited, so only low bandwidth applications are employed. 


 Possible research and development that could take place to close any technical gaps: 
 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions: 
 Best practices from other industries that could be leveraged to expedite public safety’s 


realization of these key features: 
Scalability: The ability of a system, network, or process to handle growing amounts of work in 
a graceful manner or its ability to be enlarged to accommodate that growth.8 At the design 
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phase, this could include requirements to ensure that scalability can be achieved, to the extent 
possible, by software enhancements and upgrades as opposed to by hardware replacements. 
Scalability also includes the need, in the case of a large scale event, to accommodate a rapid 
increase in the number of users in a limited geographic area. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature- 


 
The xMax system has no system limitations on the numbers of users or addresses that 
can be allocated.  The system is self organizing and self healing.  With over 135 MHz 
of spectrum available to xMax, few limitations inhibit growth of the network to meet 
traffic needs. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 
Current systems use fixed amounts of spectrum and rigid function devices. This limits 
the capability to dynamically scale.  


 Possible research and development that could take place to close any technical gaps: 
 
The usage of cognitive network equipment to increase scalability. 


 Any challenges that public safety could face in realizing the full potential of these 
features given currently implemented solutions: 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features: 


Power Awareness: The ability of network/devices to control power functions. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Important 
 How our team’s offering currently meets this feature: 


 
The xMax network components can change output power based on network situational 
awareness. Power is reduced and increased for optimum transmission of data, minimal 
self interference in changing network conditions and increased battery life. 


 Current gaps that exist preventing the realization of the full potential of the feature: 
 Possible research and development that could take place to close any technical gaps: 
 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions: 
 Best practices from other industries that could be leveraged to expedite public safety’s 


realization of these key features: 
Standardized Common Interfaces: Protocols, Application Program Interfaces, application 
platforms, radio capabilities, etc. that allow for competitive provisioning. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network- Very Important 
 How our team’s offering currently meets this feature: 


 
The xMax system is based on many standard interfaces and protocols. The network 
supports IP communications. WiFi is a supported access protocol. Ethernet and Fiber 
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are defined network interfaces. SIP signaling is employed. The network is all IP. 
 Current gaps that exist preventing the realization of the full potential of the feature: 


 
Many public safety networks today use proprietary vendor protocols between 
components. 


 Possible research and development that could take place to close any technical gaps: 
 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions: 
 
Most public safety equipment does not support open protocols at air link and 
infrastructure levels today. 


 Best practices from other industries that could be leveraged to expedite public safety’s 
realization of these key features: 
 
Pick a set of standards and leverage them across public safety agencies. Enforce 
buying based on standards support.  


Uniform, Universal Access: The ability to access the network and data anywhere at any time 
through any device. 
 Our team’s assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network -Very Important 
 How our team’s offering currently meets this feature: 


 
The xMax network was designed to allow off the shelf smartphones, tablets and laptops 
to be used without modification. This is based on a common WiFi interface. All of these 
devices can access the network anytime. The xMax network operates in unlicensed 
bands so can be set up anywhere in North America. What does not exist today is a 
gateway from legacy P.25 or analog narrowband devices to gate them to an IP 
network. 


 Current gaps that exist preventing the realization of the full potential of the feature 
Public safety, military and cellular systems don’t gateway or interact today: 


 Possible research and development that could take place to close any technical gaps: 
 Any challenges that public safety could face in realizing the full potential of these 


features given currently implemented solutions: 
 Best practices from other industries that could be leveraged to expedite public safety’s 


realization of these key features: 


 


Table 1 Network Questions 
What is the importance of employing open 
standards for the nationwide public safety 
network? 


Open standards allow for networks to more 
easily interoperate. Devices and infrastructure 
can take advantage of economy of scale and 
reduce costs. More integration of standard 
components will likely increase battery life. 
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What is the need, if any, for commonality of 
functions across the system? 


Common functions reduce user training and 
allow the vendors to build a common device 
that supports this set of functionality. During 
disasters new or shared equipment can be more 
easily used by disparate groups because it 
functions the same. 


What is the importance of a multivendor 
environment for the network and what are 
the lessons learned in deploying a multi-
vendor environment from the cellular and 
other industries? 


Multivendor environments can lower cost and 
increase supply of equipment. Lessons learned 
from cellular are that a consistent set of 
standards must be used to enable a multivendor 
system to operate. 


What can be done to ensure both short- and 
long-term affordability of the network for 
all types of public safety agencies? 


Create public safety networks that can use mass 
produced devices. Develop protocol converters 
that allow legacy systems to communicate with 
new networks.  


In a recent report, the President’s Council of 
Advisors on Science and  Technology 
suggested the need to develop methods for 
implementing a ‘‘survivable core’’ of 
cyber-infrastructure that would be relied 
upon to provide truly essential services in 
the event of a catastrophic cyber-attack.9 
Please comment on how NIST should 
pursue this recommendation. Among other 
things, commenters should address whether 
the goal should be to design a separate 
survivable core that is integrated and 
interoperable with the primary public safety 
network, or instead to design the primary 
network such that it can reconstitute 
rapidly— following a catastrophic event—
to achieve some ‘‘core’’ level of service. 


A technology core that is isolated and can be 
quickly reloaded would seem to be the best 
solution.  Have duplicate offline equipment that 
is sufficient for a core set of functionality. Have 
it also loaded with validated software versions. 
 
In the event of cyber-attack, isolate network 
connections, and bring up the core set of 
equipment. Use tools on the core set to salvage 
situational data bases or other information.  


What is the marginal cost of the 
feature/functionality versus equipment 
available today? 


This question was unclear to us. The cost of 
what vs. what? 


What network features or 
requirements have not been identified 
above, the lack of which may impair the 
network’s ability to adequately serve the 
needs of public safety? 


Using cognitive capabilities to employ multiple 
bands of licensed and unlicensed frequencies 
that can be put into service during a disaster or 
overloading of the normal network. 


How should NIST engage public 
safety practitioners and technologists as 
part of the planned R&D projects to 
ensure proper prioritization of efforts 
and effectiveness of developed 
solutions? 


NIST should work with vendors and institutions 
to fund research and development needed to 
advance the issues listed in the previous 
sections.  
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Table 2 General Questions 
 
 
 
 
(1) A dedicated high-quality network 
connection always available for sending and 
receiving continual data streams to support 
monitoring and resource tracking; 


xMax is a dedicated mobile network designed 
to support voice, video and data streams from 
laptops or smart phones. 


(2) At a minimum, access to initial and 
updated basic incident information (voice- 
and text-based incident data); 


xMax supports mobile access to IP networks 
from laptops or smartphones. 


(3) An infrastructure that is hardened and 
secure, providing a high level of system 
availability; 


The network is highly available. Hardening and 
FIPs type certification need to be developed. 
Network elements are frequency agile and work 
together to overcome loss of infrastructure or 
local interference 


(4) When voice is converged for normal 
operations and in the event the 
infrastructure is compromised, public safety 
communications must remain stable and 
with clear voice communications; 


Voice is another data application for xMax. 
VOIP packets are given highest priority in the 
network.  


• Infrastructure-less communications, 
with talk-around for the ability to talk 
one-to-one and one-to-many 


PTT applications exist for IP networks like 
LifeRing or Teamspeak. These applications 
provide 1 to 1 or 1 to many. 


• Optimal audio quality during adverse 
field conditions  


Voice is given highest priority.  


• No latency on mission critical voice 
applications 


 


(5) Geographic coverage that has no 
limitations within the footprint of the 
National Public Safety Broadband Network; 


The network can be constructed anywhere that 
allows unlicensed band operation.  


(6) Dynamic management and control of the 
network; 


Network supplies xMonitor software package to 
gather statistics and monitor network elements. 
Elements are dynamic and act on their own to 
find and use the best spectrum. 


(7) Interoperability, including with existing 
public safety-based systems; 


xMax interoperates with devices like laptops 
and smartphones. No specific P25 or 
narrowband analog gateway has been 
developed. 


(8) Ability to send and receive large 
amounts of information; 


Network is all IP and able send and receive 
large amounts of information 


(9) A non-proprietary network based on 
industry standards; 


xMax network is built using all IP network. 
WiFi is an interface standard. Ethernet is an 
interface. The network supports VoIP, video, 
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web browsing, data base access, YouTube, 
Facebook...etc. 


(10) Single devices that support voice, 
video, and data; 


Network uses devices that exist already. 
Smartphones and laptops.  


(11) Access to and from external 
information sources; 


Yes—IP connection to the Internet. 


(12) Easy integration with other 
technologies; 


Yes—load applications on smartphones or 
laptops and use the xMax network to access 
open or closed IP network services. 


(13) Automatic management and control of 
the network; 


xMax provides xMonitor software to manage 
and monitor devices. 


(14) Current and future enhancements 
available to commercial consumers are 
provided to public safety with no 
limitations; and 


Point of this question is unclear. Network 
enhancements are available to all devices 
operating on the network.  


(15) Ability to send, receive, and process 
information from the public (citizens and 
media). 


Devices on xMax system can access external 
websites and data bases and applications as 
long as the IP network is configured for 
external access. 
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COMMENTS OF ALCATEL-LUCENT  


 
 
Alcatel-Lucent submits these comments in response to the National Institute of Standards and 
Technology’s (NIST’s) request for input on various possible features of a new nationwide 
interoperable public safety broadband network, with a focus on determining research and 
development priorities.  
 
Over the past decade, Alcatel-Lucent has been a steadfast and vocal champion of the use of 
commercial broadband wireless technologies to transform the way our Nation’s first responders 
communicate.  Our commitment to development of an interoperable, nationwide public safety 
broadband network based on open standards, supported by a broad base of manufacturers and a 
competitive marketplace remains absolute.  We are encouraged to see public safety 
communications in the U.S. beginning to move in this direction. 
 
Public safety research supported by NIST has played an essential role in the development of a 
nationwide interoperable public safety broadband network.   
 
Alcatel-Lucent is pleased to continue its on-going collaboration with NIST’s Public Safety 
Communications Research (PSCR) Laboratory Public Safety Broadband Demonstration Network 
in Boulder, Colorado.  Recognizing the potential of such a research program to help transform 
public safety communications, Alcatel-Lucent became an early and ardent supporter of this effort.  
We are proud to be the first public safety broadband vendor to install a Long Term Evolution 
(LTE) network in PSCR’s labs, to support the Lab’s first public safety 700 MHz LTE call, and to 
be the first LTE public safety solution provider to complete NIST test plans through Phase 2 Part 
1.   
 
The interactions with PSCR staff and public safety practitioners in the PSCR broadband 
demonstration network have been invaluable.  In particular, we have seen the power of the 
knowledge and experience NIST and public safety practitioners have gained through this effort.  
This experience has helped inform and sharpen the technical advocacy NIST has been pursuing 
on behalf of the Nation’s public safety practitioners to ensure development of an interoperable 
nationwide public safety broadband network based on open standards supported by a broad base 
of manufacturers and a competitive marketplace.  It is important that this valuable work continue 
to be a priority in NIST’s public safety research program. 
 
In order for public safety to take advantage of the features and cost advantages provided by LTE 
and ensure these benefits continue as LTE technology evolves, it is essential that the design and 
architecture of public safety LTE networks closely follow the designs and architectures used by 
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commercial service provider networks.  Any architectural or feature choices that deviate from 
this norm must be minimized.  Design of features to fill gaps must be carefully aligned with the 
mechanisms already supported by the LTE standard.  For this reason, we believe that R&D 
directed at customizing LTE network functions be kept at a minimum, helping ensure a proper 
balance is struck between alignment with commercial deployment and the needs of public safety 
practitioners.  Further, this customization must come in a manner that promotes competition and 
support among a broad base of manufacturers.  In our opinion, to be effective, these features are 
best standardized through industry consensus, with NIST playing a key role in translating first 
responders’ needs in standardization bodies.  In that regard, as major stakeholders in any system 
implementation, vendors involved in broadband deployments are expected to contribute 
significantly to the development of new features as has been the case with the implementation of 
the priority access service in commercial networks. 
 
In order to properly take advantage of the benefits of LTE, we urge NIST to ensure its public 
safety research projects are closely aligned with the LTE standards roadmap and commercial 
trends.1  We note, for example, that direct mode features for LTE are just beginning to be studied 
in 3GPP.  Significant R&D spending on the development of “Meshing (ad-hoc device-to-device 
communication)” should be avoided until these features have been incorporated into the 3GPP 
standards.  Instead, we encourage NIST to direct research funds at the development of 
deployable broadband infrastructure and relays that can provide service in the absence of 
connectivity to wide area infrastructure using LTE to provide connectivity to the deployable 
units, and adaptive wireless networking techniques (such as meshing, using whitespace or other 
communications means) to provide interconnectivity between the deployable units, rather than 
the user devices themselves, thereby allowing users and applications to exchange data.   
 
In addition to funding the PSCR broadband demonstration network on an on-going basis, we 
believe some of the most beneficial areas of public safety broadband research in the short, 
medium and long term lie in efforts to ensure public safety practitioners can fully take advantage 
of the rich functionality provided by LTE through the development of a robust, public safety 
LTE ecosystem.   
 
Open Application Programming Interfaces (APIs) 
The use of open Application Programming Interfaces (APIs) and Service Oriented Architecture 
(SOA) frameworks are accepted industry practices for exposing network features to new and 
existing applications.  Using such APIs, for example, it will be possible for applications: 
 


• to inform an LTE network of the Quality of Service (QoS) requirements of a media 
stream (e.g., the desired data rate and priority) and other parameters in a common way. 


                                                           
1 We note a key recommendation of the FCC PSAC Network Evolution Working Group’s report: 
“To maximize the stability of the technology, the timing of rollout of each increment (e.g., 3GPP 
Releases) of technology [in the public safety broadband network] should lag that of the 
commercial markets, allowing public safety to take advantage of the vast amount of testing 
performed by commercial carriers.” (See 
http://transition.fcc.gov/bureaus/pshs/advisory/eric/PSAC%20Network%20Evolution%20WG%
20Report%20May%2024%20FINAL.pdf). 
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• to retrieve pertinent information from the LTE network such as location information of a 


particular device. 
 
Use of open APIs makes new network features available to the widest community of developers 
possible, encouraging innovation and leveraging commercial research and development.  
Furthermore, open APIs provide a stable interface between the applications and the underlying 
LTE network, shielding applications from low level changes and enhancements of the LTE 
network as public safety LTE networks continue to evolve. 
 
NIST can help play an important role in the development of open public safety broadband APIs 
by ensuring public safety user needs are represented in existing Open API initiatives such as the 
GSM Association’s (GSMA) OneAPI.2  Such an effort will help: 
 


• Ensure that public safety applications will be available that take advantage of LTE’s 
features and which will provide the greatest benefit to the public safety community; 


 
• Ensure that devices are available which support public safety applications and required 


LTE network functionality; 
  
• Ensure that LTE solution providers will expose these network services in a common way, 


promoting interoperability and market competition; 
 


• Leverage commercial investment in Open API development; and 
 


• Encourage, through experimentation, the development of new applications and network 
features which use LTE networks, public safety information bases and other assets.   


 
Through such research, NIST can help ensure Computer Aided Dispatch, visitor portal, incident 
response and other public safety applications provided by multiple vendors can take advantage of 
the features provided by public safety LTE networks.  Furthermore, such a collaborative research 
program would encourage the development of innovative public safety devices to take advantage 
of LTE network functionality. 
 
Evolved Multimedia Broadcast Multicast Services (eMBMS) for Public Safety 
Delivery of streaming media (e.g., video, voice) to a large number of public safety officials is a 
valuable tool in public safety response.  eMBMS is a LTE feature that is a critical building block 
of such applications.  We believe research directed at exploiting this feature for public safety 
response is an important area for investment. 
 
Mission-Critical Public Safety Voice Services 
With the introduction of eMBMS, it will be possible to support network-centric mission-critical 
voice services over LTE, relying on dual mode devices supporting LTE and Project 25 interfaces 
for the support of talkaround.  In addition to providing interoperability with legacy Land Mobile 
                                                           
2 We note that GSMA’s OpenAPI v3.0 supports mechanisms for applications to request specific quality of service 
treatment for data streams and other features of interest to public safety. 
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Radio systems, support of mission-critical voice services over LTE will enable new, valuable 
functionality for first responders, including: 
 


• The use of high-fidelity codecs with performance far superior to the narrowband codecs 
used by public safety today; and 


 
• The dissemination of images and other multi-media content to groups of first responders. 


 
As direct mode features as incorporated into future releases of LTE, these features can also be 
leveraged for support of mission critical public safety voice services.  R&D funding administered 
by NIST can serve as a catalyst for this important area of public safety research. 
 
Inter-Jurisdiction Interference Mitigation  
While standardized mechanisms to improve intra-system performance at the edge of a radio cell 
footprint exist, the complexity introduced by independent public safety deployments requires a 
sound approach to minimize inter-system interference and to allow for seamless roaming.  A use 
case study sponsored by NIST focusing on the problem of interference mitigation along, for 
example, the US-Canada border, would be a fruitful area of research. 
 
Next-Generation Public Safety Broadband Network Architecture 
A number of innovations are emerging in the development of commercial broadband technology 
which promise to have significant benefits when applied to public safety broadband networks 
and should be a focus of NIST’s public safety broadband research program.   
 


• Active Antenna Array Technology 
The use of Active Antenna Arrays offers a range of benefits when applied to public 
safety networks.  Using vertical beam-forming, active antenna arrays can significantly 
improve the capacity and coverage of a public safety broadband network.   


 
• System on a Chip Technology 


System on a chip technology used in conjunction with AAA technology can be used to 
create technology-agnostic base stations that are remotely programmable.  This flexibility 
has a wide range of benefits when applied to public safety broadband networks.  The 
technology allows changes in existing radio technologies to be incorporated gracefully.  
Furthermore, it allows multiple radio technologies to be supported simultaneously on the 
same infrastructure.  This feature significantly reduces total cost of ownership, and allows 
public safety to share infrastructure with commercial service providers. 


 
• Cloud-based Core Network Infrastructure and Applications 


Commercial service provider networks will begin to migrate to cloud-based core network 
architectures and applications where appropriate.  These architectures promise benefits to 
public safety, including enhanced reliability, lower costs through pooling of infrastructure 
and common applications like Short Message Service (SMS) and Voice over LTE 
(VoLTE). 
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• Heterogeneous Networks 
Due to the potential high concentration of traffic loads at critical infrastructure, public 
gathering places and other locations in a public safety service area, next-generation 
broadband networks will rely on use of small cells.  Relays will be used to fill coverage 
gaps.   This mix of large cells, small cells and relays are referred to as heterogeneous 
networks, an active area of research in the LTE community.  One of Public safety's 
biggest dilemmas in the buildout of a nationwide network remains the lack of sufficient 
antenna structures.  This dilemma is further compounded by the desire to cover 95% or 
more of a particular service area.  Small cells and relays could represent a cost-effective 
method of providing capacity where needed and filling coverage gaps.  


 
Research on next-generation public safety broadband network architecture funded by the Public 
Safety Innovation Fund (PSIF) incorporating these elements will help spur the development of 
cutting edge wireless technologies for public safety, helping establish a roadmap that will capture 
and address public safety’s needs beyond what can be provided by the current generation of 
broadband technology and driving technological progress in that direction.  
 
NIST has played an important role in helping prepare the way for the introduction of a 
nationwide public safety broadband network.  Through the additional areas of research described 
in this response, we believe NIST can further deepen its impact on the transformation of public 
safety communications in the U.S. and world. 
 
 


Respectfully Submitted, 
  
/s/ 
      
Jeffrey A. Marks 
Sr. Counsel – Director, Regulatory Affairs  
Public Affairs, Americas Region 
Alcatel-Lucent 
1100 New York, Avenue, N.W. 
Suite 640 West Tower 
Washington, D.C.  20005 
202-312-5913 
Jeffrey.Marks@Alcatel-Lucent.com 


 
October 12, 2011 
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COMMENTS OF APCO INTERNATIONAL 


 


 The Association of Public-Safety Communications Officials-International, Inc. (APCO) 


hereby submits the following comments in response to a request from the United States 


Department of Commerce National Institute of Standards and Technology (NIST) for input on 


various possible features of a new nationwide interoperable public safety broadband network.
1
   


NIST indicates that the information will be used to help determine Research and Development 


(R&D) priorities in anticipation of the President’s Wireless Innovation Network (WIN) Fund 


being funded to help drive innovation of next-generation network technologies. 


APCO appreciates the President’s Fiscal Year 2012 budget submission to Congress to 


include $3 billion dollars for the WIN Fund, $500 million of which was specifically 


recommended for public safety broadband, as well as his request for allocation of the D block to 


public safety and more than $10 billion dollars in funding derived from other spectrum auction 


proceeds for the construction of a nationwide, mission-critical and interoperable public safety 


broadband network (PSBN). APCO supports inclusion of language within the Administration’s 


comprehensive legislation, H.R. 12 in the U.S. House of Representatives and S. 1549 in the 


Senate, and both known as the American Jobs Act of 2011, which would allocate the D block 


                                                           
1
 76 Fed.Reg. 56165 (Sept 12, 2011). 
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spectrum within the 700 MHz band to public safety along with funding derived from other 


spectrum auction proceeds to help finance the build out and sustainment of a nationwide, 


mission-critical PSBN. This language is almost identical to legislation previously introduced by 


Senators John “Jay” Rockefeller and Kay Bailey Hutchison as S.911; Public Safety Spectrum 


and Wireless Innovation Act of 2011, which would create a Public Safety Broadband 


Corporation (PSBC) to oversee construction and sustainment of a nationwide fourth generation, 


long-term-evolution (LTE) broadband network, and would fund that Corporation at more than 


$10 billion dollars with the sale of other spectrum.  The American Jobs Act provisions include 


establishing a Public Safety Trust Fund with up to $300 million for NIST to perform R&D for 


public safety network.   


APCO recommends the following priorities, in no particular order, for any such R&D 


program: 


 


 Mission-Critical Voice.  Working with the public safety community and industry, 


develop the necessary open standards for commercial technologies that are capable of 


carrying public safety mission-critical voice (MCV) traffic on the Public Safety 


Broadband Network (PSBN).   The National Public Safety Telecommunications Council 


(NPSTC) adopted a definition of MCV in August, 2011, which is presently under review 


by APCO for endorsement and standardization. 


 


 Direct device communications. Develop the open standards for commercial technology 


capabilities that enable subscriber units that are authorized to operate on the PSBN to 


communicate directly, unit to unit, with voice and data, without being dependent upon 


cell towers or other centralized network infrastructure. 


 


 Applications. Develop testing and certification processes and procedures to approve 


applications that will run on the PSBN.  While some applications need to be nationwide, 


many will be local.  There are many issues, including user interface, security, creating 


“well behaved” applications frugal with bandwidth, and management that need 


development and standardization. Overregulation of the applications riding along the 


PSBN will stifle innovation.  Creation of a “swim lane” for application development that 


focuses on open standards will help ensure interoperability across devices and platforms.  
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 Incident Area Networks.  Develop open standards to create reliable incident-area-


networks (IAN) using mesh technologies, vehicle-mounted transmitters, or other means 


to allow reliable, mission-critical communications at an incident scene with and without 


network infrastructure, for both voice and data.  Investment in portable infrastructure 


such as mobile base stations, repeaters and eNodeBs should be leveraged when possible 


to help with coverage while ensuring the most efficient use of the 700 MHz spectrum 


available to public safety.  The IANs should be created in conjunction with band class 14. 


 


 Multi-spectrum radio capability.   Robust future emergency communications must 


include subscriber units that can communicate across multiple spectrum bands and 


potentially with multiple technologies.  The PSBN will be built using 700 MHz spectrum 


in the public safety band with LTE, but LTE operates in many bands other than 700 


MHz.  Developing open standards for LTE devices that can operate on multiple spectrum 


bands will improve interoperable communication with public safety officials in other 


countries and reduce the cost of equipment that will operate on the PSBN. Open 


standards should also be developed for subscriber devices to take advantage of networks 


using protocols other than LTE. 


 


o In an effort to get the price of public safety chipsets down around the level of 


commercial prices, R&D should go toward removing limitations of two distinct 


bands under 1 GHz on a single chipset. 


 


 Dynamic local control.   Help ensure that dynamic management and control of the 


network, specifically including priority of subscribers and applications, are available to 


public safety at multiple levels, ranging from incident commanders to regionally.  This 


can be best achieved through the development of open standards for common interfaces 


and specifically, Application Programming Interfaces (API’s).  Certain operations, 


including Computer-Aided Dispatch (CADs) are not put through the standards-making 


process of a 3GPP or ATIS, so funding toward common standard protocols would 


eventually allow first responders dynamic local control of both day-to-day and large 


scale, acute incident response. 


 


o Public safety lacks a real presence in the decision making process for an ATIS, 


ANSI or 3GPP.  Increased funding could be directed toward the hiring of 10-20 


engineers and subject matter experts with strong public safety backgrounds to 


work within NIST and with the international standards-making bodies as they 


develop public safety standards for devices, etc. 


 


 Interoperability.  Ensure interoperability between all equipment and subscriber units 


offered by commercial vendors to public safety; insofar as necessary, establish open 


standards and guidelines to help achieve this goal, especially during continuous software 


upgrades.  NIST should also develop testing and certification process to ensure all 


authorized equipment and subscriber units that operates on the PSBN is interoperable. 


 


o In addition to the financing of existing interoperable endeavors, technology 


should be developed to create linkages that will carry mission critical-grade voice 
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(existing narrowbanded users on 700 MHz and other public safety voice 


networks) through an incident-level gateway to broadband users running through 


the infrastructure of the PSBN . 


 


 Communications with the public (including NG911).  A number of issues need research 


in this area, specifically: 


 


o Cybersecurity & Encryption.   The only real issue is that there might be some 


issues above and beyond what a carrier might deal with on a daily basis that 


public safety might have to examine. 


o Protocols for transmitting video and data that may be received by the Public 


Safety Answering Point during a 9-1-1call to the field. 


 


 


CONCLUSION 


 


 APCO supports the efforts of NIST to identify appropriate areas of R&D for the 


Nationwide Public Safety Broadband Network, consistent with the comments set forth above. 


       Respectfully submitted, 


 


       Gregg Riddle, President 


       APCO International 


       Government Affairs Office 


       1426 Prince Street 


       Alexandria, VA  22314 


October 12, 2011 
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The National Institute of Standards and Technology (NIST) Request: 


 
DEPARTMENT OF COMMERCE 
National Institute of Standards and Technology 
[Docket No.: 110727437–1433–01] 
 
Soliciting Input on Research and Development Priorities for 
Desirable Features of a Nationwide Public Safety Broadband Network 
 
AGENCY: National Institute of Standards and Technology, Department of 
Commerce. 
 
ACTION: Notice and request for comment. 
 
SUMMARY: The U.S. Department of 
Commerce’s (DoC) National Institute of Standards and Technology (NIST) 
is seeking input on various possible features of a new nationwide 
interoperable public safety broadband network. This input will be used by 
NIST to help determine research and development priorities in anticipation 
of the President’s Wireless Innovation (WIN) Fund to help drive innovation 
of next-generation network technologies. 
 
DATES: Comments are requested by 5 p.m. EDT on October 12, 2011. 
 
ADDRESSES: Comments should be sent to Dereck Orr, 
dereck.orr@nist.gov. 
 
FOR FURTHER INFORMATION CONTACT: 
 
Dereck Orr, Office of Law Enforcement 
Standards, National Institute of Standards and Technology 
325 Broadway, Boulder, Colorado 80305, 
Telephone number: (303) 497–5400.  
E-mail address: dereck.orr@nist.gov  


 
In reply to the NIST request above, California Technology Agency Public Safety 
Communications Office is pleased to offer the following “feature” and request 
question related responses on the following pages.  Some features or feature 
request questions have been intentionally left blank.  Thank you for the 
opportunity to participate.
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RESILIENCY: The ability of operable systems to recover from mishap, change, 
misfortune, or variation in mission or operating requirements 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


Currently, the California Technology Agency Public Safety 


Communications Office (PSCO) owns and operates a highly robust 


statewide microwave network (≈99.999% or better reliability) for its state, 


local and federal public safety customers.  PSCO also has a maintenance 


organization comprised of telecommunications technicians distributed 


throughout CA which not only maintains the microwave network, but all 


state agencies public safety radio communications systems and 


subscriber equipment as well.  As a result, the mean time to repair 


(MTTR) for these systems and equipment is low; that is, outages are 


expeditiously addressed. 


 


Whereas public safety has not had significant exposure to wireless data 


networks, it has not yet faced the implications of poor resiliency.  It is 


reasonable to assume, however, that public safety will develop an 


increasing reliance upon data features and functions with exposure, and 


that the availability of these resources will be critical to life safety.  As 


such, public safety broadband network resiliency should be comparable to 


the high expectation public safety has of its current telecommunication 


technologies.  


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


Since the public safety industry is currently in its infancy with respect to 


practitioner use of broadband technologies and applications and a 


nationwide public safety broadband network does not currently exist, the 


gaps to achieving resiliency are speculative.  It is, however, reasonable to 







RESILIENCY: The ability of operable systems to recover from mishap, change, 
misfortune, or variation in mission or operating requirements 
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assume that comparable lessons can be drawn from the local, regional 


and state public safety communications system models established 


throughout the nation.  That is, policies and procedures which 


accommodate resiliency have been established and are practiced for 


current public safety communications networks.  Slightly modified versions 


of these should suffice for the subject national public safety broadband 


network.  In the case of the State of CA, PSCO has the facilities, 


resources (i.e., test equipment, etc.), skills and staffing necessary to 


sustain a high degree of network, systems, and equipment resilience. 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


Investigate and follow the models discussed in PSCO’s response to (2) 


above. 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


Challenge A: Establishing not only a one-time funding allocation, but also 


a sustainable funding source. 


Challenge B:  Establishing an attainable, yet dynamic model optimized to 


accommodate technological and application advances.   


 


On a local level, cities and counties enjoy more agility in coalescing 


multijurisdictional support, then accommodating short-range budgeting 


needs and long-range maintenance expectations with respect to public 


safety communications systems development, implementation, and 


maintenance.  States have less agility in doing so.  It is reasonable to 


assume that on a nationwide basis, it will be difficult to coalesce and 
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misfortune, or variation in mission or operating requirements 
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maintain ubiquitous support across so diverse and dynamic a set of 


interests (needs) as those existing across the United States.     


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







SELF-ORGANIZING: Self-organizing networks dynamically manage their own 


configuration by automatically making changes to ensure messages reach their 


destinations. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


A Self-Organizing network (SON) is critical in the deployment of a 


nationwide broadband network.  As the network builds out, SON removes 


the necessity of an organization to coordinate the deployment and 


maintain a database of stations and their operational configuration. The 


“Plug-N-Play” nature of a SON will facilitate a much more rapid and less 


costly deployment. The SON also facilitates self network reconfiguration to 


try to maintain service in the event of a failure in a portion of the network. 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature;  


 


Long Term Evolution (LTE) currently incorporates a Self-Organizing 


function. 


 


3) Possible research and development that could take place to close any 


technical gaps;  


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions;  


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







MESHING (ad-hoc device-to-device communication): A type of networking where 
each node must not only capture and disseminate its own data, but also serve as 
a relay for other sensor nodes, that is, it must collaborate to propagate the data 
in the network. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


The current configuration of an LTE network relies on some form of 


backhaul from each node into the Core Network. Failure of a node’s 


backhaul takes that node off line even though the Radio Access Network 


(RAN) is still operational. If the network had the ability to mesh, 


presumably the node with the failed backhaul could establish a mesh 


connection with neighboring nodes and continue to provide at least some 


level of service. 


 


At the user level, the ability to mesh between User Equipment (UE) could 


help facilitate two different functions. The first and simplest is a user to 


user (peer to peer) connection. This replicates the car-to-car, or direct 


mode of operation of existing land mobile networks. This function would 


allow communication between UE’s in the absence of the network, 


whether due to network outage or being in an area where the network isn’t 


built out.  


 


The second function would be as a relay in a true meshing configuration. 


In this condition one or more UE’s would become in effect a repeater for a 


UE that can’t access the network directly due to poor signal levels. 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature;  


 


It appears that some mesh-like functionality is contained in 3GPP release 


10 in the form of relay nodes. However this will not address the condition 


of no service to devices that are in poor signal areas where there are no 







MESHING (ad-hoc device-to-device communication): A type of networking where 
each node must not only capture and disseminate its own data, but also serve as 
a relay for other sensor nodes, that is, it must collaborate to propagate the data 
in the network. 
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relay nodes available for connection, but there is connectivity to a nearby 


UE that does have network connectivity. 


 


3) Possible research and development that could take place to close any 


technical gaps;  


 


Research and development of UE (peer-to-peer) mesh networking 


functions. 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions;  


 


Peer to Peer mesh networking may not be a desire or at least a priority for 


the 3GPP community. As public safety is using a set of standards 


developed for commercial users worldwide, it will be difficult for a small 


specialized set of users such as U.S. public safety to influence the 


direction that standards take in their development.  


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







ADAPTABILITY: The ability of the network and/or device to modify/ change 
behavior based upon external conditions. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


The network must have the ability to adapt to special circumstances. 


Commercial Networks are designed based on a relatively uniform 


distribution of user devices. Public safety has a relatively uniform 


distribution until an incident occurs when a large number of users gather in 


a small area, potentially in one sector of one cell. This high concentration 


of users in one sector of one cell can easily overwhelm the network. The 


network needs to be able to adapt to the high concentration of users. 


Possible results could be allocation of additional backhaul resources via 


the reassignment of users not assigned to the incident to neighboring cells 


or beam forming of neighboring cells/sectors to pick up some of the 


increased traffic load.  


 


At the user level, devices that can adapt to network loading or network 


unavailability and switch to a mesh architecture to operate in a peer to 


peer mode, passing traffic off network. This can either be a one to one, or 


a one to many scenario at the incident where access to the network is not 


needed, or traffic passed from a device that can’t access the network to a 


device that can access the network. 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature;  


 


This type of adaptability and or functionality is not currently available in the 


3GPP standards. 3GPP Release 10 provides some of the functionality that 


might be needed (beam forming) but is not currently accepted as the base 


standard for public safety.  
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3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







PRIORITIZATION: The ability to prioritize network traffic based on assigned 
priority schemes. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


The public safety broadband network must have prioritization as one of its 


system features. Priority assignment must be based on both a resource 


type and an applications type. For example, A law enforcement patrol unit 


has priority over a parking enforcement unit. A law enforcement user 


running a license plate needs to have priority over another law 


enforcement user downloading forms or uploading a report. Video must 


have priority over data. Emergency button activation must have the 


highest level of priority.  


 


Priority assignment must be dynamic. A law enforcement officer that is a 


member of the SWAT Team needs to have a higher level of priority when 


assigned to a SWAT detail than when on normal patrol. An out of 


jurisdiction unit should have one level of priority if just visiting, but have a 


higher level of priority if on assignment as a mutual aid response.  Priority 


assignments should be both user driven and network driven. Activation of 


the emergency button or requesting a drivers license check are user 


activated priority assignments. Assignment to a SWAT detail or out of 


jurisdiction mutual aid responder would be a network assigned priority 


level. 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature;  


 


Due to the fact that LTE is a standard developed for commercial networks, 


it is doubtful that dynamic priority assignment such as that needed by 


public safety is in the standards.  


 







PRIORITIZATION: The ability to prioritize network traffic based on assigned 
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3) Possible research and development that could take place to close any 


technical gaps;  


 


Standards for implementing and managing priority levels will need to be 


developed, this would likely have to be done outside of the 3GPP 


standards, and handled at the network level. 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions;  


 


As LTE is a standard based on commercial network needs, implementing 


a priority level set of standards within the 3GPP community may be 


difficult at best, impossible at worst.  


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







QUALITY OF SERVICE (QOS): The set of standards and mechanisms for 
ensuring high-quality performance for critical applications. By using QoS 
mechanisms, network administrators can use existing resources efficiently and 
ensure the required level of service without reactively expanding or over-
provisioning their networks. The goal of QoS is to provide preferential delivery 
service for the applications that need it by ensuring sufficient bandwidth, 
controlling latency and jitter, and reducing data loss. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







STRONG, DYNAMIC ACCESS CONTROL: Access control lists can be 


configured to control both inbound and outbound traffic on networks and 


authentication/verification of users/devices on the network.7 The level of access 


control should be sufficient to allow for entrée into a broad set of systems and 


databases needed by public safety (e.g., criminal history databases, medical 


records, public work records, etc.). 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







COMPATIBILITY WITH COMMERCIAL INFRASTRUCTURE: The utilization of a 


variety of commercial services when public safety is in areas not covered by the 


public safety broadband network. 


 


Page 14 of 25 


1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


The capability to roam onto commercial networks is an important feature 


for those units that are outside coverage of the public safety network. The 


typical roaming condition would be for users traveling outside of the 


network, such as while responding to an out of jurisdiction incident. The 


ability to access the network and have at least some level of service 


and/or features is necessary when away form the home network. It is not 


reasonable to deny service if the only service available is the commercial 


network. 


 


The public safety networks however, must be designed to minimize the 


potential for roaming while within the network coverage area. The public 


safety network must be designed so that signal levels are high enough 


that user equipment is not likely to roam to the commercial network due to 


higher signal levels from the commercial network.  


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   







NETWORK SHARING: The shared use of infrastructure between commercial 
and public safety users. 
 


Page 15 of 25 


1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


Shared use of infrastructure is desirable from a funding point of view. If 


commercial network providers have already developed sites to cover their 


users it is logical to make use of those same sites to provide service to 


public safety users in the same area. The resiliency of the sites however 


can vary greatly from what public safety requires. Public safety cannot 


accept sites that go down eight hours after the loss of commercial power. 


Will commercial providers be willing to upgrade their site standby power to 


support public safety needs?  


 


Shared use of commercial network backhaul also requires a high level of 


reliability and security from outside intrusion. Can public safety be assured 


that the commercial backhaul network is secure? If Core networks are 


shared can public safety be assured of the core’s security? 


 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions;  


 


Site security is an aspect of site sharing that can be troublesome. 


Commercial providers may (and in various cases do) want to limit access 


to their equipment to their own staff. This can create problems if the site 


owner requires that anyone accessing their site is escorted by an 







NETWORK SHARING: The shared use of infrastructure between commercial 
and public safety users. 
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employee of the site owner. During wide scale, long term events, such as 


floods, hurricanes, or earthquakes, public safety cannot be denied access 


to a site to make repairs to public safety equipment due to the site owner 


not being able to provide escort to the site due to their own network 


problems. Commercial providers sharing site infrastructure must be willing 


to allow unimpeded access to the sites 24/7 and must be willing to make 


any upgrades to the infrastructure to provide the network reliability that 


public safety requires.  


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







MULTI-MODAL: The ability of the network to support voice, video, data, and 
multimedia simultaneously. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network;  


 


The network must be multi-modal. The network must be able to accept, 


and user equipment must be capable of processing, multiple modes of 


operation. Law enforcement needs to be able to send live streaming video 


from a dash camera while processing license plate and driver license 


searches. Emergency Medical providers need to send live streaming video 


of a patient while at the same time sending telemed data as the EMT is in 


voice consultation with the hospital. 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 







SCALABILITY: The ability of a system, network, or process to handle growing 
amounts of work in a graceful manner or its ability to be enlarged to  
accommodate that growth.8 At the design phase, this could include requirements 
to ensure that scalability can be achieved, to the extent possible, by software 
enhancements and upgrades as opposed to by hardware replacements. 
Scalability also includes the need, in the case of a large scale event, to 
accommodate a rapid increase in the number of users in a limited geographic 
area. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 


 







POWER AWARENESS: The ability of network/devices to control power 


functions. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 


 







STANDARDIZED COMMON INTERFACES: Protocols, Application Program 
Interfaces, application platforms, radio capabilities, etc. that allow for competitive 
provisioning. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


Although the bulk of the network’s use will be by resident practitioners 


within a localized geographic area, a significant network value will be its 


ability to support those same practitioners anywhere else in the U.S. – and 


to interoperate with practitioners within the confines of the new location in 


a predictable manner.  This ‘non-resident’ access can only be achieved if 


nationwide governance and the local networks oblige.   


 


All user equipment must have a base level of standard functions and 


features. While in the commercial market, consumers may be willing to 


accept devices that don’t support certain file formats where other devices 


do, public safety must be assured that all devices work in a consistent 


manner nationwide and that all devices support all the necessary file 


formats nationwide otherwise interoperability is not possible.  


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   


 


 







UNIFORM, UNIVERSAL ACCESS: The ability to access the network and data 
anywhere at any time through any device. 
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1) Assessment of the importance of the feature in relation to a Nationwide 


Public Safety Broadband Network; 


 


(First Paragraph same as response (1) to STANDARDIZED COMMON 


INTERFACES) 


Although the bulk of the network’s use will be by resident practitioners 


within a localized geographic area, a significant network value will be its 


ability to support those same practitioners anywhere else in the U.S. – and 


to interoperate with practitioners within the confines of the new location in 


a predictable manner.  This ‘non-resident’ access can only be achieved if 


nationwide governance and the local network oblige.   


 


In PSCO’s response to Question (7), we recommend that a fundamental 


set of common functions should be maintained across the network.  That 


would seem to apply here as well. 


 


2) Current gaps that exist preventing the realization of the full potential of the 


feature; 


 


3) Possible research and development that could take place to close any 


technical gaps; 


 


4) Any challenges that public safety could face in realizing the full potential of 


these features given currently implemented solutions; 


 


Public Safety Communications occupies a small market niche in the vastly 


successful telecommunications industry.  Consumer demand and bottom-


line returns drive the industry – and not in an altogether inappropriate 


direction for public safety.  Many of the evolving features and functions 


available to consumers today can (and do) benefit public safety 


practitioners.  …and their price point is attractive.   
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Public Safety must keep economic realities in the forefront as it launches 


forward in the development of its private nationwide public safety 


broadband network.  Very affordable consumer products currently embody 


not only in vogue, but also useful advanced features and functions, and 


commercial providers currently offer services where economically 


advantageous.  We should temper our expectations accordingly to the 


extent practicable.   


 


It should be kept in mind that accommodating features and functions 


unique to public safety comes at a premium (necessarily passed on to 


public safety), and if the cost of end user technologies is outside the reach 


of practitioners nationwide (including those in rural settings), the level  of 


participation will be impacted.   


 


Similarly, if the network provider in a geographic region realizes too low a 


rate of return (due to low subscriber counts), it is unsustainable.  …and yet 


universal access dictates its presence there.  


 


5) Best practices from other industries that could be leveraged to expedite 


public safety’s realization of these key features.   
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Additionally, NIST is requesting input on the following further considerations for 


the nationwide public safety network: 


 


6) What is the importance of employing open standards for the nationwide 


public safety network? 


 


The public safety broadband network should extend ubiquitous, seamless 


use to public safety practitioners from other locals around the nation on an 


as authorized and as needed basis.   


 


If a rural county in Northern CA employs a proprietary technology not 


embraced by the national network or end-user subscriber equipment used 


elsewhere, their system will likely not be accessible by out-of-county 


resources – and their resources will likely not be able to access the 


network outside the county. 


 


7) What is the need, if any, for commonality of functions across the system? 


 


A fundamental set of common functions should be established across the 


system, but additional functions should be allowed to be established on a 


local level to allow for requirements unique to the area.  That is, Los 


Angeles may have a need for costly advanced features and functions not 


needed or affordable in a rural setting. 


 


8) What is the importance of a multivendor environment for the network and 


what are the lessons learned in deploying a multi-vendor environment 


from the cellular and other industries?   


 


The system rates and subscriber equipment able to support the 


fundamental set of common functions advocated in response (6) must be 


affordable at the lowest economic level.  This is unachievable when 
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accommodated by one vendor.  Experience has revealed that as the 


number of vendor participants increases, the costs decrease.  


 


9) What can be done to ensure both short- and long-term affordability of the 


network for all types of public safety agencies? 


 


Under PSCO’s response (4) for the “Resiliency” feature, we noted two 


requirements to maintaining resiliency in the short-term and long-term 


public safety broadband network:   


A: Establishing not only a one-time funding allocation, but also a 


sustainable funding source. 


B:  Establishing an attainable, yet dynamic model optimized to 


accommodate technological and application advances.   


Within PSCO’s response to (7) and (8), we infer that affordability dictates 


that the network accommodate low cost subscriber units at a minimum 


able to support a fundamental set of common functions.  This will render 


subscriber unit costs in areas of low population density more affordable.  


The low population density network should be able to accommodate more 


feature-rich public safety resources should the need for outside help arise 


– if only to support the fundamental set of common functions determined 


at a national level.  Likewise, the more affordable subscriber units outfitted 


only with support for the fundamental set of common functions should be 


able to function on the public safety national broadband network within a 


high population density area should the need arise. 


 


10) In a recent report, the President’s Council of Advisors on Science and 


Technology suggested the need to develop methods for implementing a 


‘‘survivable core’’ of cyber-infrastructure that would be relied upon to 


provide truly essential services in the event of a catastrophic cyber-attack.  


Please comment on how NIST should pursue this recommendation. 


Among other things, commenters should address whether the goal should 
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be to design a separate survivable core that is integrated and 


interoperable with the primary public safety network, or instead to design 


the primary network such that it can reconstitute rapidly— following a 


catastrophic event—to achieve some ‘‘core’’ level of service. 


 


11) What is the marginal cost of the feature/functionality versus equipment 


available today?  


 


12) What network features or requirements have not been identified above, 


the lack of which may impair the network’s ability to adequately serve the 


needs of public safety?  


 


13) How should NIST engage public safety practitioners and technologists 


as part of the planned R&D projects to ensure proper prioritization of 


efforts and effectiveness of developed solutions? 


 


Typically, the public safety practitioners and technologists involved in any 


large-scale endeavors comprise representatives from economically 


solvent areas – not low population density areas – and yet low population 


density areas comprise the bulk of the geographic areas to be traversed 


by the national public safety broadband network.  To optimize the use and 


usefulness of the evolving network, input from these ‘rural’ settings must 


be solicited, and the pragmatic input that is received must be carefully 


considered in the network’s development accordingly.   


 


 








 
 
The Emergency Response and Military communities require the addition of coordinates, 
preferably in the USNG format in NextGen 911.  You will find this emerging requirement in a 
new standard currently under review from NFPA for data exchange for the fire service.  I can go 
on at lengths about the basis for this requirement, but here’s an abbreviated version: 
 


1. When the landscape is wiped of all means by which traditional navigation is performed – 
house numbers, streets signs, etc.. – the responder community must rely on coordinates 
for navigation, reporting, response, and accountability purposes.  We are finding that 
NextGen 911 is significantly enhancing the survivability of 911 systems by providing 
alternative means of reporting a crisis – phone systems may fail, but a buried cable 
system and a Wi-Fi hot spot might stay active as was the case during a recent tornado in 
my community. 


2. The military uses USNG and they are a player in nearly every natural disaster.  USNG 
would provide a common language of location between military and civilian resources. 


3. USNG is the US standard for ground search and rescue teams and a priority for 
communicating location by FEMA and DHS 


4. Approximately 1/3 of all calls for service received by fire departments did NOT occur at a 
street address (motor vehicle accidents along a stretch of highway, grass/wild land fires, 
calls for service at large locations such as a park, industrial complex, or similar). 


 
I would be happy to engage in this dialogue further or contribute to the research effort.  My 
research team and I have been working this issue for more than 5 years in coordination with 
USGS Emergency Ops, FEMA, DHS, NGA, NFPA, GITA, US Army, USMC, and numerous 
states.  Please let us know how we may contribute to the effort. 
 
Sincerely, 
 
Talbot J. Brooks, Director 
Center for Interdisciplinary Geospatial Information Technologies 
Suite 150 
Kethley Hall 
Delta State University 
Cleveland, MS 38733-3325 
 
 








NIST Nationwide Public Safety Broadband Network Comments 


We are pleased to respond to NIST’s request for information regarding the proposed 
National Public Safety Broadband Network (hereafter referred to as the ‘NPSBN’). ESD America 
believes that the NPSBN represents an opportunity to revisit old paradigms of delivery for the 
needed information for public safety team members. The requirements listed cannot be met by a 
network solution alone, and we believe that we can provide benefit both with a prototype hardware 
platform, as well as considerable experience delivering secure communications in challenging 
communications environments.  We are happy to partner with other providers who can provide the 
needed network capability on the newly available spectrum, but also believe our solution can allow 
certain key requirements of the NPSBN to be field-tested before the new network is ready, as well as 
provide a platform ready on current networks for voice, data, video and applications development 
on a ruggedized, capable device. Below is a brief response to the NPSBN proposal, which was 
obtained at http://www.gpo.gov/fdsys/pkg/FR-2011-09-12/pdf/2011-23180.pdf. 


ESD America and GSMK Cryptophone Capability 
The ESD America is proud to present the GSMK Cryptophone suite of products as a capability key to 
delivering on a number of the proposed requirements.  The GSMK Cryptophone software has been 
deployed on a number of Windows Mobile compatible handsets, providing a hardened operating 
system, FIPS 140 verified cryptosystem, secure voice, secure text,  and secure file storage as key 
capabilities over GSM, 3G, Satellite, fixed-line and wireless network environments. The current 
platform is IP-based, and is proven to operate in challenging network environments with very low 
latency, high call quality, and very high security. The platform is also ideal for the development of 
varied application platforms, and can utilize a range of accessories. There is simply no better 
platform for interoperable, secure voice and text solutions available on the market today. 


The items specifically able to be handled by the ESD America with the GSMK Cryptophone products 
are listed below: 


Req. 2. At a minimum, access to initial and updated basic incident information (voice- and text-
based incident data); 


Req. 3. An infrastructure that is hardened and secure, providing a high level of system availability; 
Req. 4. When voice is converged for normal operations and in the event the infrastructure is 


compromised, public safety communications must remain stable and with clear voice 
communications; 


Req. 5. Geographic coverage that has no limitations within the footprint of the National Public 
Safety Broadband Network; 


Req. 7. Interoperability, including with existing public safety-based systems; 
Req. 10.  Single devices that support voice, video, and data; 
Req. 11. Access to and from external information sources; 
Req. 12. Easy integration with other technologies; 
Req. 14. Current and future enhancements available to commercial consumers are provided to 


public safety with no limitations; and 
Req. 15. Ability to send, receive, and process information from the public (citizens and media). 



http://www.gpo.gov/fdsys/pkg/FR-2011-09-12/pdf/2011-23180.pdf�





In the further, more detailed response we have generalized the above items into three key 
components: 


• Network Availability 


• Single Device Capability 


• Security 


• Interoperability and Extensibility 


General Comments 
ESD America would like to comment on the requirements detailed, and provide an opinion on the 
overall intent and purpose of the process. 


The nominated requirements cannot be met with a new network alone, and will require a set of 
equipment and software that currently exists, but is not being utilised to its full potential. In fact, the 
majority of the benefits of the NPSBN could be obtained today with existing products, and allow for 
in-field testing of the core concepts of the NPSBN before the network is selected and deployed. 


Without an open network infrastructure however, the benefits of interoperability, access to 
information, use of commodity hardware, and ability to scale in a cost efficient manner will not be 
obtained.  Consider the difficulties of the current secure mobile radio technology, and the difficulty 
of operating on, and integrating with SIPRNET as examples of the significant obstacles to overcome if 
implementing non-standardised networks.  Developing security models on a per-application and per-
agency basis is dynamic enough to allow for integration, without otherwise stifling the ability to 
cooperate and coordinate between agencies and teams in the event of an emergency. 


ESD America’s position is that existing products by ESD America can provide secure voice and text 
services, and allow access to secure data services such as the world wide wide and email as required 
over VPN or SSL services.  The products can run on all IP based networks including transit over 
satellite, GSM, WLAN and Bluetooth PAN, allowing extremely flexible deployment scenarios, and 
flexibility for the end user in the event core services are not available.  It has already been tested on 
proposed emergency private mobile networks for military and government, and is ready for field 
deployment now. In fact, if access to the NPSBN was available using an equivalent to current 3G 
‘hotspot’ devices, virtually all of the current requirements could be met by the GSMK Cryptophone, 
without requiring the purchase of any new end-user equipment. 


Network Availability 
Using a combination of access to multiple networks, such as Satellite, GSM and Wireless will allow 
the GSMK Cryptophones to act as components in a multi-technology highly fault-tolerant network. 
The nature of the device means it natively accesses typical consumer networks, which also allows 
the ability for the devices to use consumer networks where more cost-effective, or where 
deployment of application services on consumer networks is more effective. 


GSMK technology for securing voice solutions will allow security of the voice communications, whilst 
still providing excellent audio quality, low bitrates, low latency and capability to elegantly handle 
unstable network conditions. 







Integration of mobile networks such as is possible with the GSMK Cryptophone can also alleviate 
issues with integration of non-critical staff, or ad-hoc teams of emergency responders, as the devices 
are suitable for everyday use while still capable of operating in a secure fashion.  


Also the integration of a device capable of operating using Satellite and mobile signals completely 
removes any geographic limitations for responders, and allows access from high altitudes, 
something difficult to obtain using terrestrial communications systems. 


The GSMK Cryptophone platform is flexible enough to operate on virtually any IP-based network and 
over Carrier Switched Data (the original Cryptophone platform). It can also operate on public or 
private servers, allowing flexible deployment and deployment on ad-hoc emergency networks if 
required.  The data-based model also means that there is little limitation with the number of 
simultaneous calls, unlike traditional call environments that can be easily overloaded in emergency 
situations. The data-based model also provides easy QoS implementations, allows better 
filtering/prioritisation of Public Safety data in the event of emergency, and removes dependencies 
on voice switching infrastructure – meaning data can be prioritised over voice, providing additional 
benefits when more critical services are data-laden. 


It is also worthwhile to note that the ability to transfer voice over data links is extremely difficult to 
execute, particularly when combined with encryption, and potential low-bandwidth or low-reliability 
networks, such as may be the case in disaster scenarios. The GSMK Cryptophone Voice codecs and 
implementation is proven over high latency environments, and yet still extremely efficient and fault 
tolerant – and can be demonstrated now, allowing rapid achievement of key NIST goals. 


Single Device Capability 
The current ESD America flagship model, the GSMK CP450, is a rugged mobile phone that admirably 
meets the ‘Single device that supports voice, video, data’ paradigm. It allows transfer of all of the 
nominated data sources, as well as having in-built camera, GPS module and fingerprint scanner. ESD 
America has partnered with Motorola to allow continued development of this platform, and 
enhanced integration between hardware and software.  


A second prototype has already been tested on the existing Terrestar Genus platform. This platform 
provides an integrated Satellite and mobile network platform, on a single device. 


Other GSMK models are customised from standard commodity phones, allowing for accessories such 
as GPS, accelerometers and full Bluetooth connectivity as standard. 


Unlike some other mobile operating systems, Windows Mobile is not hampered by restrictions on 
the OS, carrier or handset manufacturer, and allows considerable extra freedom for application 
developers to coordinate and share data, and obtain ‘bare-metal’ access to subsystems such as 
Bluetooth and GPS, providing the ability to obtain high-accuracy GPS fixes for example. 


The end result is an ideal platform for consolidation of capabilities to a single device, or as a ‘hub’ 
device capable of integrating multiple sensors, networks or data systems into a single view for the 
end user. 







Security 
The GSMK Cryptophone system meets the needs of the varied user base of the NPSBN by being built 
on a Common Criteria verified, yet still commodity operating system, and providing FIPS-140 
compliant cryptosystems for the encryption of voice, SMS and local filesystem data.   


Using the GSMK IP-based secure voice system will also allow an additional level of verification of 
access to the voice environment, by requiring registration of the handsets to the IP server.  Private 
Servers can be deployed for specific user groups, and can be deployed on private networks if 
required, such as emergency mobile networks. This helps to provide the Strong, Dynamic Access 
Control goal, at least for voice and text services over the network. Due to the once-only nature of 
keys, revocation of a users access will not affect any other users, and compromise of devices does 
not compromise the security of previous or future conversations, unlike competing solutions in the 
mobile and secure radio arenas. The same criteria can also be met on standard data links by 
extending the authentication mechanisms of network-based applications and services to operate in 
a similar fashion. 


Applications with individual security requirements can be handled using the Operating System 
controls, and by using specific application ‘white lists’ which can be generated for the system if 
required.  


Windows Mobile also provides full support for SSL in FIPS compliant mode, and the opportunity to 
connect to a variety of VPNs. 


Windows Mobile provides sophisticated management capabilities that can be configured as required 
for a customer to configure the device for remote wipe, application of security profiles, and other 
features as supported by the ActiveSync protocol. 


Interoperability and Extensibility 
The GSMK secure voice system also works over commercial networks, satellite, private networks, 
and already operates over Bluetooth and Wifi.  It provides a mechanism for apps and widgets to be 
deployed, uses the existing HTC and Motorola accessories, and OS upgrades are easily deployed 
when available, but for security reasons cannot be deployed ‘Over the Air’. 


Usage of the Windows Mobile 6.5 platform allows easier development of single-purpose applications 
for specific purposes, able to integrate together, and avoiding the need to deal with cumbersome 
methods for inter-application communication like most competing mobile platforms. 


The ability to deploy secure voice, including use of teleconferencing facilities to allow the 
infrastructureless secure voice over Carrier Switched Data or even ad-hoc wireless networks, and the 
same capability when using text systems is available now, as is multi-party secure calls using the IP-
based solution and teleconferencing units.  


The GSMK Cryptophone, being able to operate on public networks, can be easily deployed to various 
user groups such as individual police or fire units, or public safety organisations immediately, and 
without costly customisation or configuration.   


This makes it perfect for small implementations, and being future ready for the public safety 
network, providing it is IP-based, makes it a perfect complement to the NIST goals. 







The GSMK Cryptophone would also be an excellent candidate for a testbed/prototyping/research 
platform, offering larger customisation options than many competing handset manufacturers and 
operating systems. 


Additional Device-Specific Requirements 
ESD America provide a range of secure, mobile, interoperable devices that operate over a range of 
network protocols, and provide needed secure communications in challenging and adverse 
environments. 


Because of this experience, we can demonstrate that most of the NIST requirements can be met 
using existing technology, and if using a variety of networks, can provide the needed coverage and 
feature set immediately, allowing proof-of-concept application and deployment scenarios to be 
tested before the full roll-out of the NPSBN. 


It is for this reason ESD America considers the development of key interoperability and end-user 
device capabilities critical to the development of an environment that meets the needs of NIST and 
the US Government as a whole.  This should include, as a minimum: 


• Requirement that end-user devices be agency configurable 


• End-user devices should support government mandates for encryption and device 
configuration, e.g. FIPS-140 and Common Criteria 


• End-user devices should operate on the NPSBN, and at least one commercial network 


• End-user devices should, as a minimum, have full GPS connectivity (ideally providing NMEA 
or similar device-independent data format) and full Bluetooth stack, allowing the connection 
of serial, data, media and networking devices. 


• Devices should be capable of being operated by gloved hands, except where specifically 
excluded, such as specific tablet PCs. 


• Devices should be capable of operating on standard IP networks 


• Devices should provide the capability to defend themselves from attack, such as 
implementation of anti-virus and/or firewall capabilities. 


• Devices should be capable of encrypting local data storage to prevent compromise in the 
event the device is lost. 


• Encryption keys on a device must be capable of revocation 


• All data encryption keys, such as SSL, voice, etc. should in preference, be generated at the 
time of use and discarded after use to prevent post-event communications compromise.  


  







Summary 
The GSMK solution can provide a number of unique benefits is a way that plugs many of the gaps in 
the ability to provide the Nationwide Public Safety Broadband Network on existing commodity 
systems and hardware.  As mentioned above, the solution is ready now, and can be used as a model 
and for research during the development and phased deployment of the NPSBN. Many of the key 
features could be realised now, providing quicker return on investment, and better capabilities to 
public safety organisations. The ESD America is happy to work with consortia on development of 
additional interaoperability and device requirements, advice on a full end-to-end comprehensive 
solution, and to provide displays of functionality on the existing demonstration network if desired. 


If you have any further questions about this response, or for commercial discussions, please contact 
Les Goldsmith 


(contact details here)   
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October 12, 2011


U.S. Department of Commerce
National Institute of Standards
and Technology
ATTN: Notice and Request for Comment
on the Public Safety Broadband Network
325 Broadway
Boulder, CO 80305


RE: DOCKET NO. 110727437-1433-01
SOLICITING INPUT ON RESEARCH AND DEVELOPMENT PRIORITIES FOR DESIRABLE


FEATURES OF A NATIONWIDE PUBLIC SAFETY BROADBAND NETWORK.


The Edison Electric Institute ("EEI"), on behalf of its member companies, hereby submits


the following comments in response to the request of the National Institute of Standards and


Technology (“NIST”) for information on features and requirements designed to promote


resiliency, availability and reliability, security, and affordability/commercial alignment in a new


nationwide interoperable public safety broadband network (“PSBN”).1


EEI is an association of the United States investor-owned electric utilities and industry


associates worldwide. Its U.S. members serve almost 95 percent of all customers served by the


shareholder-owned segment of the U.S. industry, about 70 percent of all electricity customers,


and generate about 70 percent of the electricity delivered in the U.S. EEI frequently represents


1 See Notice and Request for Comment: Soliciting Input on Research and Development Priorities for Desirable
Features of a Nationwide Public Safety Broadband Network, Docket No. 110727437-1433-01, 76 Fed. Reg. 56,165,
Sept. 12, 2011 ("Notice").
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its U.S. members before federal agencies, courts, and Congress in matters of common concern.


EEI’s members rely on communications networks to carry out their core mission of safely and


reliably delivering electric service and, therefore, EEI has a strong interest in this proceeding and


in NIST’s efforts to examine features and requirements of an interoperable public safety


communications network.


I. Introduction and Summary of Position.


In this proceeding NIST seeks input on a series of possible features and requirements to


promote a new nationwide interoperable PSBN designed to improve public safety


communications. NIST in particular is considering how these features and requirements can be


satisfied either through existing technologies or through research and development of new


technologies in the near-term. NIST indicates that it is working with industry, the Federal


government and public safety organizations to conduct research and development to support new


standards, technologies and applications to advance public safety communications.2


EEI welcomes NIST’s inquiry into these matters and agrees with NIST’s assessment that


certain unique communications needs are not currently reflected in broadband technologies. EEI


further believes that NIST is well suited to drive the discussion of interoperability and the


creation of technical rules for the PSBN. To this end, EEI supports NIST’s efforts in this


proceeding to identify overarching themes and to better understand possible features and


operational requirements of public safety communications and a nationwide PSBN. However,


EEI is concerned by the limited focus of NIST’s inquiry on commercial and public safety


solutions to these issues and, in particular, on the Notice’s narrow consideration of shared use of


2 Notice at 56,165.
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infrastructure between commercial and public safety users.3 As discussed below, any NIST


inquiry into the PSBN should carefully consider how to promote shared use of the network


between electric utilities and public safety entities, and should bear in mind the unique


communications needs of electric utilities which in many ways are aligned with the


communications needs of public safety entities.


Electric utilities rely on communications networks and services to carry out their core


mission of safely and reliably delivering electric service to most, if not all, of the nation’s


residential and business consumers. In this regard, reliable and resilient communications


networks are essential to utility operations, and are necessary for the provisions of safe, reliable


electric service in even the most inclement weather. While electric utilities rely in part on


commercial communications networks, these networks at times fall short of meeting the exacting


reliability needs of the electric utility industry in its provision of critical services in all


environments. Often, these reliability shortfalls occur during or in the immediate aftermath of


natural or man-made events – when utilities are most reliant on communications in order to


restore critical services and to protect the safety of utility field crews and the public. Electric


utilities simply require more reliable communications which enables them to restore services and


systems quickly and safely. In many ways, these distinct communications needs mirror the


needs of public safety entities, making all the more apparent the importance of permitting


utilities to share use of the PSBN in order to develop communications solutions which satisfy the


mutual needs of the utility industry and public safety community.


3 See Notice at 56,166. NIST’s “Feature List” looks are network sharing in the noticeably limited context of “shared
use of infrastructure between commercial and public safety users.”
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As discussed below, EEI believes that NIST has an important role to play in coordinating


the development of a new PSBN by facilitating the creation of technical rules, principles and


features of the network in a manner that ensures interoperability. In considering what features


best promote development of an interoperable PSBN – one which may be used by electric


utilities on a shared basis – EEI submits that a focus on several key architectural principles,


including Quality of Service (“QoS”), priority access and coverage reliability, will go far to put


into place incentives and efficiencies that drive creation of such a shared network. In connection


with these principles and with shared use of the PSBN, network sharing arrangements between


electric utilities and public safety entities are vital to ensure availability of service for utilities


and to create assurances which are essential to the potential development and construction of


joint infrastructure.4


II. NIST Should Work to Promote Shared Use by Electric Utilities of the PSBN,
Which is Vital to the Public Interest.


Given the unique needs and requirements of the electric utility industry for reliable and


resilient communications networks, EEI urges NIST to take steps to promote shared use of the


PSBN between public safety entities and electric utilities. Shared access to this network by


electric utilities will ensure that utilities are able to work with public safety entities to use and,


possibly, to jointly develop communications networks that satisfy their reliability needs – needs


which are largely shared by the public safety community. A shared network will facilitate


improved communications between electric utilities and traditional public safety entities (e.g.,


fire and police) during and in the immediate aftermath of emergency situations and other major


events – communications which today is hampered by disparate systems and which has long


4 EEI notes that in some instances network sharing arrangements between electric utilities and public safety entities
will involve utilities constructing certain facilities and components on the network. The existence and scope of such
arrangements will vary based on the individual utility.
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been identified as a critical need. In addition, as indicated above, commercial communications


networks generally do not meet the reliability (including coverage) and security standards of


utilities, in turn making the development of separate networks essential in some areas. Shared


use of the PSBN will address many of these reliability concerns, and will provide electric utilities


with needed flexibility to make use of the PSBN as well as commercial communications


networks, as their individual communications needs may require.


Utilities’ shared use of the PSBN will benefit the public at large and will be instrumental


in satisfying electric utilities’ mandate to serve the public interest and to provide critical services


relied on by most, if not all, of this nation’s government agencies, military bases, public safety


and emergency health care services, as well as business and residential users. EEI and its


members further believe that shared use of the PSBN by electric utilities is in the public interest


due to utilities’ unique status as critical infrastructure, and will go far to address many of the


communications network reliability issues currently experienced by electric utilities as end-users


of commercial communications systems. In particular, utilities rely on communications


networks to facilitate the natural recovery of infrastructure, and to more effectively dispatch field


crews. To this end, shared use of the PSBN by utilities is of great benefit to the general public to


the extent it permits utilities to use and, potentially, to develop networks in line with their unique


needs, and enables utilities to operate and to restore critical services in a safe, timely manner.5


Shared use of the PSBN also will assist electric utility efforts to improve their core infrastructure,


thereby providing greater service reliability and network security, in turn better protecting the


grid from cyber attack.


5 As noted by EEI in prior filings before the Federal Communications Commission, the principal, if not sole purpose
of utilities’ communications is to protect the safety of life, health and property. See Comments of the Edison
Electric Institute, Federal Communications Commission, WT Docket No. 06-150, at 5 (Apr. 11, 2011).
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It is of some significance that electric utilities and public safety entities have a long track


record of working closely together in the public interest. This relationship further underscores


the importance of a shared network and the need for NIST to look closely at how best to promote


shared use of the PSBN between electric utilities and public safety entities – an arrangement


which is consistent with the National Infrastructure Protection Plan6 and which will ensure both


short- and long-term affordability of the PSBN by achieving a level of efficiency and cost


savings only obtainable through joint use of infrastructure and equipment by two groups that


share many related communications needs and requirements.7 Further, an approach which


allows utilities shared use of the PSBN will go far in advancing the interests of the public


generally by ensuring against the creation of interdependencies between key components of the


nation’s critical infrastructure: namely, between the electric power industry and the commercial


communications industry.


EEI notes that while shared use of the PSBN is an important component in satisfying


electric utilities’ communications requirements, multiple options must be available to utilities in


meeting their communications needs, including use of private wireless as well as commercial


network solutions.8 EEI urges NIST, in developing recommendations as to shared use of the


6 National Infrastructure Protection Plan, Department of Homeland Security (2009), available at
http://www.dhs.gov/xlibrary/assets/NIPP_Plan.pdf.


7 EEI notes that sharing arrangements with public safety entities may call for electric utilities to build
communications facilities for joint use with public safety entities. However the scope of these arrangements and
agreements to construct facilities will necessarily vary as between electric utilities.


8 EEI has discussed in detail this need for additional private spectrum in several prior proceedings before the
Department of Energy and the Federal Communications Commission. EEI underscores that it remains critical for
utilities to have access to suitable, auction-exempt spectrum to support their private internal wireless
communications networks. See Comments of EEI, Department of Energy, Implementing the National Broadband
Plan by Studying the Communications Requirements of Electric Utilities to Inform Federal Smart Grid Policy (July,
2010), available at http://www.gc.energy.gov/documents/EdisonElectric_Comments_CommsReqs.pdf; see also
Reply Comments of EEI (August 2010), available at
http://www.gc.energy.gov/documents/Edison_Reply_Comms.pdf. EEI reaffirms its position taken in those
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PSBN, to avoid taking any approach which may inhibit or prohibit the array of communications


options available to electric utilities. Ultimately, utilities will continue to make sound business


decisions when choosing communications options to meet their critical needs, and shared use of


the PSBN, as well as development of private internal networks, must be included in that


consideration.


III. Electric Utilities Require Reliable Communications in Their Provision of
Critical Service and Share Much in Common with Public Safety Entities,
Further Emphasizing a Need for Shared Use of the PSBN.


Reliable and resilient communications networks are essential to electric utilities’


operations as they carry out their core mission of providing safe, reliable electric service, and are


necessary to meet public safety needs. Electric utilities have a mandate to serve the public


interest and provide critical utility services that are relied on by most, if not all, of the nation’s


residential and business consumers. Not only must electric utilities be prepared to provide these


services under normal conditions, in times of disaster utilities must maintain or quickly restore


critical services. Maintaining an adequate level of reliability during major events which impact


the electric grid – natural or otherwise – is in the interest of public safety, as reliable power is


needed for government and public safety facilities, hospitals, transportation, military facilities


and other critical infrastructure. It is in the national interest, then, that communications networks


used by electric utilities remain reliable at all times.


Reliable communications systems are vital to support utilities’ critical operational needs,


and to support maintenance, remote control and monitoring, as well as dispatch of, and


communication with, utility field crews in service territories. Electric utilities depend on


comments regarding electric utilities' need for dedicated spectrum to meet their current and future communications
needs.
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communications networks for locating outages as well as for communicating internally between


utility offices to improve operational efficiency and to quickly and effectively respond to major


events. Reliable networks are essential to support utility responsibilities during emergencies


when utility service crews in the field are working to maintain or restore electric service. In


these instances, utilities work closely with public safety entities and first responders and,


therefore, require communications networks to operate with a high level of reliability. Electric


utilities and public safety entities also must communicate with one another in these situations,


given that often a utility must be present to control the electric network for the safety of public


safety personnel who often operate in dangerous environments (e.g., public safety personnel


responding to an accident or fire may be put at risk by downed power lines, and rely on the local


electric utility to control or stop the flow of electricity accordingly). As indicated above, electric


utilities and public safety entities have a long track record of working closely together in the


public interest and it is reasonable, then, that the reliability of the their communications be better


aligned. To this end, electric utilities should be permitted to use the PSBN on a shared basis in


order to meet these high reliability needs and to permit electric utilities to carry out their core


mission of safely and reliably delivering electric service. Utilities also require reliable


communications systems to enable their coordination with other utilities and public safety


entities during and immediately following major events as they engage in mutual assistance and


coordinated response efforts.


To meet these stringent reliability needs, EEI and its members submit that shared use of


the PSBN for purposes such as service restoration and emergency response – activities which


protect life and property, including the safety and protection of electric utility service personnel


and consumers – is vital and should be given careful consideration by NIST in this and related
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proceedings. In addition, electric utilities’ unique reliability requirements serve to underscore


the need for utilities, in addition to shared use of the PSBN, to have access to suitable spectrum


to develop their own private internal wireless communications networks.


IV. NIST Has an Essential Role to Plan in Coordinating Development of the
PSBN by Facilitating the Creation of Common Rules, Principles and
Features in a Manner That Ensures Interoperability.


In its Notice, NIST inquires as to several possible key features and requirements of the


nationwide PSBN, and seeks comments on issues related to development and implementation of


these features. As a general matter, EEI believes that NIST is the governmental organization


best situated to drive the development of technical rules and principles essential to the


development of a reliable, resilient and interoperable PSBN. NIST is well suited to lead this


effort given its technical expertise, its experience with interoperability standards development,


and its ability to objectively assess and develop network standards and features which will apply


across several industries. NIST is also best positioned to serve as the venue for convening


relevant stakeholders to evaluate these issues, and for ensuring that the electric utility industry


has a seat at the table. The instant proceeding is a good first step in this direction, though EEI


proffers the following recommendations to guide NIST’s PSBN activities going forward.


A. NIST Should Facilitate Creation of Technical Rules and
Requirements to Drive Interoperability of the PSBN.


In view of NIST’s central role in the development of the PSBN, EEI and its members


submit that NIST first and foremost should facilitate interoperability of the PSBN by defining


common sets of features and parameters at various communications layers – within all networks


and on every device. Importantly, NIST as part of this effort should facilitate technical rules for


the PSBN by coordinating the development of a uniform, nationwide architectural framework to


promote comprehensive understanding of interoperability and the steps that must be taken by
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various entities to achieve that objective. This is best accomplished through the development of


architectural principles to guide development of the network in a manner that ensures


interoperability, and will require identification of all services and capabilities that a network


must be capable of supporting to ensure interoperability, and on-going accounting of how the


network will evolve over time.


Among the specific architectural principles upon which NIST should focus are support


for QoS and priority access to the PSBN, security schemes, a minimum level of coverage


reliability, interference mitigation schemes, as well as conformance and interoperability testing.


Beyond this, NIST should assist in the identification of requirements necessary to support


mission-critical voice and data communications. To support mutual assistance efforts between


public safety entities and electric utilities, NIST should work to establish technical and


operational requirements for roaming, including authentication and clearing functions. NIST


also should support the evolution of standards and the forward compatibility of technology that


support both voice and mission-critical data, to ensure that the PSBN will keep pace with


technological developments in the competitive commercial marketplace. Similarly, NIST should


ensure backwards compatibility of such technologies. NIST also has a vital role to play in


examining how best to maximize network efficiencies through the sharing of network resources.


B. NIST Should Focus Particular Attention to Such Key Features
as Prioritization, Quality of Service and Sharing Arrangements.


In its Notice, NIST identifies several important features which will go far to promote


efforts to develop an interoperable PSBN which may be used by electric utilities on a shared


basis. While each of these may be useful, central to NIST’s efforts, and among the features


identified by NIST as necessary to ensure network reliability and availability, are prioritization
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of network traffic based on assigned priority schemes and QoS. Similarly important are network


sharing arrangements between public safety entities and utilities.


Prioritization of network traffic on the PSBN is a essential for electric utilities, whose


critical operations require some level of assurance from the network that utilities’ most critical


applications will be given priority, especially during or in the immediate aftermath of a major


event. While electric utilities can work with public safety entities to develop methods of


prioritization to ensure that the PSBN will benefit the public at large and will satisfy electric


utilities’ mandate to serve the public interest and to provide critical services, NIST has an


important role to play in this process. EEI urges NIST to work to identify classes and


applications, as well as common performance attributes and objectives to support standards for


prioritization and QoS. As part of this process, NIST should work with industry, including the


electric utility industry, first to determine the various classes of users of the PSBN in addition to


the relevant applications to be used on the network. NIST also should map performance


objectives and attributes to create a common standard or standards to address issues of


prioritization.


EEI and its members believe that the PSBN can be used on a shared basis provided public


safety entities and electric utilities are permitted to enter into network sharing agreements which


outline reasonable terms for prioritization of network traffic based on common sets of priority


schemes. A threshold issue for utilities is a need for assured access to some level of network


service that cannot be terminated regardless of the circumstance. If utilities cannot be assured of


such access to the PSBN as well as prioritization of critical utility traffic on that network, the


shared service on the PSBN likely will perform no better for utilities than existing commercial


service provided by communications common carriers. The ability to successfully prioritize
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network traffic, then, will ensure both short- and long-term affordability of the PSBN by


achieving a level of efficiency and cost savings only obtainable through joint use of


infrastructure and equipment by electric utilities and public safety entities – two groups that


share many related communications needs and obligations.


In order for shared use of the PSBN to work effectively, electric utilities must be assured


that sufficient amounts of network capacity will be available at all times to support certain


critical utility services and applications, including during and immediately following severe


weather events and other emergencies. As noted above, maintaining a stable grid during


numerous types of events – natural and otherwise – is in the interest of public safety, as reliable


power is needed for military bases, government and public safety facilities, as well as for


hospitals and other critical infrastructure. Therefore, in the interests of public safety, utilities as


shared users of the PSBN must be provided priority service for certain critical applications, and


any limitations in access to the PSBN should be reasonable.


To aid in achieving this objective, EEI encourages NIST to develop general guidelines to


serve as a default mechanism for prioritizing network traffic on the PSBN. Notably, however,


any such guidelines should provide sufficient flexibility to allow public safety entities and


electric utilities to work together to establish terms and protocols for prioritizing traffic on the


network based on their unique needs. NIST should avoid establishing detailed, proscriptive


priorities, and instead should allow priorities to vary between regions and as different types of


entities seek to use the shared network. For example, some municipal governments may desire


to use the PSBN for all city services, which might include non-critical use traffic.9 Such traffic


9 As a general matter, EEI believes that practices such as these should be discouraged. Allowing the private, secure
network to be polluted with such non-critical use traffic would place the system on par with commercially-available
networks, and discourage electric utility investment in the PSBN.
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from government entities should not receive priority over all non-government traffic, as some


low-priority government uses (e.g., management of a municipal golf course) should be


outweighed by essential non-government uses (e.g., private ambulance services or electric utility


service). In all instances, however, public safety services should receive priority access in times


of emergency.


EEI notes that not all traffic from electric utilities would require priority service.10


Utilities, as well as public safety entities, operate both critical and non-critical services, and


require priority access to the PSBN only for critical services with public safety impacts. What


constitutes a critical utility service may vary between regions and, therefore, prioritization


guidelines for shared use should remain flexible to permit utilities and public safety entities to


work together in determining how best to manage prioritization based on their needs.


It is of further importance to EEI and its members that electric utilities, as shared users of


the PSBN, be permitted to use the network in accordance with an established prioritization


framework, based on a users’ priority level and need to access the system at any given time.


Utilities should not be required to accept preemptible network status as a default condition of use


– requiring electric utilities who rely on the PSBN to accept preemptible service as a condition of


use likely will force utilities to use the network only for lower priority traffic (i.e., traffic which


otherwise could be placed on commercial networks). This in turn may hinder utilities’


willingness to invest in the PSBN, to the extent that that their most critical traffic could be


preempted at times when utilities are most reliant on the PSBN. This approach would place the


10 For example, utilities’ distribution and supervisory control and data acquisition (“SCADA”) activities will require
a higher level of prioritization than advanced metering infrastructure (“AMI”).
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PSBN on par with commercially-available services, and negate much of the inherent advantages


of a shared network.


To address issues and challenges with regard to network prioritization, EEI submits that a


two-tiered routing priority methodology may serve as a useful model. Under this approach, the


first tier would route priority for all traffic across the network under normal operations; the


second tier would be implemented during a declared emergency and would curtail certain


services. This model could also ensure that certain core services (e.g. voice and data services


necessary for electric system operation and restoration) are not disrupted under any


circumstance. EEI further notes that there likely will be sufficient bandwidth for identified


parties to the shared network if proper technology is used, and the network is properly managed.


Such technology could manage co-existence of parties seeking to share network infrastructure,


and make it easier to coordinate shared usage of the PSBN. Long-Term Evolution (“LTE”)


technology in particular has the ability to provide allocation capabilities as well as a convergence


of voice, data and video over a shared infrastructure, and could be used to regulate usage.


Beyond this, and as indicated above, QoS capabilities can be used to manage and facilitate


priority queuing of traffic based on designated application priority. NIST in its Notice correctly


identifies QoS as one feature of the public safety network.11 EEI agrees with NIST that QoS


may be an important component to ensure reliability and availability of service to the extent this


technology enables shared usage of the PSBN through configuration management. Low-priority


applications could be assigned lower QoS values to permit critical traffic, as defined by the


primary user, to always maintain priority.


11 See Notice at 56,166.
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C. NIST Should Work to Develop Performance Requirements
for the PSBN.


Finally, NIST should work to develop performance requirements for the PSBN taking


into account potential partners with public safety entities such as electric utilities and other


similarly-situated operators of private radio networks. These performance requirements should


include baseline operability and spectral efficiency, and should establish defined coverage and


service quality targets from an end-use perspective (i.e., based on how end users will experience


the network). As part of this effort, NIST should take steps to develop common guidelines


regarding backup power and facilities and procedures to harden the PSBN to ensure that the


network offers a minimum adequate level of reliability for all network users


V. Conclusion


EEI respectfully requests that NIST consider these comments and ensure that any actions


taken or recommendations made by NIST with regard to features of a nationwide PSBN are


consistent with them.


Respectfully submitted,
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1. Introduction 
 


Fairfax County is the largest jurisdiction by population in the Commonwealth of Virginia, with 


1,037,605 citizens living within its 407 square miles.  Public safety services are provided by 7 


local law enforcement agencies, the Fairfax County Fire Department and numerous state and 


federal agencies.  Interoperable communications in this region are both challenging and critical, 


but with the creation of the National Capital Region with 19 other local jurisdictions, 


interoperability has become reality. 


 


Fairfax County first responders rely heavily on the existing radio network for voice 


communications that does not have broadband data capability; and commercial networks for 


mobile data capability that has been unreliable for data-intensive first responder field operations. 


With the allocation of the public safety 700 MHZ broadband spectrum, there is now the 


opportunity to provide responders with a secure, reliable, interoperable, public safety grade 


broadband wireless network. 


 


Pursuant to Federal Communications Commission (FCC) requirements, the County has 


identified public safety interoperable broadband services as a priority and on June 28, 2010 filed 


a waiver to continue efforts to deploy a network as quickly as possible in the 700 MHz public 


safety broadband spectrum. The County's private fiber enterprise network will meet the technical 


specifications the FCC has proposed in the Third Further Notice and the September 4, 2009 


National Public Safety Telecommunications Council ("NPSTC") 700 MHz Broadband Task 


Force Report and Recommendations ("NPSTC Recommendations")3 and can be integrated into a 


future interoperable public safety broadband network.   


 


Fairfax continues its efforts to deploy manage and maintain a 700MHz wireless broadband 


network that is integrated with the 700MHz wireless broadband nationwide network. Fairfax 


strongly believes that public safety communications network (s) must be controlled by state and 


local governments. All incidents start out local and in a new, converged voice, video and data 


environment, local PS leaders must have the ability to make real-time network priority changes 


and when necessary preempt users without unreasonable escalation procedures envisioned by the 


FCC in 2007. Fairfax is pleased to provide the following comments to the National Institute of 


Standards and Technology request for comments. We look forward to working in strong 


partnership with the federal government to implement our network communications plans. 
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2. National Institute of Standards and Technology Comments 
 


Resiliency: The ability of operable systems to recover from mishap, change, misfortune, or 


variation in mission or operating requirements. 


   


This is a very important feature for a PS communications. In particular, we are concerned about 


national or regional Public Safety network outages.  As a matter of resiliency, we have to have 


an architecture that minimizes large scale outages, and that can only come from having multiple 


Cores.  A nationwide network, which we view as a "Hybrid" of a national network and State and 


Local networks; needs to have more cores than commercial carrier networks, but not as many as 


current Land Mobile Radio networks.  A “Hybrid" network architecture will meet PS' resiliency 


requirements and minimize major outages for Public Safety communications in the future.  


 


 


Prioritization:  The ability to prioritize network traffic based on assigned priority schemes. 


 


There is a definite need to have software that sets certain baseline priorities on our networks. 


However; there is no way to pre-program priorities for every type of incident/situation. State and 


Local governments must be able to dynamically manage messaging and data on an incident by 


incident basis in real-time. 


 


 
Meshing:  A type of networking where each node must not only capture and disseminate its own data, but 


also serve as a relay for other sensor nodes, and propagate the data in the network. 


 


The ability each authorized device to communicate with all other authorized Public Safety devices or 


networks is another important key feature that is essential during network communication outages.  Care 


should be taken in development so that we do not create a proprietary set of solutions that will hinder 


operations and compatibility, or be too costly to afford. 


 


 


Compatibility with Commercial Infrastructure:  The utilization of a variety of commercial services 


when public safety is in areas not covered by the public safety broadband network. 


 


This is must have feature. We cannot afford to build out a Public Safety Broadband Network at the level 


of resiliency, self-organizing, QoS, configuration, prioritization, and adaptability needed for Public Safety 


networks in every area of the county.  It is critical that we remain interoperable amongst local 


jurisdictions and the commercial carrier partners.  Our compatibility with the commercial carriers is one 


of the keys to the success of the nationwide network. 
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Network Sharing:  The shared use of infrastructure between commercial and public safety users. 


 


This is another key feature.  The ability to share networks will minimize the cost of deployment, but we 


should first try to leverage investments of our local government’s vast amount of existing infrastructure, 


such as towers, fiber, microwave, and facilities.  The significant portion of our interoperability 


investments over the past 10 years have gone to improving local and state infrastructure for LMR 


communications.  We should first reuse this infrastructure, and then leverage the commercial carrier’s 


infrastructures where necessary. 


 


 


Multi-Modal:  The ability of the network to support voice, video, data, and multimedia simultaneously. 


 


This feature is an important need for Public Safety.  We need to have Voice, Video, and Data features all 


working together.   The ability to use these features simultaneously across the network is critical for 


Public Safety entities. 


 


 


Scalability:  The ability of a system, network, or process to handle growing amounts of work in a 


graceful manner or its ability to be enlarged to accommodate growth. 


 


We must be able to supplement our networks with solutions to help with capacity in areas where capacity 


is low and/or when our responders are out of our base coverage areas.  This is needed even if Public 


Safety is awarded the D-Block Spectrum. 


 


 


Standardized Common Interfaces:  Protocols, Application Program Interfaces, application platforms, 


radio capabilities that allow for competitive provisioning. 


 


This feature is inherently critical to the success of the network.  There should be standards set on 


protocols, application program interfaces, application platforms, and radio capabilities.  However, those 


standards should not be so stringent that they inhibit innovation.  It is very important to strike the right 


balance.  We need to set up a "Swimlane of Standards" that will encourage innovation while maintaining 


the integrity of all the components of our nationwide network. 


 


 


Uniform, Universal Access:  The ability to access the network and data anywhere at any time through 


any device. 


 


This is also an important feature to achieve full interoperability. However, it is essential that only 


authorized devices have access to Public Safety networks and data. 
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3. Conclusion 
 


The distinct need for a private broadband wireless network for Fairfax County, Virginia and for 


all independent jurisdictions throughout the country is both essential and fundamental. The three 


fundamental drivers that justify the public safety broadband network are: to improve data 


throughput, to provide network availability, and to improve network reliability.  Underlying 


these drivers for a broadband network is that the network must be cost effective so that it can be 


shared by critical agencies, first responders, public service, transportation and other critical 


infrastructure providers. The Fairfax County public safety community will use the new wireless 


broadband network to improve its day-to-day communications and emergency response. As 


stated earlier, we believe that a Hybrid Nationwide network that leverages State and Local 


private networks and a nationwide network build out in non-private State and Local network 


areas is the best approach to addressing PS broadband communications needs nationally. We also 


feel that a “Balanced” National Governance is needed to standardize network build out, 


maintenance, operations and control. The Federal Government is critical to this process but 


without State and Local network deployment decision making authority and state and local 


network control; we will not be able to achieve network reliability and availability required nor 


the improved incident management response our first responders need and deserve.    
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1 Introduction 
The public safety community (law enforcement, fire, and emergency medical service) is 
experiencing a generational shift in technology that will revolutionize the way it communicates. 
Fourth Generation (4G) broadband wireless technology has become a commercially viable 
capability and offers mobile data rates that will enable a new generation of mission critical data 
and multimedia applications to be deployed to improve the ability of Public Safety and Law 
Enforcement agents to perform their mission. Traditional land mobile radio technology has 
limited data capabilities and suffers from a large installed base of thousands of stand-alone 
proprietary systems with non-contiguous spectrum assignments.  Public Safety is looking for a 
way to leverage the latest developments in commercially available wireless technology, but has 
several unique requirements that are not currently reflected in broadband technology. 
 
In August 2010, the U.S. Department of Justice Community Oriented Policing Services (COPS) 
office held the National Forum on Public Safety Broadband Needs. More than 20 public safety 
practitioners identified 15 operational requirements, each of which relate to at least four 
overarching themes (resiliency, availability and reliability, security, and affordability/commercial 
alignment).  The U.S. Department of Commerce's (DoC) National Institute of Standards and 
Technology (NIST) is seeking input on various possible features of a new nationwide 
interoperable public safety broadband network, relevant to the requirements and themes 
identified by the COPS report. This input will be used by NIST to help determine research and 
development priorities in anticipation of the President's Wireless Innovation (WIN) Fund to help 
drive innovation of next-generation network technologies.   
 
General Dynamics C4 Systems is pleased to submit these comments in response to the 
Department of Commerce request.  This document will review technology from our portfolio that 
addresses the COPS theme of resiliency.    


2 Resiliency 
The FCC defines Resiliency as ―the ability of operable systems to recover from mishap, 
change, misfortune, or variation in mission or operating requirements. Encompassing the 
technical aspects as well as the end-user information exchange aspects of interoperable 
communications, resiliency insures that the interoperability of communications systems is not 
affected by known or unknown circumstances of change. Resiliency also refers to the ability of 
the system to evolve and advance as new technologies or capabilities are developed. 
Furthermore, resiliency is a reflection of the flexibility of the system to respond to changes in 
operational requirements or implementation strategies and technologies.‖  
http://publicsafety.fcc.gov/pshs/clearinghouse/core-concepts/resiliency.htm 
 
The COPS report further defined 3 technology concepts essential to ensure resiliency in an 
emergency: 
 


 Self-Organizing: Self-organizing networks dynamically manage their own configuration 
by automatically making changes to ensure messages reach their destinations.  


 Meshing (ad-hoc device-to-device communication): A type of networking where each 
node must not only capture and disseminate its own data, but also serve as a relay for 
other sensor nodes, that is, it must collaborate to propagate the data in the network.  


 Adaptability: The ability of the network and/or device to modify/change behavior based 
upon external conditions 
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Self-organizing and ad-hoc networks have tremendous potential in commercial, civil and military 
operations.  This paper will provide a high level summary of currently available technology from 
General Dynamics that meets the NIST definition for resiliency.  


2.1 What is “Mesh” technology? 


Wireless mesh networking refers to wireless networks that allow traffic to traverse a network 
through multiple hops across wireless relay devices, or nodes. Mesh networks provide the 
following benefits: 


 Allow a network to be setup and/or extended quickly and easily without running cables 
between the nodes, reducing deployment cost and time 


 Provide better fault-tolerance if there are multiple paths between nodes, so if a node or 
path becomes unavailable, an alternate path can be used 


 Support mobile nodes in applications such as vehicle networking where running cable is 
impractical 


 Support dynamic network environments between vehicle convoys or groups of 
dismounted soldiers where nodes may regularly join or leave the network and the 
connectivity between nodes may change frequently 


In short, a ―mesh‖ network can be described as: 


 Self-forming: Network forms with little or no user intervention 
 Self-healing: Network can route around a failed node 
 Path optimizing: Network uses the optimal path between any nodes 


Mesh capabilities are necessary to many outdoor and tactical wireless solutions because these 
deployments often contain mobile nodes that can leave and rejoin the network as they travel 
from one location to another. In a dynamic network environment where nodes are mobile or 
temporary, a mesh solution ensures a level of fault-tolerance since network paths can be re-
calculated on the fly as the network changes. 
   
In recent years, many vendors have created mesh networking solutions that attempt to satisfy 
these market requirements. These solutions differ greatly in functionality and capabilities.  


 
 
 
 
 
 
 
  


Figures 1, 2 and 3: Self-healing mesh network 
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2.1.1 Municipal vs. Mobile Mesh Networks 


Many of the commercial mesh solutions are based on addressing the requirements of municipal 
mesh networks.   A municipal Wi-Fi mesh is a hub and spoke network designed to provide 
broadband access to the Internet.  This is provided by placing mesh points (MPs) in a grid like 
fashion to cover the target city geography.  These MPs are attached to buildings and are thus 
immobile.  The routing protocols are in many cases wired protocols made to operate over 
wireless interfaces.  The primary role of these routing protocols is to compute an alternate route 
when an MP fails.  MP failures are not very common and as such, convergence time is not a big 
issue.  Another characteristic of municipal mesh network is that most (if not all) the traffic is 
destined to the Internet, with very little traffic consumed within the network and thus no peer-to-
peer traffic.  In addition, multicast traffic is an insignificant percentage of the overall traffic in the 
network.  Municipal Wi-Fi mesh networks are focused on providing broadband Internet access 
and security is of little consequence.    
 
Mobile mesh networks are very different.  These networks are enclave and/or semi-detached 
networks connected to the outside world with a relatively slow (sub 1Mbps) satellite link.   Much 
of the traffic in mobile mesh network is consumed within the network in peer-to-peer 
communication.  In addition, multicast constitutes a significant percentage of the network traffic, 
sometimes, upwards of 80%, driven by video applications.  In mobile environments, mesh points 
(MPs) are attached to individuals and vehicles.   In mobile networks, a mix of RF technologies is 
typically employed to meet the challenging performance needs of these networks.    Finally, 
mobile mesh networks must meet significant security requirements.     


2.1.2 Requirements for tactical networks 


Using radio frequency (RF) technologies in conjunction with mesh networking creates a 
networking paradigm that provides greater coverage, throughput and mobility. Wireless mesh 
networking also allows for faster deployment and more flexibility for nodes to join, leave or 
create their own networks. 
 
This paradigm is particularly well-suited for mobile environments such as emergency response 
where network nodes need to be quickly deployed and may move from one location to another. 
To be effective, the network must support situational awareness and command and control 
applications which often include the transmission of sensitive data, video surveillance, mapping 
overlays and Voice over Internet Protocol (VoIP). When combined with appropriate security, 
wireless mesh networking is the best way to provide the requisite coverage, flexibility, and 
throughput for these applications. 
 
The suitability of wireless mesh solutions for outdoor, mobile and tactical environments can be 
determined in the following categories: 


 Performance – throughput and latency 
 Scalability –performance independent of the number of nodes  
 Mobility – movement of nodes 
 Security – appropriate security protocols and certifications 
 Media Independence – accommodate heterogeneous wireless infrastructures 


In order to create mobile and deployable wireless mesh networks that provide the necessary 
performance, coverage, mobility security and compatibility, General Dynamics C4 Systems 
Fortress Technologies has taken an innovative approach to Mesh technologies. 


Figure 2: Network Diameter 
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2.2 General Dynamics FastPath Mesh™  
FastPath Mesh is General Dynamics’ mesh technology focused on mobile mesh applications.  
FastPath Mesh is a self-forming, self-healing, end-to-end optimal mesh solution.  The main 
elements of the FastPath Mesh architecture are described below. 


2.2.1 Routing Protocols 


FastPath mesh is a highly scalable architecture based on a mix of proactive and reactive routing 
protocols.   Proactive protocols proactively create routing adjacencies and routes with 
neighbors.  These routes allow the system to constantly optimize the path used and quickly find 
backup routes when primary routes become unavailable.   Reactive protocols compute routes 
when a packet needs to be routed a yet-unknown destination.   Reactive protocols allow the 
network to scale to very large numbers because only relevant routes are computed and kept.  
FastPath Mesh utilizes a unique combination of both reactive and proactive protocols providing 
scalability coupled with high performance mobility. 


2.2.2  Large, Flat Network 


Many mesh implementations mandate hierarchies within it in order to scale to larger numbers of 
nodes.  In contrast, FastPath Mesh operates as a large flat network with no inherent hierarchy 
within it.   This allows seamless mobility of nodes anywhere within the network without regard to 
artificial hierarchies.   That said, the administrator may create RF and/or security hierarchies to 
meet management or IA requirements. 
 
FastPath Mesh supports both a large number of nodes as well as a large network diameter as 
illustrated below. 
 


 
 
 
 
 
 


Figure 4: Network Diameter 
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2.2.3  Elimination of Network Flooding 


One of the key design goals of FastPath Mesh is to eliminate network flooding.  Network 
flooding occurs when a packet is retransmitted multiple times (or repeated) over the air.  
Network flooding is very detrimental to overall network performance.  FastPath Mesh routing 
algorithms do not utilize any flooding.  Many IP protocols such as ARP and mDNS are designed 
for wired network and make extensive use of flooding.  When utilized over a wireless mesh 
network, these same IP protocols can consume a significant amount of bandwidth.    Thus, 
FastPath Mesh implements a number of optimizations, including local ARP and mDNS proxy 
functions to reduce the need for flooding over the mesh network. 


2.2.4  Continuous Path Optimization 


As nodes move within the mesh network, the routes selected need to adapt to changing 
environment.   In the following diagram, traffic is flowing from ―S‖ to ―D‖.   ―S‖ chooses the best 
route through R1, R2 or R3, depending on the cost (or signal stress – RSSi in a simplified 
sense). This type of route refinement is possible because all nodes in the network utilize a 
proactive route computation. 


 


2.2.5 Limited Control Bandwidth 


FastPath Mesh limits the overhead of its routing protocols to less than 5% of the overall network 
capacity regardless of the network size.  This allows FastPath Mesh networks to scale almost 
indefinitely to a very large number of nodes.  This limit is possible because of the lack of 
flooding coupled with sophisticated set of algorithms to prioritize and compress routing updates. 


2.2.6 True Multicast Operation 


Applications such as streaming video, which is a critical component of situational awareness 
applications, commonly use multicast addressing.   Many mesh implementations treat multicast 
traffic as broadcast – delivering every multicast packet to every node.   This results in 


Figure 5: Continuous Path Optimization 
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indiscriminate flooding and significant loss in available network bandwidth.   This is especially 
true as the size of the mesh network grows. 
 
FastPath Mesh operates as multicast-aware network ala. RFC4451.   FastPath Mesh snoops 
multicast control protocols (IGMP, MLD and MRD) and creates a multicast forwarding tree that 
ensures that multicast traffic is only delivered to the interested nodes in the network.   The 
multicast forwarding trees are automatically pruned and adjusted to adapt to the varying 
network environment without user intervention. 
 
In addition, FastPath Mesh uses a sophisticated set of algorithms to optimize multicast 
transmission over the air to conserve air time and improve robustness.   


2.2.7 Media Independence 


FastPath Mesh was designed from the ground up to concurrently operate over a heterogeneous 
mix of RF technologies.  These RF technologies can be either embedded inside General 
Dynamics MP or connected to the General Dynamics MP via Ethernet, such as an independent 
WiMAX radio.   FastPath Mesh is aware of and optimizes for RF links, however the routing 
implementation remains separate and distinct from the RF layer.    
 
The diagram below shows a Cellular base station (BS) and three cellular subscriber stations 
(SS1, SS2, SS3).  Cellular traffic between subscriber stations must flow through the BS.  In the 
mesh network below, traffic between nodes A and B is optimized based on the network 
conditions.  Traffic may follow Path#1 through the BS or hop directly between A and B using 
Path #2.  The choice between these two (and many other paths) is dynamically determined 
based on end-to-end cost between the two nodes. 
 


 
 


A


BS


SS
1


SS
2


SS
3


B


Path #1


Path #2


Figure 6: Media Independent Operation 
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In addition, as node A moves closer to node B, a more direct, less expensive route is used. 
 


2.2.8 End-to-End Security 


In a mesh network, traffic usually takes multiple hops to reach its ultimate destination.  Mesh 
Points (MPs) in FastPath Mesh create unique ephemeral keys between any pair of MPs.  Traffic 
entering the mesh network is encrypted by the entrance MP and is only decrypted by the exit 
MP.  This provides a number of advantages: 
 


 High speed mobility is easily supported as no keys need to be generated when paths 
change 


 Reduced latency eliminating unnecessary encryption and decryption of traffic 
 Higher assurance as the packet is never in the clear.  In fact, intermediate nodes cannot 


decrypt the traffic as it is encrypted using a key known only to the two end endpoints  


 
Thus, FastPath Mesh provides high performance mobility coupled with a higher level of 
assurance. 


2.2.9  No Single Point of Failure 


In wired networks, shared resources such as DNS servers are commonly used.  To avoid 
reliance on a single-point-of-failure, network administrators typically deploy a backup DNS 
server to be used when the primary one is unavailable.    
 
In a mesh network, reliance on shared resources reduces the resiliency of the network, negating 
many of the benefits of mesh networks.   For instance, a primary and secondary DNS severs 
may become unavailable for a variety of reasons.   FastPath Mesh is unique in implementing a 


Figure 7: Media Independent Operation 
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fully distributed DNS capability across the entire mesh network.  Thus, nodes are able to resolve 
name to IP mapping under all conditions.   This greatly improves the reliability and survivability 


of the mesh network. 


2.2.10 Suitability of General Dynamics FastPath Mesh™ 


General Dynamics FastPath Mesh™ is ideally suited to address the problems created by 
network clients that need access to the network even when they are widely dispersed or in 
mobile environments. These clients can be vehicle-based (manned or unmanned), in temporary 
structures, on sensors and even on personnel in the field. FastPath Mesh™ solves many real 
world problems, especially in the category of deployable or tactical networking.   


2.2.10.1  Emergency Response 


General Dynamics FastPath Mesh™ is ideally suited to Emergency Response, when temporary 
buildings, command centers, supplies, first responders and emergency vehicles are brought to 
an area where there is no reliable communications infrastructure.  In these situations, FastPath 
Mesh™ allows for distributed assets (vehicles, personnel, sensors) to be placed and integrated 
into the network without the considerations and constraints associated with traditional wired 
networks.  


2.2.10.2 Border Security 


Many organizations today are challenged to extend the reach of their networks to outdoor 
locations and across long distances while providing as much bandwidth as possible. Often, the 
need is to securely link multiple locations in sites where the traditional wired approach may not 
be practical. General Dynamics Secure Wireless Bridges securely extend the reach of outdoor 
networks and are ideally suited for border security and surveillance applications. 
   
For applications such as border security, the need is to link command posts with surveillance 
posts and border crossings, and to connect remote sensor networks and surveillance cameras.  
In these environments, the resilience of a General Dynamics FastPath Mesh™ network is 
critical. 


2.2.10.3  Vehicle Based Networks 


Many organizations need to extend broadband voice, video and data applications to their mobile 
and vehicle-based agents and officers. Whether the application is command and control, 
situational awareness, vehicle health monitoring, force protection or dismounted warrior 
communications, General Dynamics offers secure wireless communications while minimizing 
system complexity. 


2.2.10.4  Deployed Operations/Event Management 


In military operations, when convoys, command centers, UVs, supplies, soldiers and vehicles 
arrive, transit, and operate in a deployed environment, General Dynamics FastPath Mesh™ 
allows these units to bring the needed communications infrastructure with them, and for these 
distributed assets (vehicles, personnel, or sensors) to be placed and connected to the network 
without the considerations and constraints associated with traditional non-mesh networks.  
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Similarly, Public Safety and Homeland Security operations require rapid deployment of 
communications infrastructure to support law enforcement, security and crowd control efforts at 
large scale public events (conventions, sporting events, political gatherings etc.) 


2.2.10.5 Unmanned Sensors 


General Dynamics FastPath Mesh™ is ideally suited to support unmanned sensor networks.   In 
such networks, with little or no setup, a large number of unmanned sensors communicate and 
relay information to one or more command centers.  In more advanced applications, the 
unmanned sensors intelligently share the information and collectively act on it. In most cases 
the data transmitted is sensitive, so security and reliability of the delivery infrastructure is key.  
Owing to their size, these types of networks present significant challenges to traditional mesh 
architectures because of scaling limitations.  For most mesh architectures, the amount of control 
traffic grows either linearly or exponentially with the number of nodes in the net network.  
FastPath Mesh™ with its unique mix of both proactive and reactive protocols allows the network 
size to scale essentially indefinitely while limiting all control traffic to less than 5% of the network 
bandwidth. 


2.2.10.6  Maritime Domain Awareness 


Whether the need is to support streaming video for situational awareness during vessel 
boarding, or to provide secure wireless backhaul for IP based applications such as Identity 
Management and biometric scanning, these solutions require wireless communications at the 
edge of the network that offer the best performance in terms of radio range, throughput and 
reliability. 


2.2.11  FastPath Mesh Summary 


General Dynamics FastPath Mesh™ is a solution for outdoor, mobile wireless mesh networking. 
FastPath Mesh™ meets the real-world demands of today’s mobile wireless mesh networking in 
the following categories: 
 


 Performance: General Dynamics FastPath Mesh™ provides fast link setup, low latency 
and broadband throughput regardless of the size of the mesh network. FastPath Mesh™ 
supports the use of multiple radios per node (on unique channels) for mesh links which 
improves throughput by minimizing co-channel interference and maximizing the 
spectrum in use. 


 Scalability: General Dynamics FastPath Mesh™ supports a large number of nodes 
without degrading the available bandwidth of the network. Because the FastPath 
Mesh™ routing protocol requires only a small percentage of network bandwidth, a 
General Dynamics FastPath Mesh™ -enabled mesh network is far more scalable than 
those using traditional routing protocols. This also means that high bandwidth 
applications such as VoIP or streaming video are not impeded by the bandwidth 
requirements of the control protocol in a large mesh network.  


 Mobility: General Dynamics FastPath Mesh™ allows the nodes to move around within 
the network as well as for leaving and joining the network. This is possible because the 
FastPath Mesh™ architecture is flat and uses the auto-configuration elements of IPv6 
while providing full support for IPv4 nodes. 


 Security: General Dynamics has a long history of providing FIPS 140-2 validated 
wireless solutions as well as being at the forefront of implementing NSA Suite B 
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Cryptography.  General Dynamics wireless mesh products support these levels of 
security as well as 802.11i security. 


 Media Independence: General Dynamics FastPath Mesh™ is not specifically tied to 
802.11 networks; it also works over cellular (802.16 , WiMAX), military RF, free space 
optics (FSO) or standard Ethernet. General Dynamics has internal R&D programs 
exploring how General Dynamics FastPath Mesh™ will behave in a 4G Cellular/LTE 
environment.  While FastPath Mesh™ is built around IPv6 as the default mode of 
operation, it also fully supports IPv4 and other non-IP based applications. 


2.3 Software Defined Radios and Mobile Ad-Hoc Networking (JTRS)  


 
A mobile ad-hoc network (MANET) is a self-configuring infrastructure-less network of mobile 
devices connected by wireless links.   Each device in a MANET is free to move independently in 
any direction, and will therefore change its links to other devices frequently. Each must forward 
traffic unrelated to its own use, and therefore be a router. The primary challenge in building a 
MANET is equipping each device to continuously maintain the information required to properly 
route traffic. Such networks may operate by themselves or may be connected to the larger 
Internet. MANETs are a kind of wireless ad-hoc networks that usually has a routable networking 
environment on top of a Link Layer ad hoc network. 
 
The military Joint Tactical Radio System (JTRS) is a software-defined radio that will work with 
many existing military and civilian radios. It includes integrated encryption and Wideband 
Networking Software to create mobile ad hoc networks (MANETs)  The JTRS Handheld, 
Manpack, Small Form Fit (HMS) Radios use advanced waveforms running on nodes that are 
smaller, lighter, more powerful and more capable than any other radio communications devices 
at the tactical edge.   
 
The JTRS HMS Network extends network connectivity with voice, data and video 
communications for sensors, robots, UAVs, ground vehicles and warfighters on the move.  
JTRS uses MANET technology to insure every warfighter stays connected without fiber optic, 
cellular towers, routers and line of sight.  Connectivity is maintained around buildings, 
mountains, tunnels, caves and in basements. JTRS HMS bridges networks together:  legacy to 
future, terrestrial to beyond-line-of-sight, lower to upper echelons, unclassified to classified 
guard. General Dynamics C4 Systems believes the technology developed for JTRS is relevant 
to Public Safety communications.  We can share more information with respect to these 
concepts under non-disclosure agreement. 
 
(The MANET technologies described here are, by definition, proprietary in nature.  Since there 
are limited global standards to address MANET networks, interoperability with other MANET 
products cannot be guaranteed.) 
 


2.4 Pathfinder Network Radio 
Pathfinder Network Radios provide dynamic wireless, mobile, ad-hoc networking 
communications without reliance on network infrastructure. Pathfinder Radio users become their 
own network, which makes the radios ideal for use in remote locations where no infrastructure 
exists or where the infrastructure has been destroyed or overloaded. 
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The commercial/dual use Pathfinder Network Radio is a multi-band handheld transceiver 
device, supporting operations in the 2.4GHz to 2.48GHz and 225MHz – 450MHz frequency 
bands.  It also may be used as a Vehicular radio.  The Pathfinder Network Radio operates a 
commercial, advanced mobile, ad-hoc MESH networking waveform thereby allowing multiple 
Pathfinder Network Radios to form and joint a Pathfinder network while operating on a common 
channel. 


2.4.1  Overview 


Pathfinder radios work in a variety of situations and are ideal for use by, emergency first 
responders and disaster relief, law enforcement, Military and paramilitary, border patrol and 
drug interdiction, forest service, nation parks and monuments, and commercial industries (port 
authority, transit, retail, event management). 
 
The Pathfinder Network Radio has the ability to instantly form a network where no infrastructure 
exist with multiple group (broadcast), group (one-to-many) and private (one-to-one) 
communications enable the Pathfinder Network Radios to fully support Group level and Platoon 
level communications.  
 


 


2.4.1.1  Network Features 


Pathfinder radios are built for critical missions in challenging conditions and provide superior 
simultaneous voice, data and video communications and allow for multiple users on a single 
frequency to conserve spectrum space.  With a maximum of 64 radio users per network, users 
can form traditional communications groups, or extend range and coverage by connecting to 
multiple networks. Pathfinder networks provide for simultaneous dynamic voice and data 
wireless mesh network at the individual level.  
 
Each Pathfinder device functions as a voice and data router/repeater creating a powerful multi-
hop/multi-user dynamic network that extends coverage to the edge and overcomes the daily 
issues of infrastructure dependency, blocked transmissions (walls, metal, dead-spots, climate, 


Figure 8: Public Safety Mobile Mesh Architecture 
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etc.) and out of range communication.  The Pathfinder Network is an Ad-Hoc, Automatically, 
Self organized RF network.  The Unique Mesh algorithm supports up to 64 units. 


 


• Ad-Hoc, Automatically, Self Organized RF Network 
•  Unique Mesh algorithm supports 64 units network with support for 7 Gateways 


function to other networks (GMS, CDMA, P25, Tetra, etc…) 
•  Simultaneous  multi Voice, Data services 
•  Voice priority support QOS support 
•  PC application support (include TCP- IP interface) 
•  Gateway support to other wireless platforms (GSM, VHF…) 


 
Each Pathfinder radio (up to 64 radios) on a specific radio frequency channel can be individually 
contacted through the Private call capability.  The Pathfinder Network automatically indicates 
what radios are available on the Network via each radio’s given alias.  As radios leave and enter 
the network, the available alias contact list is automatically updated.   


2.4.1.2 Private, Group, Broadcast & Prioritized Broadcasting 


By using the Prioritize Feature radios can be configured to prioritize reception specific Groups, 
broadcast, or Private Call sessions over other group/broadcast/private sessions 
communications.  Once the prioritized call has ended, the Pathfinder radio will automatically go 
back and receive on-going calls.   
 
An example of prioritization allows Broadcast calls priority over (Alfa) Group Calls, which have 
priority over Private Session calls.  Private Session call is initiated within the Alpha Group.  A 


Network Features 


Multi-hop, ad-hoc, self-organized network 


No master/slave — no one point of failure 


Quick deployment 


Multiple simultaneous voice and data sessions 


Multiple group (broadcast), group (one-to-many) and Private (one-to-one) 
Data Rate - Up to 500 Kbps 


Text messaging capability 


Preemption — 4 levels for voice and 8 for data 


Multiple sub-networks (groups), with up to 64 radios per group 


Automatically adaptive number of hops (up to 8) according to position and mobility of users 


Dynamically allocated — up to 64 registered users per channel 


Up to 40 available RF channels 


1km clear line of sight,  


Figure 9: Pathfinder Radio Private and Priority Group Calls 
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Group Call is prioritized over the Private Session allowing all users in the Group to listen to the 
Squad Leader. 
Extended Group Call is prioritized over the Alfa Group call allowing contact with the Squad 
Leaders from both Alfa and Beta Group while still allowing the Alfa Group Call to continue within 
other members of the Alfa Group. 


 


 
 


Once the Extended Group call is ended, Squad leader is automatically rejoined into the Alfa 
Group Call. 


2.4.1.3   Group Radio Wireless PTT 


General Dynamics C4 System has Wireless PAN technology available that can be integrated 
into the Pathfinder Network Radio to support Wireless PTT functionality.   


2.4.1.4   Gateways for Pathfinder Network Radios 
Gateways for Pathfinder Network Radios provide routing paths to connect users to other radio, 
satellite, IP and cellular networks, extending the reach and flexibility of the Pathfinder Network 
Radio system. Connecting to external communications networks is easy with General 
Dynamics’ gateways.  Where legacy network infrastructure exists, the Pathfinder Network Radio 
System can take advantage of those networks by providing gateways, thereby increasing the 
network’s footprint and reach. The Pathfinder Network gateway extensions provide the 
interoperability with external legacy networks such as P25 land mobile radio, Cellular, VHF/UHF 
Analog, Internet Protocol (IP), Satellite, and PSTN. 


3 Public Safety Assessment 
The selection of LTE as the 4G wireless access technology for Public Safety offers the 
community the ability to finally have nationwide interoperable communications governed by a 
globally accepted industry standard.  The ability to benefit from the economies of scale and 
market competition associated with the commercial wireless market is also an expected 
outcome of this action.   
 
However, any expectation of the commercial market to meet every Public Safety feature request 
must be tempered with the knowledge that Public Safety represents only a small fraction of the 


Figure 10: Pathfinder Platoon Group Calls 
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overall commercial 4G wireless market and commercial R&D investment is geared toward larger 
market opportunities.  While LTE is a global standard, managed and administered by the 3rd 
Generation Partnership Program (3GPP), the ability to address vertical specific application 
requirements, like those identified in the COPS report, through the standards process, is limited. 
Public Safety must explore other avenues and technologies to meet their mission requirements.   
 
For use in remote, geographically dispersed or dense urban areas, mobile wireless mesh 
technology can insure secure, reliable, mission critical communications.  The products that 
General Dynamics has described in this response are in wide use today with civil and military 
customers.   With the right investment and focus, Public Safety can benefit from these products. 


4 Conclusion 
General Dynamics C4 Systems has a long history of supporting our customer’s requirements 
with military and dual use mobile networks.  We look forward to working with NIST to help 
achieve the goal of the Public Safety community, Nationwide, Interoperable, secure, broadband 
wireless capability.  
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1.0 Introduction 


The public safety community (law enforcement, fire, and emergency medical service) is 


experiencing a generational shift in technology that will revolutionize the way it communicates. 


Fourth Generation (4G) broadband wireless technology has become a commercially viable 


capability and offers mobile data rates that will enable a new generation of mission critical data 


and multimedia applications to be deployed to improve the ability of Public Safety and Law 


Enforcement agents to perform their mission. 


 


Traditional land mobile radio technology has limited data capabilities and suffers from a large 


installed base of thousands of stand-alone proprietary systems with non-contiguous spectrum 


assignments. Public Safety is looking for a way to leverage the latest developments in 


commercially available wireless technology, but has several unique requirements that are not 


currently reflected in broadband technology. 


 


In August 2010, the U.S. Department of Justice Community Oriented Policing Services (COPS) 


office held the National Forum on Public Safety Broadband Needs. More than twenty public safety 


practitioners identified fifteen operational requirements, each of which relate to at least four 


overarching themes (resiliency, availability and reliability, security, and affordability/commercial 


alignment). The U.S. Department of Commerce's (DoC) National Institute of Standards and 


Technology (NIST) is seeking input on various possible features of a new nationwide interoperable 


public safety broadband network, relevant to the requirements and themes identified by the COPS 


report. This input will be used by NIST to help determine research and development priorities in 


anticipation of the President's Wireless Innovation (WIN) Fund to help drive innovation of next 


generation network technologies. 


 


General Dynamics C4 Systems is pleased to submit these comments in response to the 


Department of Commerce request. This document will review technology from our portfolio that 


addresses the COPS overarching theme of security and the set of features for Strong, Dynamic 


Access Control. 


2.0 Security Capabilities Supporting Interoperable Public Safety 
Broadband Network 


As stated in the RFC, the network must enable security through: 


Strong, Dynamic Access Control: Access control lists can be configured to control both 


inbound and outbound traffic on networks and authentication/verification of users/devices 


on the network.  The level of access control should be sufficient to allow for entree into a 


broad set of systems and databases needed by public safety (e.g., criminal history 


databases, medical records, public work records, etc). 


 


Security in networks such as the nationwide public safety broadband network cannot be 


implemented piecemeal; it requires a systems wide perspective and understanding of the 


interdependencies of the components.  The security approach should address all the elements: 


users, endpoints (handhelds, laptops, desktops, servers, etc), networking and infrastructure 
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equipment (firewalls, routers, switches, encryptors, etc), as well as the information on the 


network. 


 


A layered approach to access control provides protection and assured availability of network 


resources and of the users, services, and data reached through the network.  The goal must be to 


enable needed connectivity to and sharing of information – ―the need to share‖ – while 


prohibiting inappropriate use of resources or sharing of information – ―the need to protect‖.  


 


We believe the following capabilities and technologies are essential for securing the nationwide 


public safety broadband network: 


 


Core Security Capabilities 


Capability Description 


Identity & Access Management  Strong identity solutions for human users and devices 


 Network access control solutions based on device configuration 


and health 


 Data access control based on need and user privileges 


Trusted computing for endpoint integrity 


Cross Domain Solutions  Allow for sharing among different organizations/compartments, 


etc, based on mission need and policy 


Transactional Audit  Allow visibility and insight into what devices are on the network, 


their status and what data is being shared 


Situational Awareness using 


Visualization/Collaboration 
 Situational awareness of network security posture, asset 


management and logistics planning 


 


General Dynamics C4 Systems has extensive experience developing many of the capabilities. 


Equally important, we have extensive experience integrating and hardening standards-based 


COTS devices in secure networks in both tactical and enterprise environments 


2.1 Overview 


Effective protection of the network, resources, and users requires a layering of access control 


capabilities.  Network access controls are used as a first line of defense when users attempt to 


connect and before they can reach internal systems.  This is device oriented and includes 


compliance checking of the device configuration.  Access to services, data, and other users 


entails additional layers of access control and is generally tied to the user’s attributes.  Each 


instance of access control includes authentication, authorization, and accountability.  


Authorization is based on policy rule sets and the types and management of these rule sets enable 


dynamic access control. 


 


Strong authentication is the basis for access control and current best practice is to use PKI 


credentials for both users and devices.  Assessment of compliance of devices is strongest when 


based on a hardware root of trust in the device to ensure the integrity of the device, and means to 


measure and report the configuration. The users and networks will be interacting with multiple 


security domains (a domain is defined by a common security policy) such as Federal systems and 
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various forms of cross domain solutions will provide the trust to mediate information exchanged 


between domains.  Accountability for actions and auditing of actions taken provide visibility into 


who is connected to what and what data has been exchanged.  Finally, visualization and 


collaboration capabilities allow the managers of the networks and resources to determine the 


status, assess the risks, and select the appropriate response actions to maintain security of the 


operations. 


2.2 Identity and Access Management 


Identity and Access Management 


A key capability needed on the new network is the ability to enforce secure data sharing by 


controlling who can access networks and data, and to control the flow of data based on document 


markings and metadata. All actions must be audited to provide forensic data after an event and 


Continuous Monitoring (CM) of network resources and client platforms provide the capabilities 


to identify vulnerabilities and detect anomalies so actions can be taken before malicious events 


occur. The data collected from audit trails and continuous monitoring are fed to a Situational 


Awareness (SA) function that provides alerts to administrators and provides administrators the 


capability to review past actions. 


 


Identity and Access Management is comprised of the following elements: 


1. Identity Provisioning and Management 


2. Network Access Control  


3. Attribute Based Access Control (ABAC) and Risk Adaptive Access Control (RAdAC) 


 


Identity Provisioning and Management 


The first step in Identity and Access Management is provisioning and maintaining a strong 


notion of a system identity. A common implementation of identity management is through the 


use of a PKI infrastructure. As the science and best practices of properly implementing and 


maintaining a PKI infrastructure have evolved, a robust PKI implementation offers desirable 


enterprise management qualities including: established support for identity provisioning and 


distribution, trust based on strong cryptographic principles, revocation abilities, and hierarchical 


as well as lateral chains of trust. Furthermore, new security ideas and technologies can extend the 


use of a PKI infrastructure, such as the introduction of non-person entity identities. Non-person 


entity identities allow machines, like humans, subject to similar security, registration, and 


handling procedures. 


 


Following the step of using a PKI identity scheme; a common artifact of such a scheme is the 


credential token. As with any token, there is always the issue of adequate token protection. A 


common token protection scheme is to encrypt the contents of a token using a password. 


Unfortunately, when dealing with non-person identities the password is almost never a secret—


think of the possible places a machine may store its passwords. The Trusted Computing Group 


(TCG) has introduced the Trusted Platform Module (TPM) as standardized, trusted, hardware 


module to accompany standard COTS platforms. Using the TPM specification allows the TPM 


device to protect a PKI token credential in a trusted manner. 


 


Network Access Control 
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The previous section dealt with the issue of strong identity management; we now see the fruits of 


using these identity primitives to enable an effective network level access control mechanism. 


Network Access Control (NAC) provides the capability to control access to enterprise networks. 


Access decisions are based on rules in policies, which define access rights in regards to attributes 


of the requestor and the requestor’s platform. The rules may also consider attributes of the 


network object being requested. In effect, NAC is implementing a form of Attribute Based 


Access Control (ABAC). NAC supports the situational awareness by providing audit events for 


all requests submitted to NAC. NAC encompasses authentication/authorization and interfaces. 


Network access controls also include the control of inbound and outbound traffic based on ports, 


network daemon names, hosts, and networks. 


 


Authentication and Authorization 


Most of the authentication work is largely solved by implementing a good identity management 


scheme. In the case of Ethernet and WLAN network authentication a standards based 802.1X 


compliant switch can disallow Layer-2 access until a device successfully authenticates. 


Likewise, in the case of a VPN tunnel, the device will need to authenticate to the VPN 


concentrator for further network access; unlike the wired 802.1X case, the VPN solution utilizes 


Layer-3 interfaces for authentication. 


 


NAC authorization protocols are largely handled by a set of standards created by the Trusted 


Network Connect (TNC), a subgroup of the larger TCG body. Using the TNC body of 


specifications endpoint health information can be ascertained and used to implement ABAC over 


protected network resources. Because endpoints are fairly susceptible, health information 


originating from the native endpoint without additional protections should not be trusted—this is 


a typical case of the lying endpoint problem. In an effort to deal with this issue the TNC has 


embodied a set of specifications to utilize the TPM for trusted measurement and attestation of 


endpoint health. Additionally, using the TPM allows an endpoint to establish a root of trust at the 


TPM. Using the TPM as a root of trust allows the ability to extend a transitive chain of trust from 


the lower level computing hardware up to and including the Application layers. Establishing this 


chain of trust assures boot-time application trustworthiness enabling additional system health 


checks at the Application layer—additional checks the TPM may not have covered.  


 


As the TPM mostly covers lower level hardware states there will exist the need to report OS and 


application layer states. NIST has created an evolving set of standards which define an 


ontological vocabulary about machine health and configuration within a body of standards 


known as Security Content Automation Protocol (SCAP). An endpoint scanner will evaluate and 


report machine configuration and health results to a NAC Policy Decision Point (PDP) using 


SCAP enumerations. A NAC PDP will evaluate policies using SCAP and other machine 


attributes over protected network resources. ABAC-enabled NAC allows expression of rich 


policies and policy outcomes enabling the use of access gradients. For example, access 


requestors compliant to a given policy are granted access to protected network resources. 


Requestors minimally out-of-compliance may be relegated to a ―guest‖ or de-privileged network; 


while requestors markedly out-of-compliance would be assigned to an unprivileged remediation 


network. 
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While the use of the aforementioned technologies enables a more secure operating environment 


they must work in tandem within present day IT frameworks, paradigms, and equipment. A 


naïve incorporation of new security technology may raise numerous denial-of-access headaches. 


Infrastructure, to support legacy devices and platforms owned by unanticipated users,—whose 


devices may not yet be provisioned for the targeted operating environment—must exist to 


facilitate a productive seamless environment. More importantly than the presence of this 


infrastructure is the ability for the constituent infrastructure sub-systems to communicate 


effectively, and in a standards based compliant manner.  


 


Interfaces 


The TNC’s prescience had recognized the need for inter-device communication, and thus created 


a common repository to facilitate device collaboration. IF-MAP, a specification which composes 


a part of the TNC set of specifications, defines a Metadata Access Point (MAP) along with 


interfaces to access the MAP repository. The MAP database can store, amongst other 


information, all relevant platform and network metadata. Additionally, the MAP database’s 


graph-centric structure enables cognizant searches based on system connectivity and operational 


flows. The authoritative, standards based collection, storage, and communication of machine 


attribute data enables the use of rich multi-grained policies on attribute metadata not only at the 


NAC level, but also for the purposes of Data Access Control. 


 


Attribute Based Access Control (ABAC) and Risk Adaptive Access Control (RAdAC)  
Today’s need-to-share paradigm succinctly requires the explicit sharing of sensitive information 


with authorized entities, all the meanwhile maintaining adequate protection mechanisms from 


unauthorized access. Furthermore, sharing must be performed across administrative, 


organizational, and governmental boundaries, accommodate unanticipated users, support 


dynamic communities of interest (COIs), meet the demand of changing mission needs, and keep 


pace with increased mission tempos. 


 


ABAC enables information sharing based on the identity and attributes of the user, platform 


attributes, resource attributes, environmental attributes, and the policy defined by the data 


steward while simultaneously protecting valuable assets. ABAC supports the situational 


awareness by providing audit events for all requests submitted to ABAC, whether allowed or 


rejected. 


 


An ABAC implementation consists of a security gateway placed in front of a protected resource; 


all network connections addressing the protected resource must first be processed by the security 


gateway. This security gateway is called a Policy Execution Point (PEP). The PEP takes 


direction from a Policy Decision Point (PDP). The PDP’s responsibility is evaluating policies on 


resource metadata. The PEP or PDP may possess intelligence to determine the context of a 


request; that is they could contain a Context Handler. It is the Context Handler’s responsibility to 


marshal and present attributes required by the policy to the PDP. Design pattern variations may 


be influenced by attribute metadata flows, such as the ratio of local vs. federated (remote) 


attribute queries. An ABAC implementation aware of the XACML profile may recognize the 


aforementioned subject matter; but in fact there are many open security standards and 


frameworks that can be employed one can employ to implement an ABAC solution. 
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As resource and requestor attribute metadata become prevalent, so will ABAC expressions and 


functionality. ABAC controlled information is not limited to the typical request/access pattern 


discussed up to this point, but may include RSS feeds, broadcast transmissions, custom portals, 


subscriptions, etc. Furthermore, when dealing with cross-domain environments content can be 


automatically—with assurance—redacted; or alternatively multiple versions of content 


appropriately distributed to authorized parties. 


 


RAdAC 


The need to keep pace with ever changing mission needs and increasing mission tempos will 


drive the need to evolve to Risk Adaptive Access Control (RAdAC) mechanisms. Risk 


adaptation includes the adoption of multiple policies over a single protected resource; policy 


selection is chosen according to a defined risk profile. RAdAC also includes capabilities to 


assess threat and need levels. RAdAC allows information sharing in situations where the data 


steward has allowed and provisioned for the risk in the form of another policy. Conversely, a 


RAdAC implementation could restrict access to a protected resource when the system observes 


evidence that a resource’s observed risk profile exceeds the risk profile associated with the 


current selected policy. Automation of such a function serves as a foundational dynamic defense 


piece within the context of Computer Network Defense (CND). ABAC implementation naturally 


lends itself to performing RAdAC since operations are still performed over attribute metadata. 


 


Insider Threat Protection Prototype Using Trusted Computing Technology 


Complete mitigation of insider threat requires enhancements across the full spectrum of people, 


processes, policies and IT security. However, significant improvement in the risk posture can be 


gained via advancements in trusted computing and assured information sharing capabilities. With 


the right mix of monitoring and access control tools, combined with better data protection, 


agencies can make accidental or malicious exposures of sensitive information much more 


difficult. These same capabilities are also needed in mobile and cloud environments, where the 


distributed nature of data and users necessitates increased trust in humans, devices and access 


mechanisms. 


 


A hardware root of trust, Trusted Platform Module (TPM) enabled endpoint is foundational to 


clearly knowing the user requesting access, understanding the state of the endpoint, whether 


fixed or mobile, making access decisions to networks, services, and data in the cloud, and 


gaining clear visibility of your overall information and security posture, all of which is 


imperative in an ever changing environment with increasing threats. 


 


Anchored by the hardware root of trust in the TPM, an endpoint can attest to the integrity of its 


configuration, the operating system state, and applications based on trusted measurements 


collected by the TPM-enabled endpoint. Coupled with the strong authentication of a user bound 


to an authenticated TPM endpoint, network and data decisions can be made with higher 


confidence, using the identity of the user and the trusted characteristics of the endpoint. These 


capabilities enable smartly tagged information to be confidently and securely shared and 


protected against any anomalous activity in enterprise, secure mobility, and cloud environments. 
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We have developed a proof-of-concept system to deliver these capabilities by integrating COTS 


products with internally-developed security management and visualization capabilities. 


Specifically, the proof-of-concept: 


1. Uses a commercially-based standards Trusted Network Connect (TNC) approach for 


collecting hardware-based measurements and verifying platform integrity. 


2. Increases the fidelity of endpoint assessment, to include Security Content Automation 


Protocol (SCAP) checklist and vulnerability scan results, patch levels, application versions, 


firewall settings, browser settings, and the existence of potentially malicious applications 


specifically defined in policy to focus on insider threat activity. 


3. Standardizes, aggregates, correlates, and makes insider threat related endpoint information 


available for network access and information sharing decisions and situational awareness. 


4. Information tagged with DoD/IC standards based metadata enables strong access controls 


and end-to-end protection, whether information is stored in conventional stores or made 


available via cloud services. 


5. Provides a common visualization point for situational awareness of the information sharing 


posture and anomalous events. 


 


This technology advances trusted computing technologies and provides a stepping stone to an 


integrated, standard based, commercial solution to the insider threat challenge. 


2.3 Cross Domain Solutions 


Although the use of security controls such as access control lists and user/device authentication 


may be sufficient to control access to resources and information on a network when a single level 


of information (e.g., public, sensitive, classified) is on the network and a single organization 


controls the entire network, they are not sufficient when multiple levels of information are on the 


network and no single organization controls the network. In this case, much stronger security 


controls are required to meet governmental requirements for information assurance (IA) and 


certification and accreditation (C&A). 


 


The nationwide public safety broadband network will make it ―easy‖ (i.e., possible, fast) to share 


information between the law enforcement agencies (LEA) – Federal, State, Local, Tribal – that 


use the network. Each LEA will have some information – text messages, chat sessions, static 


images, streaming images, file transfers, database queries, web browsing, etc. – it wants to share 


and some information it wants to keep private. Sharing information between LEAs, while 


essential in an operational context, must be controlled to ensure that sensitive or restricted 


information is not shared inappropriately. The network must therefore implement security 


controls that allow information to be shared in a secure manner. 


 


In the lexicon of information assurance, each LEA would be described as a security domain and 


the sharing of information between security domains would be described as a cross-domain 


transfer of information. The security controls that allow the sharing of information between 


security domains in a secure manner go beyond simple network access control lists and user 


identification. Cross-domain security controls provide discretionary access controls (DAC), 


mandatory access controls (MAC), role-based access controls (RBAC), attribute-based access 


controls (ABAC), content inspection, and auditing functionality that meet government 


information assurance requirements for certification and accreditation (C&A), which 
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significantly exceed commercial best practices. Cross-domain security controls are typically not 


found in commercial information systems and networks. These security controls are found in 


information systems and networks used by the Department of Defense (DoD) and the 


Intelligence Community (IC). 


 


There are aspects of cross-domain information sharing in the LEA environment that will be 


different from the usual DoD/IC environment: 


1) The LEAs will share/protect information on a dynamic case-by-case or 


operation-by-operation basis, so the network must allow cross-domain security controls to be 


implemented rapidly, as operational needs arise. Equally important, the network must allow 


operation specific cross-domain security controls to be removed when the operation is 


complete. 


2) Participation in operations will be variable across the LEAs on the network; some LEAs will 


have many users participating and other LEAs will have no participation. 


3) Some operations will be long lasting (weeks, months) and other operations will be short 


(hours, days). The network must be able to support both without imposing unnecessarily 


administrative burden on the LEAs. 


4) The network will not have a centralized user identification and authorization function that 


spans all LEAs. Rather, each LEA will be responsible for authenticating the identity and 


privileges of their personnel and all LEAs will have to trust the authentications from other 


LEAs. Because the LEAs exist at many different levels, establishing the policies and security 


controls to implement a system of mutual trust will be particularly challenging. 


 


The implementation of cross-domain security controls in this multiple LEA environment will 


require a trade-off between ―the need to share information‖ and ―the need to protect information‖ 


as well as an understanding of C&A requirements and process. 


 


Because of our history of working with DoD/IC customers to solve their cyber security 


problems, we have products and technology that provide cross-domain functionality such as: 


1) Computing platforms – handheld, laptops, desktops, embedded – that allow access to 


multiple security domains at the same time 


2) High Assurance Guards that control the transfer of information between security domains 


3) Systems – network, desktops, servers, storage, databases, gateways, etc – that consolidate 


information from multiple security domains into a single enclave 


4) VoIP desktop phones and handheld smart phones that provide Type 1 encryption of voice 


communication 


5) Encryptors that provide Type 1 encryption at bandwidths up to 1 Gb/s 


6) Encryptors for hard drives in both tactical and enterprise computing platforms 


7) Enterprise security management (ESM) software for all of the key elements of ESM: (a) 


Attribute Management, (b) Audit Management, (c) Configuration Management, (d) 


Credential Management, (e) IA Metadata Management, (f) Identify Management, (g) Key 


Management, (h) Policy Management, (i) and Privilege Management. 
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Additional information on these products and technologies has been included as appendices to 


this submission. 


2.4 Transactional and Asset Inventory Audit 


Further utilization of strong identity management technologies and process result in higher 


assurance transaction and asset inventory audit systems. Binding human subject and platform 


identities through the use of NAC and DAC reduces anonymous network activity. The ability to 


tie fragmented network event data to a human user and platform reduces uncertainty when 


supporting incident response tasks such as event reconstruction. The benefits of strong identity 


management are not localized to network events, however. The Insider Threat prototype system 


discussed earlier records all transaction requests; regardless of the request’s success of failure. 


An audit trail of such quality might sufficiently establish a chain-of-custody in support of 


forensics or other detailed analyses. 


2.5 Situational Awareness 


As with any security system, people are needed to continuously monitor and maintain awareness 


of system state, as well as tend to any reports the system may have generated. As systems 


become more complex and a greater wealth of information becomes available we are left with an 


information sifting problem. While analytic functions are still necessary, some of the pattern 


recognition may be performed by human using charting, visual cues, and highlighting. A 


visualization tool used to analyze data must support data interaction and collaboration. 


Dashboard type views are easy to use, but are limited in capability to what they can convey using 


pre-defined views. Interactivity or the ability for analysts to drill-down into the data using 


custom visualizations unlocks unique human analytic capabilities. The need to collaborate and 


communicate ideas reflected within the data is another essential function a visualization tool 


must have. These pillars of visualization are reflected in CoMotion™, a product developed by 


General Dynamics C4 Systems. 


 


The CoMotion™ product has been developed by General Dynamics C4 Systems as a 


visualization system to enable analysts to have better views of information. The CoMotion™ 


product collects data from many sources including events generated by NAC and PBAC 


subsystem. The CoMotion™ product includes an Aggregation and Recomposition Manager 


(ARM) subsystem that supports the user’s need to organize, understand and make sense of large 


amounts of data. Standard visualization capabilities are supported: 2D and 3D geospatial 


visualizations, timelines, network diagrams, scatter plots, histograms, and other charts. 


 


CoMotion™ is based on a collaborative visualization engine that has been used in applications 


ranging from the US Army’s Command Post of the Future (CPOF) to logistics for 


USTRANSCOM, as well as medical clinical trial management applications where situational 


awareness is critical to rapid and informed decision-making. 


 


Situational Awareness Subsystem Goals Focus 


1. Collect and analyze forensic-quality data 


2. Models represent both normal and abnormal insider activity 
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3. Better techniques to determine user intent from strict observation 


4. Counter multiple colluding insiders 


5. Architecturally integrated response strategies 


2.6 Applicability of Security Capabilities to Other Desirable Features 
in the Public Safety Broadband Network 


The implementation of the robust security capabilities described above is beneficial to the 


network in other key areas as well. Security adds to the resiliency of the network by enhancing 


the ability of the network to operate in the presence of an attack and by allowing network 


resources to be reallocated based on need during an attack. Security adds to the affordability of 


the network by increasing the compatibility of the network to commercial networks by allowing 


standard interfaces to be used in a secure manner, rather than requiring the development and 


implementation of custom interfaces. Security also enhances the ability of the network to scale as 


needed by the users on the network. 


3.0 Considerations for Implementing Security Capabilities in Public 
Safety Networks 


Access control is highly important to maintaining the availability of resources for those who 


need them.  If unauthorized users and mis-configured devices are allowed into the network, the 


integrity and availability of resources will be in jeopardy.  The network must protect itself and 


the hosted services in order to be ready to support its intended missions.  The proper 


implementation of access control with appropriate policy rules and dynamic adaptability is also 


critical in order to avoid the problem of denying access when it is most critically needed. 


3.2 Gaps, Challenges and Research Opportunities 


Gaps include  


 Trust on the mobile device – hardware root of trust and hardware virtualization support are 


being developed but not yet fielded and when fielded will need application and infrastructure 


support.  Research is needed into use of planned capabilities for compliance 


assessment/integrity verification and for device audit and accountability.  Also need to 


develop and pilot infrastructure support such as issuance of attestation and identification 


certificates.  


 Digital policy management for access control and RAdAC capabilities are in early adoption 


and not yet complete, scalable, and standardized across vendors. 


 Visualization of information across integrated, cross functional data sources can provided 


improved situational awareness and risk assessment of a national network but piloting and 


research is needed to determine the operational requirements and data needed. 


 Use of NAC, RAdAC, digital policy management, trusted computing, and cross domain 


solutions can all contribute to network resiliency, availability, reliability, and recovery 


options as well as security.  Conversely, methods to dynamically reconfigure and reconstitute 


networks need to address continuity of security services.  Research is needed into the 


coordinated capabilities and features providing these overarching themes. 
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3.3 Industry and Government Best Practices 


Enterprise networks and Federal users such as DoD have begun implementing these features for 


fixed users and are investigating and planning for support of mobile devices and users.  For 


instance, ABAC, NAC, hardware root of trust, and CDS are implemented for fixed user networks 


and best practices can be examined. 


3.4 Importance of Standardization and Vendor Diversity 


Both standardization and diversity are important.  The security features obviously involve 


interoperation between a number of systems (identity management, policy management, access 


control, compliance assessment, SA) and this includes interoperation with similar functions in 


external networks and systems (Federated PKI, access control to existing systems).  Diversity not 


only serves to maintain competition and supply availability but provides a valuable security 


attribute for defense in depth – different vendor implementations tend to not share the same 


vulnerabilities so layering diverse implementations is generally stronger than two of the same. 


3.5 Establishment of a Core Public Safety Network 


In a recent report, the President's Council of Advisors on Science and Technology 
suggested the need to develop methods for implementing a ``survivable core'' of cyber-
infrastructure that would be relied upon to provide truly essential services in the event of 
a catastrophic cyber-attack.  
 


Our recommended approach would be to design the primary network for rapid reconstitution.  


We have addressed network recovery and reconstitution requirements for networks and have 


some insights.  New capabilities for dynamic policy control (networking and security), ad hoc 


network formation, adaptable security features, and common identification can all contribute to 


reconstitution rather than being roadblocks. 


3.5 Network Features or Requirements Not Identified in the RFC 


Our response has identified the security features needed overall to provide strong, dynamic 


access control as well as general security support for the mission and goals of the new 


nationwide public safety network. 
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more than 16,000 employees — including nearly 7,000 engineers and scientists.  Harris is 


a leading global supplier of secure radio communications products and systems, and 
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Executive Summary 


This document provides input to the Department of Commerce (DoC), National Institute 


of Standards and Technology (NIST) on the topic of the emerging public safety 


broadband network.  It provides input on four key themes: 


1. Resiliency During Emergency Response 


2. Reliability & Availability 


3. Cyber Security 


4. Affordability and Commercial Alignment 


For each of these themes, input is provided on the following: 


 The importance of related features 


 Current gaps that exist preventing the realization of the full potential of each 


feature 


 Possible research and development that could close technical gaps 


 Challenges that public safety could face in realizing the full potential of the 


feature 


 Best practices from other industries that could be leveraged 


This document also provides input into five additional topics: 


1. Open Standards and Commonality 


2. Multi-Vendor Environments 


3. Affordability 


4. Leveraging a Survivable Core & Cyber Infrastructure 


5. Industry Engagement 
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Background 


The advent of wireless broadband technology has been one of the most significant 


technology breakthroughs since 9/11.  Backed by a vast global commercial eco-system, 


this industry is shaping every facet of our lives, and will drive social and economic 


change around the world.  Smartphones and applications that operate on current and 


emerging wireless broadband networks are rapidly re-defining the information age in 


which we now live. 


Regulatory policy in the U.S. has now paved the way for this exciting technology to be 


made available to our nation’s first responders and others charged with protecting life and 


property of our citizens.   Allocation of spectrum and funding are central to making the 


Public Safety Wireless Broadband Network (PSWBN) a reality.  With the goal of 


achieving nation-wide interoperability, the issue of governance and network architecture 


are rightfully at the forefront of the ongoing dialog between policy makers, public safety 


organizations and the industry partners that support them. 


NIST has properly recognized that there are unique requirements for the PSWBN that 


differ from commercially deployed networks.  Although much of the foundational 


technology and commercial standards can and will be leveraged, there are key differences 


in the business model that drives public safety communication vs. the commercial 


business model that addresses the needs of consumers, business and industrial users.  


Consistent with the public safety mission, the need is to provide communication 


capabilities to first responders when and where they are called upon to protect life and 


property, and to do so while providing for their own personal safety. 


Through a series of rule-making initiatives, and with virtual unanimous support, the FCC 


has mandated use of the Long Term Evolution (LTE) standard for the PSWBN.   This is 


one of several steps that are vital to ensuring the PSWBN achieves the goal of nation-


wide interoperability. 


On September 7, 2011, members of the Visiting Committee on Advanced Technology 


(VCAT) Subcommittee on the National Public Safety Broadband Network and other 


stakeholders met to discuss prior work led by DoC/NIST.  Harris participated in that 


meeting, and believes that a key outcome was a depiction of relevant technology and 


standards, which we illustrate below in Figure 1: 
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Figure 1: PSWBN Standards & Technologies 


The LTE standard (depicted as the green circle), developed by the Third Generation 


Partnership Project (3GPP), is a comprehensive standard that evolves through a series of 


Releases.  Original Equipment Manufacturers (OEM’s) typically implement a subset of 


the entire standard (depicted by the orange circle), consistent of the market needs of 


commercial cellular operators, their primary market. 


In turn, commercial cellular network operators deploy their networks on a further subset 


(depicted by the blue circle), reflecting their business models and targeted capabilities for 


their networks.   As an example, certain priority and Quality of Service (QOS) 


capabilities are available in some OEM equipment, but these capabilities frequently are 


not implemented by commercial network operators, who primarily implement best-effort 


services, consistent with the needs of consumers that share network resources. 


Finally, we note that public safety requirements overlap capabilities defined in the LTE 


standards (depicted by the yellow oval), implemented by OEM’s and deployed in 


commercial cellular operators, and in some cases extend beyond.  For example, one of 


the key requirements for public safety is off-network operation, sometimes referred to as 


Direct Mode or Talk-Around.   This capability is not presently defined in the LTE 


standards.   In similar vein, certain public safety network services and applications lie 


outside the scope of the LTE standards. 


This illustration only addresses capabilities that broadly can be characterized by 


form/function/feature.   There are also key operational and deployment differences 


between commercial networks and the PSWBN.  As was noted and consistently 


emphasized by public safety practitioners in the August 2010 Department of Justice 
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Community Oriented Policing Services (COPS) National Forum on Public Safety 


Broadband Needs, resiliency and availability/reliability ranked high as critical 


requirements.2    These needs are consistently in the forefront of requirements for 


currently deployed public safety networks.   While there are technological aspects to 


these requirements, not to be overlooked are design and deployment practices due to 


fundamental differences between networks designed to serve consumers vs. networks 


designed for use by first responders and other public safety personnel.   Commercial 


network design and deployment practices are based primarily around economic business 


models, as contrasted with public safety design and deployment practices that are based 


on the need to ensure communication anywhere, anytime and under the worst of 


conditions. 


At this juncture, it is appropriate to briefly discuss two aspects of the commercial 


business model that serve as best practices.  Commercial operators implement networks 


in accordance with their business objectives.  The features, functions, and services they 


choose to implement are aligned with those business objectives.   We refer to the selected 


features, functions and services as the operator’s Network Profile, which as noted earlier 


is based on a selected subset of the particular standards it is based on, in this case LTE.  


Operators design, implement and test the products that comprise their network in 


accordance with their Network Profile. 


Procurement of the products that are used to build their network, both infrastructure and 


user devices, are specified in accordance with the Network Profile.  Interoperability 


Testing (IOT) is based on the technical elements defined in the Network Profile.  The 


prevailing highly successful procurement practice is multi-sourcing, in which multiple 


vendors are selected for both infrastructure elements and user devices.   Multi-sourcing is 


essential to commercial operators as a means to ensure a robust supply chain.   Multi-


sourcing drives affordability and innovation, in addition to ensuring un-interrupted source 


of products and services. These concepts are developed further in subsequent sections of 


this document. 


Harris believes that translating these commercial best practices to the PSWBN should 


start with the definition of the PSWBN Network Profile.  NIST has a key role to play, 


working together with public safety practitioners, organizations that represent public 


safety interests, OEM’s, commercial network operators and technology specialists to 


define the PSWBN Network Profile.  


 


                                                 


2
 http://www.cops.usdoj.gov/files/RIC/Publications/e021111338-broadband-forum.pdf 



http://www.cops.usdoj.gov/files/RIC/Publications/e021111338-broadband-forum.pdf
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Resiliency During Emergency Response 


Central to the mission of our nation’s first responders are the functions they perform 


during emergency response as part of our 911 system, and during large scale events, both 


man-made and natural disasters.  It is during these events that resilient communication 


networks are most vital.  For this reason, public safety networks are deployed with 


significant redundancy, fault tolerance, and backup mechanisms to maximize the 


likelihood of proper operation for first responders while providing emergency response.  


The Federal Communications Commission (FCC), Public Safety and Homeland Security 


Bureau (PSHSB) defines resiliency as: 


“Resiliency refers to the ability of operable systems to recover from mishap, 


change, misfortune, or variation in mission or operating requirements. 


Encompassing the technical aspects as well as the end-user information exchange 


aspects of interoperable communications, resiliency insures that the 


interoperability of communications systems is not affected by known or unknown 


circumstances of change. Resiliency also refers to the ability of the system to 


evolve and advance as new technologies or capabilities are developed. 


Furthermore, resiliency is a reflection of the flexibility of the system to respond to 


changes in operational requirements or implementation strategies and 


technologies.”3 


On this theme, NIST seeks input on four functions.  Assessment and recommendations 


for this theme are provided in Table 1. 


Table 1: Assessment – Resiliency During Emergency Response 
 Importance Gaps Possible R&D Challenges Best Practices 


Resiliency 


The ability of 


operable 


systems to 


recover from 


mishap, 


change, 


misfortune or 


variation in 


mission or 


operating 


requirements 


High Rapidly 


deployable 


infrastructure and 


off-network 


operation 


Last mile 


highly resilient 


backhaul 


networks and 


devices that 


support off-


network 


operation 


Backhaul 


networks 


capable of 


broadband data 


rates with full 


resiliency. 


Standards and 


spectrum for 


off-network 


operation. 


Hardened 


shelters and 


towers, 


backup power 


sources 


Public safety 


radios 


implement 


Direct Mode 


allowing off-


network 


operation 


                                                 


3
 http://publicsafety.fcc.gov/pshs/clearinghouse/core-concepts/resiliency.htm 
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Table 1: Assessment – Resiliency During Emergency Response 
 Importance Gaps Possible R&D Challenges Best Practices 


Self 


Organizing 


Dynamically 


managing 


configuration 


by 


automatically 


making 


changes to 


ensure 


messages 


reach their 


destination 


High Commercial use 


cases may not 


align with 


emergency 


response use 


cases 


Adapting LTE 


Self Organizing 


& Optimizing 


technologies to 


public safety 


use cases, in 


particular for 


emergency 


network 


optimization 


Ease of use and 


dealing with 


sector capacity 


for high density 


use cases 


Rules based 


Self 


Organizing 


Network 


(SON)  


management 


Cells on 


wheels  


Meshing 


Each node 


serves as a 


relay for other 


nodes.  Nodes 


are typically 


user devices. 


Medium Performance of 


mesh networks 


varies with node 


density 


Investigate use 


of Mobile Ad-


hoc Network 


(MANET ) 


technologies 


used in military 


applications 


MANET 


technologies 


may require 


additional 


spectrum for 


licensed 


operation 


Use of WLAN 


technologies 


to support ad-


hoc 


networking 


Adaptability 


Ability of a 


network or 


device to 


modify/change 


behavior 


based upon 


external 


conditions 


Medium Establishing 


criteria and 


metrics that 


determine how 


adaptation works 


in practice 


Applicability of 


cognitive radio 


Ensuring 


adaptability 


mechanisms do 


not interfere 


with desired 


communications 


Software 


defined radios 
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Reliability & Availability 


Whereas resiliency speaks to functional operation of a network during emergency 


response, reliability and availability speak to grade of service for a network that is 


functioning properly, perhaps under severe or stressed loading conditions.  On this theme, 


NIST seeks input on two functions.  Assessment and recommendations for this theme are 


provided in Table 2. 


Table 2: Assessment - Reliability & Availability 
 Importance Gaps Possible R&D Challenges Best Practices 


Prioritization 


The ability to 


prioritize 


network traffic 


based on 


assigned 


priority 


schemes 


High Current 


commercial 


networks do not 


implement 


prioritization 


schemes 


Analyze LTE 


standards and 


system 


architectures to 


ensure scenario-


based 


prioritization 


can be 


implemented 


Commercial 


LTE OEM’s 


may not 


support 


prioritization 


schemes 


consistent with 


public safety 


use cases 


Modern 


trunked radio 


systems 


implement 


multiple layers 


of priority that 


enable users 


operating in 


emergency 


scenarios to 


receive priority 


access to 


communication 


resources 


Quality of 


Service (QoS) 


Providing 


preferential 


delivery 


service for 


applications 


that require 


particular data 


throughput, 


latency, and/or 


jitter 


performance 


levels 


High Implementation of 


QoS in 


commercial 


networks is 


limited 


Analyze LTE 


standards and 


system 


architectures to 


ensure scenario-


based QoS can 


be implemented 


Commercial 


LTE OEM’s 


may not 


support QoS 


schemes 


consistent with 


public safety 


use cases. QoS 


needs to be 


extended 


beyond the 


Radio Access 


Layer, to 


ensure end-to-


end QoS for 


applications 


that require it. 


Commercial IP 


based QoS 


technologies 


are widely 


available. 


The LTE 


standard 


defines many 


QoS 


capabilities. 
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Cyber Security 


Harris recommends that NIST consider a broader perspective on cyber security than is 


articulated in its Notice and Request for Comment.  There are two distinct elements to 


cyber security.   One is to protect the PSWBN from malicious attacks that would hinder 


or disrupt access to or use of this network.  The other is to protect sensitive information 


and identities from compromise. 


Recognizing the gravity of this issue, the FCC Emergency Response Interoperability 


Center (ERIC), Public Safety Advisory Committee (PSAC) formed a workgroup to 


provide recommendations on the topic of Security and Authentication (S&A WG).  From 


that report:4 


The importance of cyber security to the nationwide interoperable Public Safety 


Wireless Broadband Network (PSWBN) must be recognized and adequately 


addressed.  Given the significant role of the PSWBN to provide a comprehensive 


communications capability to our nation’s first responders and government 


organizations chartered to protect life and property, protecting this national asset 


must be a high priority.  A comprehensive Security Architecture, which includes 


technology, policies and procedures, must be implemented to ensure protection of 


the PSWBN from malicious attacks in the face of evolving cyber threats and to 


protect information and identities from compromise. 


Widespread worldwide use of LTE technology and the deployment of numerous 


LTE-based networks will also make these networks a frequent target of cyber 


attacks.  It is reasonable to expect the sophistication, frequency and resolve of 


these attacks to increase over time.  It therefore becomes a prime consideration in 


constructing our nation’s public safety broadband network to provide for its 


cyber security from the onset and throughout its life.   Because of its particular 


mission, it is also reasonable to expect aggressive cyber attacks on the PSWBN 


will occur by those hoping to exploit vulnerabilities in order to compromise 


network availability or access information and/or identities for malicious 


purposes.   The S&A WG agrees with comments provided by Northrop Grumman, 


“the use of open and globally deployed standards, such as Internet Protocol (IP) 


that forms the core of the LTE-based public safety broadband wireless networks, 


considerably increases the vulnerability of these networks to malicious attacks, 


further underscoring the need for robust security mechanisms to protect these 


networks”.   To that end, the Commission has properly recognized the need to 


protect this strategic asset along with the information and services it conveys.   


The S&A WG also notes that the Commission has on-going work on the topic of 


                                                 


4
 Emergency Response Interoperability Center, Public Safety Advisory Committee (PSAC), Considerations 


and Recommendations for Security and Authentication, Security and Authentication Subcommittee Report, 


May 2011. 
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Cyber Security Best Practices.   That body of work provides very broad 


recommendations of direct relevance to the PSWBN. 


Local public safety agencies are also governed by several federal laws as related 


to security.   These federal laws are further driving forces requiring a robust 


security scheme.   The two major ones are the Health Insurance Portability and 


Accountability Act (HIPAA) and Criminal Justice Information Services (CJIS).   


HIPPA covers the privacy and security of medical records.   First responder 


emergency medical services personnel will need to use applications and devices 


which can recognize and conform to HIPPA requirements.   CJIS has mandates 


and guidelines for limiting access to criminal justice information, widely used by 


law enforcement practitioners. 


The PSAC S&A WG report also identified a list of key objectives for the security 


architecture for the PSWBN: 


Table 3: Key Objectives for the PSWBN Security Architecture 


Availability Ensure that network services are not disrupted by malicious 


attacks 


Privacy: Ensure protection and integrity of sensitive data and 


identities 


Interoperability: Ensure that security mechanisms do not inhibit 


interoperability 


Usability: Ensure that security-enabled devices and services are easy to 


use 


Quality of Service: 


QoS 


Ensure that security mechanisms are not detrimental to 


achieving QoS required for mission critical applications 


Cost Effective: Ensure that the cost of implementing security is consistent 


with the cost associated with security breach 


Standards Based: Ensure robust standards are used for implementing the 


PSWBN Security Architecture 


Flexibility: Ensure that security can be tailored to support role-based 


security and allow local control and management of security, 


consistent with the over-arching security policy 
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On this theme, NIST seeks input on one function.  Assessment and recommendations for 


this theme are provided in Table 4. 


Table 4: Assessment - Cyber Security 
 Importance Gaps Possible R&D Challenges Best Practices 


Strong, 


Dynamic 


Access 


Control 


Provide 


access 


control to 


network 


traffic and 


authenticate 


users/devices 


on the 


network 


High A comprehensive 


cyber-security 


system must be 


implemented in 


the PSWBN 


Participation in 


implementation of 


a structured cyber 


security system, 


including: 


 Risk 


Assessment 


 Threat 


Assessment 


 Vulnerability 


Analysis 


Assess viability 


of survivable core 


–  cyber 


infrastructure 


Cyber threats 


will continue 


to evolve and 


become ever-


more 


aggressive 


 FIPS-140 


 ITU-T X.805 


 RSA SecurID, 


smart cards 


 X.509v3 user 


certificates 


 RADIUS-EAP 


(Extensible 


Authentication 


Protocol) 


 Public Key 


Infrastructure 


(PKI)  
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Affordability and Commercial Alignment 


There will be significant benefit by commercial alignment between the PSWBN and 


commercial broadband networks.  Indeed, use of commercial broadband networks by 


public safety agencies is highly prevalent today.  At the same time, there is appropriate 


caution in the use of commercial off-the-shelf technology.  Public safety practitioners 


have made a strong case for significant investment in the PSWBN, a purpose-built 


network using dedicated spectrum.   While commercial networks provide an interim 


capability today, in the long term the PSWBN will be the primary network for advanced 


broadband capabilities that are ―public safety grade‖ and tailored for the public safety 


mission.   


One area of concern is that the PSWBN will likely support applications that may not run 


properly on commercial broadband networks – most notably when unique capabilities 


such as QoS or eMBMS are required.   It is important to ensure that proper education and 


expectations are set for first responders that will eventually encounter this situation. 


On this theme, NIST seeks input on seven functions.  Assessment and recommendations 


for this theme are provided in Table 5. 


Table 5: Assessment – Affordability and Commercial Alignment  
 Importance Gaps Possible R&D Challenges Best Practices 


Compatibility 


with 


Commercial 


Infrastructure 


Utilization of 


commercial 


services when 


public safety 


users are in 


locations not 


covered by the 


PSWBN 


High Commercial 


networks will 


not implement 


the full 


capabilities of 


the PSWBN 


Development 


of application 


frameworks 


that mitigate 


the impact of 


differences 


between the 


PSWBN and 


commercial 


networks 


Preventing users 


from being 


frustrated by 


differences in 


application 


function and 


performance 


between the 


PSWBN and 


commercial 


networks 


PTCRB testing 


for device IOT 


across carrier 


networks 


Session 


persistence 


middleware as 


part of a 


Virtual Private 


Network 


(VPN) 


Network 


Sharing 


Shared use of 


infrastructure 


between 


commercial 


networks and 


the PSWBN 


Medium Commercial 


infrastructure 


may not be 


implemented or 


deployed in 


accordance 


with public 


safety 


requirements or 


best practices 


Reliability 


analysis & 


impact studies 


of shared 


infrastructure 


Use of shared 


infrastructure 


must not 


compromise 


resiliency, 


reliability or 


availability of the 


PSWBN 


Current public 


safety LMR 


systems 


occasionally 


make use of 


shared tower 


resources with 


commercial 


networks 
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Table 5: Assessment – Affordability and Commercial Alignment  
 Importance Gaps Possible R&D Challenges Best Practices 


Multi-Modal 


The ability of 


the network to 


support voice, 


video, data and 


multimedia 


simultaneously 


High The one-to-


many model 


common in 


public safety 


will require 


implementation 


of advanced 


LTE 


capabilities 


such as 


eMBMS 


Development 


of standards for 


utilizing 


eMBMS 


capabilities to 


implement 


public safety 


capabilities & 


services 


Commercial 


network operators 


are not driving the 


implementation of 


eMBMS in their 


networks 


For some use 


cases, IMS 


coupled with 


eMBMS   can 


provide a 


standardized 


framework 


Scalability 


The ability for 


the PSWBN to 


handle 


increasing load 


in a graceful 


manner,  its 


ability to be 


expanded to 


accommodate 


that growth – 


this includes 


supporting a 


rapid increase 


in user loading 


in limited 


geographic 


areas 


High The PSWBN 


will likely be 


implemented 


over many 


years.  It is 


imperative that 


the incremental 


approach to 


implementation 


enable 


scalability to 


ensure 


nationwide 


interoperability. 


Architecture 


trade studies & 


assessment to 


ensure 


incremental 


construction of 


the PSWBN 


does not hinder 


its ability to 


scale. 


Application of 


LTE SON 


technologies to 


perform 


dynamic load 


balancing 


during peak 


events. 


Maintaining a 


balance between 


ensuring nation-


wide 


interoperability 


and the ability to 


provide flexibility 


to accommodate 


unique state & 


local requirements 


Commercial 


network 


operators have 


many best 


practices to 


ensure 


continued 


evolution and 


incremental 


build out of 


their networks. 


Self 


Organizing 


Network 


(SON) 


capabilities 


that enable 


Self 


Optimizing 


Power 


Awareness 


The ability of 


network and/or 


devices to 


control power 


functions 


Medium Commercial 


Smartphone 


devices may 


not be 


compatible 


with battery 


requirements 


for one or more 


work shifts 


common in 


public safety  


Battery 


technology & 


power 


management 


strategies 


Public safety 


devices may 


diverge from 


commercial 


devices in battery 


technology and 


power 


management 


schemes 


Power 


management 


continues to be 


a significant 


investment 


focus in the 


commercial 


eco-system 
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Table 5: Assessment – Affordability and Commercial Alignment  
 Importance Gaps Possible R&D Challenges Best Practices 


Standardized 


Common 


Interfaces 


Protocols, 


Application 


Program 


Interfaces, 


application 


platforms, 


radio 


capabilities, 


etc. that allow 


for competitive 


provisioning 


High LTE standards 


apply to the 


transport 


network and 


not to the 


network 


services and 


applications 


that are unique 


to public safety 


Development 


of  public 


safety network 


services that 


form the basis 


for 


interoperable 


applications 


There are no 


standards bodies 


today that are 


ideally suited to 


defining public 


safety standards 


for applications 


Commercial 


application 


paradigms 


such as IMS or 


Open Mobile 


Alliance 


(OMA) could 


serve as a 


model for 


public safety 


Uniform, 


Universal 


Access 


The ability to 


access the 


network and 


data any time 


through any 


device 


High This may imply 


a truly 


ubiquitous 


network.   The 


tower density 


to realize this 


goal will 


exceed current 


commercial 


networks. 


Cost effective 


network 


extension 


technologies, 


such as rapidly 


deployable 


infrastructure 


and vehicular 


network 


extension 


products 


Backhaul costs 


and technology 


limitations will 


become a 


significant hurdle 


The 


commercial 


eco-system 


continues to 


innovate on 


pico and nano 


cell 


technologies 
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Open Standards and Commonality 


In virtually every industry we participate in as consumers, open standards are at the core 


of the industry’s ability to create market scale, encourage innovation and create 


competitive supply chains.  The PSWBN, built on open LTE standards is poised to reap 


similar benefits, at least initially in the Transport Network that is the focus area of these 


standards. 


At a high level, we can view a wireless broadband implementation to include three 


layers: The Transport Network, a collection of Network Services and a number of 


mission-specific Applications, as depicted below. 


 


Standardizing on LTE for the Transport Network is a significant first step.  Additionally, 


standardized Network Services such as Short Message Services (SMS) and IP-


Multimedia Services (IMS) that are compatible with LTE will provide a foundation for a 


subset of applications that meet some public safety user needs. 


The challenge that will present itself is Network Services and Applications that are 


unique to the public safety mission, for which open standards to not exist today.  For 


example, mission-critical voice is high on that list, as is situational awareness that 


includes fusion of voice, video and data content.   Content Based Networking (CBN) is 


emerging as an important paradigm for enabling applications to access content without 


regard to its network location.  Content Based Edge Mobile Networking (CBMEN) takes 


this to the next level in an environment that requires mobility. 


There is often confusion between the demarcation of Network Services and Applications, 


so to that end, it is useful to consider some examples.   Applications that support e-mail 


are pervasive, running on different operating systems and imbedded within many 


application suites – yet with full interoperability between these various applications.   


What makes this possible is the collection of e-mail standards that define the 


corresponding network services, initially beginning with the Simple Mail Transfer 


Protocol (SMTP).  The World Wide Web is another – Browsers running on many 


different platforms are fully compatible as they implement the Hypertext Markup 


Language (HTML) delivered over the Hypertext Transfer Protocol (HTTP). 


As NIST contemplates a comprehensive R&D program, Harris recommends that effort be 


devoted to understanding Applications and Network Services that are unique to public 


Application 


Network Services 


Transport Network 
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safety and fosters innovation that can lead to open standards, first within the domain of 


Network Services, and beyond that, to the degree appropriate, in the Applications 


themselves. 
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Multi-Vendor Environments 


NIST R&D initiatives should address technical issues that will foster a multi-sourced 


competitive vendor environment, in which there are, interchangeable building blocks.  


Multi-Sourcing and Interchangeability are principle means to achieving interoperability.   


These notions are well aligned with NIST’s mission, ―to promote U.S. innovation and 


industrial competitiveness by advancing measurement science, standards, and technology 


in ways that enhance economic security and improve our quality of life‖.5 


For over eighty years, Harris has brought advanced technologies to public safety, 


homeland security, national defense, and other mission critical markets.   Through these 


efforts, Harris has learned how leveraging continual technology innovation can have a 


profound impact on our nation’s ability to procure and deploy state-of-the art products 


and services for these mission-critical markets.  Harris has seen that a robust supply chain 


fostered by appropriate business models and multi-source procurement practices must be 


implemented to ensure that all levels of government will procure these capabilities in a 


cost-effective manner. 


In order for such a multi-source environment to be fostered, we must focus NIST’s R&D 


efforts in the context of what interoperability means as a threshold matter from the 


perspective of standards development, governance, and procurement.  For the PSWBN to 


function in the most effective way for first responders and those they serve, 


interoperability must be viewed as interchangeability: the ability of public safety to 


interact with a multi-sourced supply chain, grounded in open standards.  All critical 


applications, devices and network technologies should be capable of being used together 


regardless of brand or network location, and public safety must be encouraged to develop 


a competitive supply.  This definition will allow every first responder to communicate 


across the nation and will drive suppliers to produce highly innovative and cost-effective 


products that public safety agencies can procure and deploy with confidence that they 


will plug and play.    


A significant first step in bringing to the PSBWN space a multi-sourced, interchangeable 


network and device ecosystem was achieved when stakeholders embraced LTE as the 


standard for the PSWBN.  Leveraging this commercial standard will empower 


manufacturers to begin to address the needs of first responders by evaluating a pool 


functionalities made possible through open standards.  This opportunity is critical: the 


requirement that the core set of functions of the PSWBN be built upon open standards 


will enable interchangeability and multi-sourcing.   


This leads to another critical element of the PSWBN that has yet to be developed and 


which NIST is well positioned to craft with its R&D funding and mission.  It is vital that 


a baseline of interoperability capabilities that all manufacturers can and must enable with 


                                                 


5
 http://www.nist.gov/public_affairs/general_information.cfm 



http://www.nist.gov/public_affairs/general_information.cfm
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any product used in the PSWBN be established.  This PSWBN Network Profile, 


described earlier, must be based upon a set of open standards that specifically meet the 


core needs of first responders in the context of broadband communication.  NIST should 


participate in development of the PSWBN Network Profile and promote open standards 


that allow for innovation, without hindering interoperability. 


To begin assessing what the PSWBN Network Profile should be, we should first examine 


public safety requirements, the LTE standard, and what parts of that standard fit 


commercial and public safety needs, respectively.  The Venn diagram in Figure 1 


articulates the unique standards landscape for public safety.  LTE is a sweeping set of 


standards that exceeds most commercial needs.  Thus, commercial manufacturers only 


utilize a subset of LTE standards.  Nonetheless, the core interoperability needs of 


commercial LTE networks are met through use of these common open standards.  To 


ensure the seamless interoperability, high level of innovation, and cost-effectiveness of 


the commercial network in the PSWBN space, open standards must envelop the needs of 


the public safety community. 


A three-pronged initiative is needed: First, the public safety community must create the 


PSWBN Network Profile and identify capabilities not defined in the LTE standards.  


Next, NIST and manufacturers should collaborate to create open standards through 


appropriate Standards Development Organizations (SDO’s) that bridge the gap between 


those of LTE and those still needed for public safety.  With this full set of open standards, 


public safety will finally benefit from the commercial network model that makes 


networks affordable and effective.  Finally, there is the need to implement a rigorous IOT 


process to verify compatibility of multiple vendor solutions. 


This is not to say that open standards and the multi-sourced environment will limit 


innovation or discourage manufacturers to make products with features that enhance an 


Network Profile.  In fact, with open standards that meet the PSWBN Network Profile, 


manufacturers will be driven to develop products that exceed the profile elements.  


Though we often buy commercial devices with superior applications or choose a carrier 


with services that best meet our specific need, we know that the basic interoperability that 


the open LTE standards afford will serve us when communicating with someone on 


another carrier or device.  This model will encourage this very innovation and sensitivity 


to meeting the needs of the public safety consumer.  Thus, by driving the creation of a 


PSWBN Network Profile and open standards that meet it, NIST will accelerate 


innovation, multi-sourcing, product interchangeability, and true interoperability. 
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Affordability 


Harris believes that central to the issue of affordability is the business model embraced 


for the design, construction, operations and maintenance of the PSWBN.  Key tenants of 


that business model that can drive affordability are: 


1. Leveraging commercial eco-systems 


2. Emulating commercial network operator business models built on the principles 


of multi-sourcing 


3. Directed Research & Development that gets to the heart of the cost drivers for 


public safety equipment and services 


The very essence of a commercial network operator’s business model is to ensure 


financial success.  The benefits of items 1 and 2 above have been discussed earlier.   Here 


we want to introduce one more driving factor – Purchasing Scale. 


It is well understood that economies of scale drives cost and hence contributes 


significantly to affordability.   Historical practice in the public safety community is 


procurement on a jurisdictional basis.  Inherently with this practice, many economies of 


scale cannot be achieved.  Indeed, without scale, multi-sourcing may not be a viable 


procurement strategy.  While the PSWN will not achieve the scale of commercial 


networks in terms of users, infrastructure deployment will very much parallel the scale of 


commercial networks. 


One potential difference to note is that site/tower density in commercial networks is often 


related to capacity needs and not to coverage.  It is reasonable to expect that there will be 


many public safety situations where site/tower density is related to coverage and not to 


capacity.  So, on the whole, site/tower densities for the PSWBN will rival those of the 


nationwide operators, albeit with a potentially different distribution of locations. 


Another key on network affordability is in end user devices.  Part of the goal of 


leveraging commercial technologies in the development of the PSWBN is to obtain some 


of the economy of scale of the commercial device ecosystem.  Unfortunately, the 


ecosystem may not support some of the key public safety features.  Part of the R&D 


effort from NIST can focus on helping drive the key public safety features into this 


device ecosystem – or to find a way to leverage the commercial ecosystem and add these 


features at low incremental cost. 
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Survivable Core & Cyber Infrastructure 


Cyber crime and cyber terrorism will be one of the biggest threats to our society and 


welfare.   In that light, it is appropriate for our nation to address this threat, for both the 


commercial infrastructure that we rely on as consumers, and for purpose-built networks 


such as the PSWBN.  It has been pointed out earlier that while building the PSWBN on 


LTE standards brings many benefits, it also brings with it inherent risk that current public 


safety systems do not have.  Today’s jurisdictional Land Mobile Radio (LMR) networks 


are largely isolated from one another, such that failure in one system does not propagate 


to other systems (of course this is also part of the challenge achieving interoperability 


between these disparate systems). 


Implementation of a core network that serves the entire PSWBN will be a key enabler of 


nation-wide interoperability.  Such a core must be implemented in a distributed 


architecture that ensures network resiliency, reliability, and availability are not 


compromised.   The opportunity to leverage a survivable core built on cyber-


infrastructure is significant and should be investigated.  To that end, it is appropriate to 


decompose the PSWBN transport network into three logical components: 


 


The PSWBN LTE Core Network will be built in accordance with LTE standards, and is 


known as an Evolved Packet Core or EPC.  Current Part 90 rules articulate the specific 


EPC interfaces and logical functions that are required to be implemented in the PSWBN 


LTE Core Network. 


The PSWBN LTE Radio Access Network (RAN) will also be built in accordance with 


LTE standards, and is known as the Evolved Universal Terrestrial Radio Access Network 


(E-UTRAN).  Current Part 90 rules also articulate the specific interfaces that are required 


to be implemented in the PSWBN RAN. 


LTE is a flat Internet Protocol (IP) based network architecture.   Interconnection of the 


EPC and RAN components is over IP network connections.   The large number of these 


interconnections collectively forms the Backhaul Network. 


Implementation of the Backhaul Network is highly synergistic with the notion of a 


survivable core built to robust cyber-security requirements.   The PSWBN LTE Core 


Network can be viewed as being layered on top of this survivable IP core network that 


forms the backhaul for interconnecting the PSWBN LTE Core Network components and 


PSWBN LTE Core Network 


Backhaul Network 


PSWBN LTE Radio Access Network 


Greatest 


opportunity to 


leverage a 


survivable core lies 


here 







 


21 


the PSWBN LTE Radio Access Network (RAN).  Harris recommends that NIST consider 


R&D efforts to assess viability of this concept. 







 


22 


Industry Engagement 


Harris applauds the on-going dialog that the Department of Commerce has fostered with 


public safety practitioners and industry stakeholders.  Organizations such as NIST and 


VCAT together with initiatives such as the Public Safety Communications Research 


Program (PSCR) have enabled interchange of ideas on multiple levels.   This solicitation 


is further progress on expanding that dialog in the context of Research and Development 


initiatives that the Department of Commerce can fund and provide oversight for. 


The public safety industry is not a monolithic market.  It is comprised of numerous state, 


local, and tribal organizations, in collaboration with a number of Federal agencies.  


Industry groups such as NPSTC and APCO have played a key role over many years to 


foster development and advancement of the state of the art for public safety 


communications.   The FCC, with its regulatory oversight charter has an expanded role 


via the Emergency Response Interoperability Center (ERIC).  Standards Development 


Organizations (SDO’s) such as 3GPP, ATIS, TIA, and IEEE will play ever-more 


important roles as the emphasis on open standards increases.   At the intersection of 


standards and technology, NIST has a particularly relevant role to play in shaping the 


future PSWBN.  Public safety is also supported by a vast eco-system of technology, 


product and solution providers.   Finally, commercial operators bring a wealth of relevant 


experience to the table.  Harris recommends that NIST foster venues that bring these 


stakeholders together. 
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CONCLUSION 


Public safety is poised to leverage evolving 4G wireless broadband technologies in ways 


that will enhance their ability to perform their mission.  Availability of a dedicated block 


of nation-wide spectrum and comprehensive commercial standards are two foundational 


elements that form the starting point.  NIST properly recognizes that there are gaps 


between requirements articulated by public safety and capabilities defined by these 


commercial standards and associated products available from commercial OEM’s.  The 


R&D program that NIST envisions can be a significant step towards closure of those 


gaps.   To that end, Harris is pleased to provide input to NIST on these issues of great 


national importance. 


Respectfully submitted, 


Dennis Martinez  


Chief Technology Officer 


Harris RF Communications Division 
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NIST	  Public	  Safety	  Broadband	  Network	  RFC	  Response	  
	  


Hypres,	  Inc.	  
175	  Clearbrook	  Road	  
Elmsford	  NY	  10523	  


914-‐592-‐1190	  
	  
Hypres,	   Inc.	   has	   developed	   a	   sophisticated	   capability,	   Smart	   Carrier	   Aggregation	   (SCA),	   to	   allow	   LTE	  
networks	   operating	   on	   non-‐contiguous	   channels	   to	   transmit	   through	   a	   common	   power	   amplifier	   and	  
share	   PA	   bandwidth.	   	   A	   problem	   encountered	   in	   PA	   provisioning	   is	   that	   capacity	  must	   be	   provided	   to	  
accommodate	  peak	  power	   levels,	  with	   the	   result	   that	   the	  unit	   is	   not	   fully	   utilized	   in	   the	   time	   intervals	  
between	  peaks.	  This	  leads	  to	  low	  PA	  efficiencies	  and	  base	  stations	  larger	  than	  necessary.	  	  
	  
Hypres	   SCA	   capability	   permits	   multiple	   channels,	   utilizing	   non-‐adjacent	   frequency	   allocations,	   to	   be	  
aggregated	   into	   a	   combined	   PA	   exciter	   signal,	   enabling	   them	   to	   all	   transmit	   without	   introducing	  
interference	  in	  adjacent	  channels.	  	  The	  SCA	  algorithm	  combines	  channels	  such	  that	  the	  peaks	  do	  not	  add	  
coherently,	   hence	   eliminating	   additive	   peaks	   by	   distributing	   individual	   peaks	   throughout	   the	   combined	  
signal.	   The	   result	   is	   a	   combined	   signal	   that	   is	   distortion-‐free,	   preserves	   the	   individual	   waveforms,	   and	  
delivers	  waveforms	  through	  the	  transmit	  chain	  with	  higher	  efficiency	  and	   lower	  peak	  to	  average	  power	  
ratio	  (PAPR)	  than	  with	  arbitrary	  combining.	  	  This	  in	  turn	  provides	  in	  an	  increase	  in	  PA	  utilization	  for	  a	  given	  
peak	  power	  capacity.	  
	  
When	   implemented,	   the	   Public	   Safety	   Broadband	   Network	   will	   provide	   greatly	   improved	   digital	  
communication	   links	   for	   the	   Public	   Safety	   community.	   Although	   the	   intent	   is	   to	   provide	   a	   dedicated	  
network,	   it	   is	   inevitable	   that	   some	   organizations	   will	   not	   have	   equipment	   installed	   immediately	   when	  
deployment	  starts.	  As	  a	  result,	  spectrum	  in	  some	  locations	  will	  be	  underutilized.	  
	  
There	   are	   some	   locations,	   however,	   where	   provisioning	   will	   occur	   toward	   the	   end	   of	   the	   deployment	  
cycle.	  In	  many	  such	  areas,	  commercial	  networks	  will	  be	  operating	  that	  could,	  if	  properly	  licensed,	  transmit	  
on	   the	  dedicated	  Public	   Safety	   channels.	  Hypres	   SCA	   capability	   provides	   an	  opportunity	   to	  use	   existing	  
commercial	  physical	  plant	  of	  those	  networks	  to	  enable	  activation	  of	  Public	  Safety	  channels	  using	  existing	  
RF	  equipment	  prior	  to	  installation	  of	  dedicated	  facilities.	  
	  
	  
	  
The	  NIST	  Request	  for	  Comment	  identifies	  a	  number	  of	  desired	  capabilities.	  	  Suggested	  applications	  of	  
Hypres	  SCA	  are	  indicated	  for	  specific	  RFC	  feature	  set	  descriptions	  below	  (in	  italics).	  	  
	  
	  
To	  ensure	  affordability/commercial	  alignment:	  	  


• Compatibility	  with	  Commercial	   Infrastructure:	  The	  utilization	  of	  a	  variety	  of	  commercial	  services	  
when	  public	  safety	  is	  in	  areas	  not	  covered	  by	  the	  public	  safety	  broadband	  network.	  	  


	  







While	  major	  metropolitan	  areas	  will	  have	  dedicated	  public	  safety	  infrastructure	  for	  their	  broadband	  
networks,	  suburban	  and	  rural	  jurisdictions	  wishing	  to	  implement	  local	  broadband	  systems	  will	  be	  able	  to	  
initiate	  deployment	  using	  commercial	  networks.	  


	  
Use	  of	  commercial	  LTE	  standards	  will	  enable	  PS	  radio	  equipment	  to	  operate	  in	  conjunction	  with	  
commercial	  users.	  Use	  of	  Hypres	  SCA	  will	  enable	  aggregation	  of	  carriers	  on	  a	  single	  PA.	  	  Under	  emergency	  
conditions,	  when	  available	  spectrum	  may	  be	  inadequate,	  incremental	  capacity	  can	  be	  provided	  by	  
accessing	  additional	  channels.	  


	  
• Network	  sharing:	  The	  shared	  use	  of	  infrastructure	  between	  commercial	  and	  public	  safety	  users.	  	  


	  
Hypres	  SCA	  capability	  will	  enable	  commercial	  base	  stations	  to	  transmit	  on	  full-‐time	  PS-‐licensed	  channels	  
without	  need	  to	  install	  dedicated	  transmitters.	  	  	  


	  
Operating	  with	  either	  shared	  or	  dedicated	  back-‐haul,	  PS	  transmissions	  utilize	  existing	  PA	  capacity	  for	  their	  
traffic	  on	  their	  own	  dedicated	  channels.	  	  SCA	  operates	  after	  the	  physical	  layer.	  This	  means	  that	  dedicated	  
channels	  can	  be	  individually	  uniquely	  encrypted	  before	  they	  are	  presented	  to	  the	  SCA	  software	  allowing	  
multiple	  carrier	  operations	  in	  a	  sector	  over	  common	  transmit	  equipment	  that	  are	  independent	  and	  secure	  
from	  each	  other.	  As	  no	  commercial	  traffic	  can	  access	  this	  spectrum,	  issues	  of	  prioritization	  during	  
emergency	  incidents	  do	  not	  arise.	  
	  
	  
	  
	  
Contact:	  
	  
Hypres,	  Inc.	  
Richard	  E.	  Hitt,	  Jr.	  
President	  and	  CEO	  
175	  Clearbrook	  Road	  
Elmsford	  NY	  10523	  
914-‐592-‐1190	  
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1 Introduction 


 


IPWireless appreciates the opportunity to provide input to NIST on research and 
development priorities for public safety mobile broadband.  Our company has 12 years of 
experience in this field, including being the first company to launch 3GPP Mobile Broadband 
solutions in 2002, and having made over 1650 contributions to the 3GPP standards process.  
In addition, IPWireless has a joint R&D venture with Sony, focusing on new features and 
capabilities for LTE Advanced. 


 


We have analyzed the requirements outlined in the Notice and Request for Comment 
published in the Federal Register, and distilled these down to define key areas where we 
believe further R&D is essential to meeting the objectives outline for Public Safety 
Broadband Networks. 


 


In defining R&D project areas, we have focused on those: 


 Where it is clear from our involvement in the 3GPP standards process that little or no 
activity is taking place or likely to in the near term 


 Public safety requires capabilities which are not a high priority for commercial carriers who 
are focused on the  consumer market. 


 Where IPWireless has specific expertise and experience 
 


The suggested R&D focus areas are described in the following sections, together with 
analysis of the alignment with public safety broadband network needs, and the 3GPP 
standards context. 
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2 Mobile LTE Relay, with Self-Organizing Network 
Capabilities 


In the long term, public safety networks may be built out for a high degree of indoor 
coverage, however initial deployments are generally built for street level in-vehicle coverage 
due to funding constraints.  This is understood to be the case with most networks being built 
under Waivers. 


To provide high quality indoor coverage at incident scenes, LTE Relay can be a practical 
option, but requires specific development to meet the unique requirements of public safety, 
particularly addressing relay mobility aspects. 


LTE Relay nodes are envisaged to be installed on emergency vehicles such as fire trucks 
and mobile command center vehicles, relaying traffic between the donor LTE eNodeB  and 
first responders in adjacent buildings or outdoor areas nearby with poor coverage from fixed 
sites. 


In 3GPP, LTE Relay is in development, with basic fixed relay functionality having been 
completed in Rel-10. However, RF core requirements, RF performance requirements, and 
enhancements to fixed relay functionality will be addressed in Rel-11, due for completion in 
June 2012.  Study on Mobile Relays is also planned to be performed in Rel-11 timescale, 
due for completion March 2012. 


Even with the planned Mobile Relay functionality in Rel-11, there are many additional 
aspects that need to be addressed to meet the specific needs of Public Safety.  LTE Relay 
work in 3GPP is currently focused on fixed relay as would be used by commercial cellular 
operators, with support of  mobile relay only in a limited context, for example for special 
events.  In the Public Safety environment, LTE Relay must work in dynamic, itinerant 
situations without any advance planning.  Items that need to be addressed for Relay to be an 
effective tool for Public Safety include the following.  These assume that no additional 
spectrum is available for relay, and therefore that the relay techniques must be in-band. 


 Antenna isolation on vehicles (e.g. fire trucks) for in-band full-duplex relay 


 Relay backhaul enhancements, to allow for mobile relay stations that may not be in 


advantageous coverage from the donor cell.  Including addressing of backhaul link reliability, 


handover of backhaul link 


 Self Organizing Networks (SON) implementation in conjunction with LTE relay, to allow for 


multiple itinerant mobile nodes without impairment of the donor network 


 Management of multiple relay nodes at an incident including load balancing between donor 


cells where feasible. 


 Dynamic resource management between donor and relay nodes, to allow for widely varying 


incident capacity requirements 


 Interference management, including study of intra-relay node interference mitigation, and 


management of interference between nearby macrocells and relay nodes 


 Security aspects – to ensure public safety LTE security is not impaired by the introduction of 


relay 


While not in the normal context of LTE Relay, relay of emergency calls by adjacent UEs 
(Collaborative communication) should be considered separately in conjunction with work on 
direct UE – UE communication (“Talkaround”). 
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3 Higher Power UE 


Public Safety networks are likely to continue to be capital constrained, limiting both in-
building coverage and the extent of rural coverage, creating a clear requirement for UEs 
supporting higher transmit power than the standard 23 dBm (~200 mW) of LTE Power Class 
3 UEs.  The 3GPP standards do not support any higher power classes, and there are no 
current study items or work items on this topic to our knowledge. 


As well as extending coverage and increasing coverage reliability, higher transmit power will 
allow UE‟s at the cell edge or deep inside buildings to achieve higher modulation and coding 
levels, benefitting both user performance and sector throughput. 


Increased UE power is also likely to be a requirement for direct UE – UE communications 
(this requires study of the tradeoffs on increased power versus other techniques to improve 
the link budget, such as processing gain). 


Commercial networks do not have a need for higher power UEs, due to the denser cell grid 
that is typically used, and the consumer demand for small handsets with long battery life, 
such that the development and standardization of such devices would be specific to Public 
Safety.  Aspects that need to be addressed in the design and standardization of higher 
power UEs include: 


 Study of the appropriate tradeoff between higher power UE, network costs and usability 


aspects (such as size and battery life), to determine the maximum power level to be targeted 


 Coexistence aspects, especially management of interference with adjacent cells, adjacent 


spectrum allocations (public safety narrowband, C and D blocks) and increased UE – UE 


interference given the relatively narrow duplex gap in band 14 


 Related to coexistence, power control  and interference mitigation enhancements 


 Techniques for higher efficiency UE power amplifiers 


 Techniques for variable transmitter power output based on sensing of available DC power 


supply.  For example the same device would vary its transmitter power between operating 


on battery, and operating within a vehicle where power is available. 
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4 Machine Type Communications (MTC) UE 


In the absence of unlimited federal funding, the economics of building private LTE networks 
are likely to dictate the support of a wider range of government agencies and government-
owned utilities as well as the traditional public safety users.  


With such a wider range of users comes a wider range of applications, including many 
machine-to-machine applications. In 3GPP, the term “Machine Type Communications” 
(MTC) is used to describe machine-to-machine.  Examples of these are: 


 Radiation, biological, chemical and gunshot sensors 


 Automatic vehicle location (AVL) and fleet management 


 Vehicle performance and “health” monitoring 


 Clandestine tracking of vehicles of interest 


 Traffic light management and sequencing 


 Telemetry / SCADA for city/county owned utilities, such as water, sewage, gas and electricity 


 Automatic license plate recognition 


 Ambulance patient vital signs monitoring 


 Automated utility meter reading AMR (where applicable with Government-owned utilities) 


 Asset tracking 


 Parking meters 


 Flood, tsumani and other early warning detectors 


The low traffic nature of these machine-to-machine applications allows them to share a 
network with traditional first-responder applications, where they contribute to the economics 
and utility of the network without significant impact on capacity for public safety.  In addition, 
QOS can be applied to ensure that there is no undesirable impact to the latter. 


Effective support of large numbers of MTC devices on a network shared with first responders 
requires the following development and standardization work: 


 Mechanisms to support large numbers of MTC UE’s connected to a sector (hundreds, or 


potentially thousands longer term) without significant impact to normal broadband data 


services. 


 EPC modifications to avoid congestion with large numbers of MTC UEs 


 Low cost MTC UEs 


 MTC UEs with low DC power consumption, and very low standby power consumption 


 Network techniques to support lower power MTC UE’s or UE’s deep within buildings.  


Examples are LTE relay and Cooperative Multipoint (CoMP) optimized for MTC 


 QOS specific to MTC, to minimize impact on mission critical broadband applications 


 Address management – to conserve both MSISDN and IP address space 


Work has started on MTC in 3GPP, with most work slated for Rel-11 in 2012, but without 
specific consideration of public safety or other government requirements.  Through the 
proposed R&D program, there is an opportunity to ensure that MTC is developed to meet 
public safety needs, and furthermore to make MTC available as early as possible. 
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5 QOS - With Optimized “Tier of Service” Implementation 
for Public Safety 


Unlike previous 3GPP and 3GPP2 standards, LTE provides a range of capabilities for 
managing quality of service in terms of priority by traffic type and by user session.  This 
provides the framework to implement QOS, but without attention to the unique requirements 
of public safety. 


The IPWireless implementation of Rel-7 TD-CDMA used by the New York City „NYCWin” 
network provides user level priority known as “Tier of Service” (TOS), and then application/ 
traffic type prioritization between users in the same tier (QOS).  These operate dynamically 
on every scheduler cycle, to ensure that the changing user demands on the network are 
continuously tracked and to ensure efficient use of capacity.  These provide the ideal 
mechanism for public safety / government networks, allowing first responders to get priority 
over other non-critical government applications, while still gaining the economic benefits of a 
multi-agency network  


There is an opportunity to develop similar TOS/QOS mechanisms for public safety LTE, 
using the existing standards framework.   Areas that require further development to meet 
public safety / government network requirements include: 


 Definition of typical user tiers required.  From experience, the number of tiers needs to be 


limited to ensure adequate differentiation between tiers. 


 Tier of Service implementation using the existing QCI and ARP mechanisms in the Rel-8 


standards 


 QOS implementation within each tier, using stateful packet inspection in the UE for the 


uplink and the EPC for the downlink 


 Mapping of ToS and QoS definitions between LTE and existing public safety data networks 


where applicable 


 Mechanisms to dynamically control / change priorities by event and by location in major 


incident / disaster situations 


 QOS specific to push-to-talk group call services, with appropriate prioritization relative to 


other mission critical applications 


 Application of QOS to encrypted / VPN packets, where stateful inspection cannot view the 


packet contents. 


 Extensions to techniques for the management of Access Class Barring definitions for Public 


Safety user groups in critical situations where access of specific groups of users must be 


barred to manage network access congestion at the control plane level, to ensure first 


responders get the access and service they need. 


 Policy control and governance mechanisms 


 


 


Roger Quayle 


CTO 


IPWireless Inc 


October 11, 2011 








Dereck Orr and NIST, 
  
I will comment on a couple elements that I believe could have very 
significant financial impact on deployment of the public safety broadband 
network, but which need R and D backing to make them recognized 
alternatives.  The first area falls under the general category of network 
sharing.   The ability of manufacturers to produce EnodeB equipment that 
will support both the carrier’s commercial spectrum and band class 14 on 
the same devices raises many possibilities.   Alcatel Lucent has indicated 
that their new equipment could be manufactured with this capability.  Sprint 
representatives have indicated that their new base station equipment will 
be able to support this capability.  Estimates of the cost to add this 
capability to carrier’s new base stations needs to be established.  An 
additional question following up on this capability would be the ability for 
EnodeB equipment to correctly function through X2 and S1 interfaces for 
hand off, load balance and diversity functions if the EnodeBs are on 
different carrier’s networks.   I would envision that Public Safety would 
have their own redundant EPCs, with non core traffic off loaded to the 
internet at the earliest possible points as is being developed by the carriers 
to minimize their backhaul demands.   Does this structure or some other 
enhancement allow EnodeB equipment on different carriers networks to 
have all of the anticipated communications links to allow EnodeB 
equipment to function with all of their anticipated capabilities?  
  
If the above capabilities are functional at a reasonable price the Public 
Safety network deployed at all commercial carrier’s sites nationwide 
becomes an option with significant more redundancy and capacity than if 
deployed on any one carrier’s infrastructure.  If the technology can achieve 
the capability, then the political, financial, regulatory, and governance 
elements could be more seriously discussed.   The carriers may have a 
significant interest in including the PSBB spectrum in their equipment if 
they have access to use spectrum if not used to capacity by public 
safety.  Prioritization would assure Public Safety of needed 
connectivity.  This low priority access of all carriers to PS spectrum could 
provide a nationwide roaming capability across all vendor’s coverage for 
the public   This approach supports the distributed market place for 
carriers, lowers costs for PSBB deployment and provides increased 
roaming coverage for the public.  This approach would also generate the 
market demand for the chipsets that public safety would need.  Security 
elements with this approach would need additional discussion as devices 
including band class 14 would be made available and enabled to the 
public.  Deployment of the PSBB network as part of the carrier’s primary 
equipment places equipment on the same update, replacement and 







maintenance schedules as the carrier’s infrastructure.  This would be a 
significant additional cost savings for the operation and maintenance of the 
PSBB network.  
  
The second item for comment has a much smaller scope of impact but will 
be significant for Public Safety.   Relay nodes are addressed in revision 10 
of the 3GPP standards.  I have not seen any recognition that those relay 
nodes may need to be mobile.  I believe that vehicle based mobile relay 
nodes with additional power levels and/or steerable antennas could 
provide significant coverage gains in a cost effective manner.  Research 
and development of mobile relay nodes is likely to be an area that public 
safety will have a larger interest in than the cellular industry.  
  
My last observation goes to open standards and multi vendor 
environments for components of the PSBB network.  It is paramount that 
we maintain open standards supporting the multi vendor environments for 
components of the network.  It is apparent that the carriers are all selecting 
2-3 vendors for major components to assure future competition.   We have 
our own example on not selecting an open standard in the costs of the P25 
vocoder.   Standard development and compliance is a necessary 
component to assure price competition and performance. 
  
Jon Melvin 
Communications Deputy 
Grant County Sheriff’s Office 
   
  
          
	  








 
 


Before the 
Department of Commerce 


National Institute of Standards and Technology 
Boulder, Colorado 80305 


 
 


In the Matter of:      ) 
) 


Soliciting Input on Research and Development         ) 
Priorities for Desirable Features of a Nationwide      ) Docket No. 110727437-1433-01 
Public Safety Broadband Network   )  
       )  


) 
 


COMMENTS OF L.R. KIMBALL  


L.R. Kimball, a CDI Company, of Ebensburg, Pennsylvania hereby submits comments in 


response to the Notice and request for comment released by the Institute on September 6, 2011, 


in the above captioned proceeding. 


 L.R. Kimball is one of the nation’s largest engineering/architecture/consulting firms, 


annually ranked among the top 200 design firms and the top 20 telecommunications firms by 


Engineering News Record.  L.R. Kimball’s Communications Technology Division has offered 


public safety and mission critical consulting services for more than 15 years. Our 


telecommunications and technology practice is focused on all facets of public safety, supporting 


operations and technologies; 911 networking, call delivery and call handling; radio 


communications; cyber security; and public policy.  


COMMENTS 


 L.R. Kimball responds to the following items regarding the features identified in the 


Notice and request for comment with the chart below. 


• Your assessment of the importance of the feature in relation to a Nationwide Public 
Safety Broadband Network; 







 
 


• Current gaps that exist preventing the realization of the full potential of the feature; 
• Possible research and development that could take place to close any technical gaps; 
 


 
Feature Importance Notes/Gaps/Challenges 


Features to ensure resiliency in an emergency 
Resiliency High The ability to recover from issues is important to a public safety 


system.  It is better to AUTOMATICALY recover.  Components 
should have a minimum of n+1 resiliency.  


Self-Organizing High The ability of the network to self-organize and reroute based on 
the current situation within the network is important and is one of 
the major benefits of an IP infrastructure over the current systems. 


Meshing (Data) Low Mesh operation in a data mode has some benefits, in particular at 
incident scenes to enhance the abilities of low powered systems, 
or to maintain the ability to transmit data in off-network areas but 
this has a major drawback on bandwidth and potential interference 
if used extensively.  This is one area of potential R&D.  The 
objectives would be to determine specific limits on hops, and 
automatic methods to avoid interference with multiple systems. 


Meshing (Voice) High The potential to provide localized and unit to unit voice 
communications even when off-network based on Mesh 
capabilities deserves further research and development.  The 
viability of this mode for off-network voice requires further 
investigation to determine if it can support the mission critical 
performance public safety responders require, and if the low 
power subscribers operating in a mesh environment for voice can 
achieve reliable coverage in and around buildings. 


Adaptability High The ability of the network to adjust to the situation, or to be told to 
adjust, is important for public safety.  This should be an automatic 
process.  Decisions for most situations in policy based systems 
should be developed and decided before the situations arise. 


To ensure reliability and availability 
Prioritization High Prioritization is important, but how to prioritize is an issue.  In 


traditional networks today, certain types of packets are prioritized 
such as voice. There needs to be further prioritization on a public 
safety system based on service type, user, or even a specific 
message.  This is an area of R&D to determine how this can be 
accomplished without impacting interoperability. 


Quality of Service 
(QoS) 


High See comments on prioritization. 


To enable security 







 
 


Feature Importance Notes/Gaps/Challenges 
Strong, Dynamic 
Access Control 


High It is critical to protect the information of a public safety system.  
One area of R&D could be to share that information between 
different systems: how does one state recognize users from 
another state, or when roaming between systems.  Another R&D 
issue would be to look at public records issues.  This is usually a 
state issue, does there need to be federal input on the use of these 
networks? 
 
 
 
 
 
 
 
 
 
 
 


To ensure affordability/commercial alignment 
Compatibility with 
Commercial 
Infrastructure 


High This will benefit the system because equipment costs will be 
lower due to the ability to use existing commercial research and 
development and then build on it.  This will also add to the 
security issues of the system.  Using commercial infrastructure 
opens up the ability for unauthorized access from outside entities.  
The commercial infrastructure is not controlled by public safety 
and security actions will be needed.  The QoS on commercial 
infrastructure will also need to be implemented.  In one project 
where IPSEC tunneling was used through the commercial internet, 
Voice communication was negatively impacted each afternoon 
due to possible bandwidth sharing. 


Network sharing Medium The context of the notice identifies this as sharing with public 
carriers, which will be good for areas that do not have public 
safety service. However, the issue of sharing will involve federal, 
state, and local policy issues.  A good example of the sharing and 
prioritization need is in the SAFECOM Statement of 
Requirements for Communications and Interoperability.  This 
document discusses the need to choke or even shut off certain 
users and or services in certain situations.  Using a public network 
will prevent the ability to choke or shut off services.  An example 
of this is the current Telecommunication Service Priority (TSP).  
While TSP is a good service, there is a built in delay of 
communications for users as they get access when available.  This 
would adversely impact a public safety system for primary 
communications. 







 
 


Feature Importance Notes/Gaps/Challenges 
Multi-Modal High This is in keeping with the expectations of the public and will 


provide more capabilities for the responders.  The impact of video 
is just beginning to be felt by public safety, but any system must 
support it. The ability of the network to ultimately support public 
safety voice in the same manner as traditional LMR (PTT one-to-
many, on and off-network, etc.) seems to be an expectation and 
requirement.  Providing this capability in a multi-modal 
environment could be even more challenging and therefore is an 
element that definitely requires focus by NIST. 


Scalability High Any system will need to be scalable and automatically scalable on 
the fly.  Incidents are rarely scheduled.  If you need to contact a 
provider to scale the system while responding to a situation it will 
not be a viable solution. 


Power Awareness Medium This is a good feature for use of equipment with batteries.  Users 
will need to carry devices and use them for normal shifts of 8 to 
12 hours and incidents that may last even longer.  In many current 
commercial systems, the power is controlled by the network and it 
tells the device what to do.  This has lead to issues with some 
functions of the user device being powered down when it needs 
full power to perform a critical function like location acquisition 
in a network based location determining system. 


Standardized 
Common Interfaces 


High This is critical, but further defining which standardized interfaces 
will be important, and the details for each.  For example a 
standard is usually written for a larger stakeholder group, the 
Public Safety systems will most likely need to define the specific 
components of these standards to ensure interoperability.  
Avoiding proprietary solutions that will require licensing and 
choice of vendors is important.  This may also lead to faster 
innovation as multiple vendors will work on improving services 
rather than relying on a single entity. 


Uniform, Universal 
Access 


Medium A wide choice of access will help to gain acceptance, but opens 
issues of security.  Defining a large set of access devices and 
methods may better benefit public safety. 


 
• NIST requested comment on the importance of employing open standards for the 


nationwide public safety network? 
 


 L.R. Kimball responds that it is clear that the establishment and adoption of open 


standards for the nationwide public safety broadband network will be critical to its success.  The 


promise of this network to not only provide the bandwidth needed to transport data and 


information never before available to responders, but to also ultimately provide true 


interoperable voice communications will only be met if the network and all elements are built on 


open standards. 







 
 


 
 Over and above the relatively obvious need for standards to assure interoperability 


across the network and between devices for Public Safety, there are some specific considerations 


that must be addressed in establishing LTE related standards for Public Safety.  First, as a 


“commercial” technology, defining and establishing consensus standards from the carrier and 


manufacturer industry are well underway and already defined and roadmapped by the 3GPP.  


 In order to take advantage of the economies of scale from leveraging commercial LTE 


development that will help keep down costs for both infrastructure and UE, Public Safety must 


participate as well in that standards process.  In addition, Public Safety must develop a full 


understanding of the elements and roadmap defined by 3GPP, in order to identify the gaps 


between the commercial LTE standards, and the features and specifics needed by Public Safety.  


Once these gaps and difference in need are fully understood, Public Safety can pursue 


development of a standards “layer” building upon and taking advantage of the commercial 


standards.  We recognize efforts and activity is already underway to define the understanding of 


Public Safety voice and data needs on the LTE platform (i.e. the Statement of Requirements, 


findings from the NIST PSCR broadband demonstration project, etc.)  L.R. Kimball wishes to 


emphasize the importance of developing the means to address these needs and features by 


building upon the LTE commercial standards foundation to every extent possible. 


 For the most part, in today’s Public Safety LMR environment, referring to “standards” 


tends to particularly mean the air interface or standard – such as the P25 CAI.  Even though the 


P25 standards suite is to include establishing interface standards that would potentially allow 


buying one manufacturer’s console to interface to another’s trunked system, or the use of one 


manufactures’ base stations in another’s network, this scenario has not yet quite materialized. 


 







 
 


 In order to continue down the path currently underway for Public Safety broadband - 


locally/regionally procuring and build-out of elements that will become a single, integrated 


nationwide network – standards and interfaces must be in place and followed at all of the 


building block levels including eNodeB and RAN, EPC, gateways and supporting system access 


and management applications, and of course UE.  Again, building from the standards established 


from the 3GPP, Public Safety, through the R&D efforts of NIST,  we must establish any 


additional detailed standards requirements specific to our needs so that manufacturers can 


address these standards and systems being procured and can build them using equipment that 


will allow different manufactures equipment to operate within and across the overall integrated 


national network. 


 
• NIST requested comment on what challenges public safety could face in realizing the ful


potential of these features given currently implemented solutions, and what network 
features or requirements have not been identified above, the lack of which may impair the 
network's ability to adequately serve the needs of public safety. 


l 


 
 L.R. Kimball responds that Public safety could face challenges realizing the full 


potential of the broadband network given currently implemented solutions; 


 Most issues and roadblocks to development and adoption of the national Public Safety 


Broadband network will go back to the following two challenges: 


• Funding 


• Control 


 Although the issues of control and funding might appear to be outside the scope of 


NIST’s request for inputs related to development of features for Public Safety, we believe some 


important technical work and development is needed to address the control aspect of these 


networks. 







 
 


  Traditionally, most agencies and jurisdictions have built and owned their public safety 


radio systems.  Even with modern trunked platforms technically capable of scalability and 


supporting large numbers of sites and subscribers from a single switch, it remains difficult to 


overcome control concerns and encourage sharing of a common switch. In order to be successful, 


and take advantage of the scalability and capacity supported by LTE networks, these systems 


will need to be developed and managed by an accepted entity, such as was done with NLETS.  


The development of an effective governance structure and a trusted authority will be key to 


widespread adoption. 


 Regardless of the ultimate governance body and structure that would oversee the 


construction of these networks, appropriate tools and applications will be required to manage 


resources, system access, priorities and provisioning.  Conducting the R&D needed to define the 


requirements of these system management application tools, and then fostering their 


development is an an area that NIST could and should include as a high priority element of their 


efforts. 


 The applications and system management tools that exist today for commercial 


technologies such as LTE have primarily been developed to allow carriers to manage and track 


subscriber usage, air-time, etc. for billing purposes, activations, etc. as well as general “system 


management.”  These applications and specific approach to system management and 


provisioning are likely customized by each carrier to reflect their business operations and 


approach to system management. 


 When we consider the environment of a national, Public Safety broadband network, 


serving hundreds or thousands of local and state agencies and jurisdictions, providing the tools 







 
 


and applications that present some measure of control and management will be a significant 


factor in the speed of adoption by these entities.   


 The availability of system/subscriber management and monitoring tools and 


applications, providing an appropriate level of access and control for local agencies and 


jurisdictions could not only be a critical factor in the adoption rate as the network is constructed, 


it could also impact the early stage consensus on the approach to architecting the network.  


NPSTC, NIST and many others have recommended the assignment of a single PLMN for the 


network and related discussions center on the potential to cost-effectively architect it with a 


small number of EPC’s.  At the same time, many jurisdictions are already involved in 


discussions with vendors, pursuing RFP’s or actually contracting for local or regional LTE 


systems. 


 There are a number of valid reasons these entities are moving forward with LTE system 


procurements, and this is not meant to criticize this activity.  However, we believe this localized 


approach to procuring these systems illustrates the difficulty that will be encountered in moving 


from a mindset of locally owned and controlled radio systems to one which is owned, operated 


and governed by others.  The availability of system management and monitoring applications at 


a local jurisdiction level won’t address all the aspects involved in changing this traditional 


mindset, but could certainly help overcome some of the potential concerns. 


 With this background in mind, some of the R & D elements that might be explored by 


NIST related to system management and monitoring – both at the network level and at the local 


or jurisdictional level include: 


• What features and functionality in the broadband network require some level of access or 


control at a local or jurisdictional level? 







 
 


o Examples – prioritization of traffic, subscriber provisioning and activations, usag


levels and reports, roaming capabilities, etc. 


e 


o What functions or operations could be managed at a network operator level vs. 


features that might require rapid access and changes at a local level in order to 


respond to an event? 


• What capabilities and system management tools have already been developed and are 


used by carriers for the various levels of management and provisioning of commercial 


networks? 


o Can these applications or elements of them be leveraged to develop the tools 


needed to address specific public safety system management and monitoring 


needs – both at an operator level and local level? 


• Are there any potential new hardware or software development efforts needed on the 


system RAN and/or UE to support unique Public Safety system management function or 


feature requirements? 


o Are there elements or interfaces here that require further definition as part of 


standards in order to assure any vendors equipment is compatible with the system 


management and monitoring tools developed for public safety jurisdictions? 


• Presuming that support for voice on LTE continues to be developed and evolve on the 


Public Safety Broadband network, what capabilities for managing voice and related 


features must be supported by the system management application? 


• Can system management and monitoring tools be developed that allow partitioning of 


users/jurisdictions to access only their users and resources? 


• How can local access be provided but network security and protection be maintained? 







 
 


• What interaction, if any, might be required between these system management and 


monitoring applications and the user applications on the network? 


o For example, routing video to multiple locations/devices, bandwidth alloc


and QoS, etc. 


ation 


plications • What interaction or support might be needed from these system management ap


relative to interface and interoperability with legacy LMR systems such as P25 trunked 


voice? 


• Given the likelihood that Public Safety UE will be roaming on commercial networks, 


would the system management applications for the public safety broadband network need 


to interface or pass information to/from the commercial LTE networks?   


 


 It is our observation that NIST is in a unique position to address and drive the 


definition and development of the various elements and requirements of Public Safety broadband 


identified in the Notice and Request for comment and elements such as system management and 


access.  With the LTE system elements already in place under the PSCR project, and the funding 


for further R&D under the proposed legislation, NIST can drive needed neutral oversight and 


coordination for defining and developing the extensive functions and features specific to public 


safety broadband.   


 In addition to the list of specific elements NIST identified in the request for Comment 


and other recommendations for further R&D efforts such as system management and monitoring 


tools, L.R. Kimball suggests that some focus be applied to assuring there is full alignment 


between the potential applications and information needed by public safety, and the capabilities 







 
 


of the network to support these.  Certainly, one the most referenced applications for public safety 


broadband is “video.”   


 Access to/from video at a scene will clearly provide substantially increased situanal 


awareness for responders, dispatchers and administrators, it’s our opinion that more research is 


needed to fully explore the use-cases, and an understanding of just how it will be used, what are 


the realistic bandwidth requirements of different use cases, etc.  Having a better understanding of 


the uses in public safety responses of a potentially high bandwidth application such as video 


could impact some of the technology development requirements for LTE that NIST is seeking to 


address.    


 Other applications – and technology advances underway in Public Safety should also 


be considered and understood before finalizing the requirements of public safety broadband and 


developing the capabilities unique to public safety.  One of these areas for further research is the 


interface, and potential interaction with NG 9-1-1 networks.  The potential synergy of the 


“inbound” information side of the dispatch process to the “outbound” responder side of the 


equation may not be fully understood or appreciated until these networks begin to be deployed 


and used.  However, R&D efforts should be made now to examine and understand any potential 


requirements for interfaces or services that should be developed in the public safety LTE 


platform to assure that full advantage could be taken for the efficient and full flow of information 


(video, stills, data, etc.) that NG9-1-1 networks will enable. 


 


• NIST requested comment on how NIST should pursue the recommendation from a recent 
report of the President's Council of Advisors on Science and Technology that suggested 
the need to develop methods for implementing a ``survivable core'' of cyber-
infrastructure that would be relied upon to provide truly essential services in the event of 
a catastrophic cyber-attack. Please comment on. Among other things, commenters should 
address whether the goal should be to design a separate survivable core that is integrated 







 
 


and interoperable with the primary public safety network, or instead to design the primary 
network such that it can reconstitute rapidly--following a catastrophic event--to achieve 
some ``core'' level of service. 
 
L.R. Kimball responds that the public safety industry is currently undergoing a radical 


evolution. The introduction of NG9-1-1 brings necessary and exciting changes to the nation’s 


public safety system. The benefits of these changes will allow public safety agencies to address 


the increasingly complex and advanced technologies that our society uses on a daily basis and 


will significantly enhance their ability to continue the important task of savings lives. However, 


while the benefits of NG9-1-1 are both obvious and substantial, the risk of Cyber Security 


attacks on the nation’s public safety infrastructure is increased with the evolution towards    


NG9-1-1. This stems primarily from the simple fact that 9-1-1 call centers will become 


interconnected through the use of IP-Enabled Emergency Services Networks (ESINets), some of 


which may include broadband wireless segments or portions. These networks, while necessary to 


fully realize the benefits of NG9-1-1, dramatically increase the need to ensure that 


comprehensive and holistic cyber security countermeasures are implemented in a consistent and 


meaningful manner—something not historically done within the public safety industry. A 


survivable core of cyber infrastructure that could be relied upon to provide essential services in 


the event of a significant incident may be valuable, but introduces unique questions related to 


governance, management, control and funding. Who will govern the core? Who makes decisions 


about attacks and how to respond to them? What are the standards required to interconnect and 


how will they be enforced? To answer these questions, it will necessary to engage the 


stakeholder community in a fashion that is engaged and representative of the diverse and 


localized nature of public safety. Workshops, working groups, collaboration, and R&D efforts 







 
 


will be necessary to identify key requirements, develop governance models and implement a 


solution that is both secure and functional.  


 


• NIST requested comment on how it should engage public safety practitioners and 
technologists as part of the planned R&D projects to ensure proper prioritization of 
efforts and effectiveness of developed solutions. 
 
L.R. Kimball responds that the NIST should consider the creation of working groups 


and/or committees that engage stakeholders from within the public safety community. These 


working groups will bring real world expertise “from the trenches” helping to level set activities 


and set priorities Furthermore, the NIST should consider involving vendors as well as other 


stakeholders in “interoperability” plug fests or test lab environments where new configurations 


can be tested or tried.  


 
 


Lastly, L.R. Kimball suggests that NIST construct and implement an effective Research 


and Development plan and process that identifies and captures the key core elements, features, 


and limitations as identified by all public safety related jurisdictions, agencies, and disciplines. 


Structure the R&D work to align and support successful implementation of the core program 


components. With sufficient research data obtained, enable NIST to align R&D priorities to 


effectively establish base line operational, functional and technical requirements.  


In order to close technical gaps and obtain maximum benefit from the discovery phase of 


the research, the following approaches should be included. 


 Conduct vendor and issue analysis as it pertains to the baseline requirements 
 Compare and contrast public safety needs and requirements to existing commercial 


broadband systems 
 Identify 4G LTE broadband assumptions and constraints and limitations from an 


operational, functional, and technical perspective. For example, public safety agencies 







 
 


depend on radio to radio communications in remote and incident command situations that 
do not access the tower site infrastructure. 


 Interaction, integration, and inclusion with other public safety initiatives such as       
NG9-1-1. 


  Specific focus on the operational, governance and security issues of the technology. 
 Avoid communications research that might overlap or create unnecessary duplication  
 Conduct final audit to stakeholders on any areas that might have been over looked or are 


missing 
 Clarify what portion of research if any,  is dedicated to future voice capabilities 
 With all the findings in place, identify what portion of existing LTE commercial 


infrastructure can be integrated into legacy public safety systems   


 
 
 


 
 


 








 


Layer 2 Connections, LLC 


13016 Eastfield Road, Suite 280 


Huntersville, NC  28078 


(919) 300-7733 |www.layer2connections.com 


information@layer2connections.com 


Via Electronic Submission 


October 12, 2011 


Mr. Dereck Orr 
Office of Law Enforcement Standards 
National Institute of Standards and Technology 
325 Broadway 
Boulder, Colorado  80305 
 
Re:  Request for Comment – Docket No:  110727437-1433-01 
 
Dear Mr Orr: 
 
This letter is in response to NIST’s Notice and Request for Comment. 
 
In the request for comment, three of the features listed (as defined exactly in the Notice) stood out: 


1. Resiliency:  The ability of operable systems to recover from mishap, change, misfortune, or 


variation in mission or operating requirements. 


2. Compatibility with Commercial Infrastructure:  The utilization of a variety of commercial 


services when public safety is in areas not covered by the public safety broadband network. 


3. Network Sharing:  The shared use of infrastructure between commercial and public safety 


users. 


Layer 2 Connections has previously shared with NIST and with the FCC its opinions that described ways 
in which the safety and productivity of first responders might be improved.   
 
Our recommendation tied to the specific features above is that we suggest NIST delve deeper in its 
research and testing of commercially-available solutions that create what we call Virtual Wide Area 
Networks (VWANs).   
 
In our definition, a VWAN allows multiple similar or dissimilar networks – whether wired, wireless or 
satellite – to be connected together to act and behave as one. 
 
This is relevant to the Public Safety community because the quality and quantity of wireless data 
bandwidth available to users can be significantly enhanced by allowing them to simultaneously or 
serially connect to  multiple commercial or private networks (wired, wireless or satellite) in addition to 
the 700 MHz Public Safety Broadband Network (PSBN).  VWANs can enable first responders to leverage 
both the future Public Safety Broadband Network AND any existing commercial/ private wired and 







 


wireless networks. This provides improved resilience in connectivity and an increase in the overall 
bandwidth available to the user by bonding the dissimilar network assets together with a single IP 
address and combined total bandwidth and QOS policy. 
 
We stress that these capabilities would ease the future challenges to be faced by those who migrate 
from existing public or private systems to the PSBN, and would support failover once the public safety 
broadband network is built out.    


As a related point of reference, on June 29, 2011, Layer 2 Connections representatives met with FCC 
Public Safety and Homeland Security Bureau representatives (James Barnett, Jennifer Manner, Genaro 
Fullano and Behzad Ghaffari).    This was one of several meetings with the PSHSB.   In that meeting, we 
offered comments on several topics: 
 


1. TOPIC:  The transition from commercial and private networks used by public safety agencies 
today to the emerging 700 MHz Public Safety Broadband network(s).  
 
We commented that this transition was the most important time for establishing best practice 
for inter-network handoff because public safety agencies will be grappling with an important 
migration from a variety of public and private wireless data network technologies to the LTE 
Public Safety Broadband Network. The ability for these agencies to leverage a hybrid of both 
existing private and commercial networks used today and emerging networks simultaneously 
and seamlessly will significantly mitigate any coverage, reliability and capacity issues during the 
transition period. 
 


2. TOPIC:  How both the definition of seamless network handoff – for both Intra-RAT (Radio Access 
Technology) and Inter-RAT handoff – and the timing of these requirements are important to first 
responders.  
 
We commented that an important part of providing handoff between networks (regardless of 
what technology on which they are based) is the gathering of metrics that assist in making 
decisions about when to use networks and when to avoid them. Steering an agent from a 
network that is viable but congested onto a network that is not viable will cause difficulties. We 
commented that performance metrics need to be gathered in real-time because network 
performance can change both rapidly and drastically based on a variety of external factors.     
We commented that the handoff must be so seamless to the user that it will not be noticeable 
even when using real-time protocols such as VoIP and Video; this requires the alternative bearer 
to be queued and ready before the handoff occurs.    
 
The above together describes a “Make-before-break” handoff.   We reiterated that an FCC or 
perhaps NIST standard requiring that a network handoff be a Make-before-Break seamless 
handoff (vs. allowing any break at all) is crucially important to the situational awareness, 
productivity and safety of the first responder.   We also encouraged the FCC to pull forward the 
requirements of inter-network handoff (currently termed Inter-RAT handoff, although it is our 
opinion that this term requires further definition) into the current rulemaking, as there is no-







 


more important time than the transition from existing commercial and legacy networks to 
enable seamless Make-before-Break handoff.   In this way, legacy networks can continue to be 
used for resilience once the PSBN is built out. 
 


3. TOPIC:  The impact that over-the-top VPNs were likely to have on the quality of service 
mechanisms being considered for the LTE Public Safety Broadband Network.  
 
We commented that we believed a considerable number of public safety agencies are likely to 
require applications to use a specific VPN technology which will encrypt packets streams in a 
manner that may make it difficult or impossible for LTE QoS mechanisms to be effective. We 
commented that we believed that additional work was needed to better define the role of over-
the-top VPNs in public safety communications in order to better understand the significant 
impact that they may have in delivering effective and efficient communications.   We 
encouraged the FCC (as we now encourage NIST as well) to consider a view of the End-to-End 
experience for a first responder, inclusive of the backhaul and any internetwork connections 
that applications and over the top VPNs will be required to traverse.   We stressed that Inter-RAT 
handoff can be best achieved today via mobile-tolerant VPNs that will work with the PSBN and 
other commercial and private wired, wireless and satellite data networks.    


Our multiple Ex Parte notices and corresponding presentations with the FCC can be found at the 


following address: 


http://fjallfoss.fcc.gov/ecfs/comment_search/execute?proceeding=06-


229&applicant=Layer+2+Connections&lawfirm=&author=&disseminated.minDate=&disseminated.max


Date=&recieved.minDate=10%2F12%2F10&recieved.maxDate=&address.city=&address.state.stateCd=


&address.zip=&daNumber=&fileNumber=&submissionTypeId=&__checkbox_exParte=true 


Layer 2 Connections is a small, woman-owned business based in North Carolina with experience 


serving the public safety community with voice and data communications.  Layer 2 Connections 


represents commercially-available VWAN technology.   If you have any questions or comments 


regarding these comments, please do not hesitate to contact me. 


 
 
Sincerely, 
 
/s/  Pascal de Hesselle 
 
Pascal de Hesselle 
Principal, Layer 2 Connections, LLC  
Mobile:  561.662.4804 | Email:  pascal.dehesselle@layer2connections.com 



http://fjallfoss.fcc.gov/ecfs/comment_search/execute?proceeding=06-229&applicant=Layer+2+Connections&lawfirm=&author=&disseminated.minDate=&disseminated.maxDate=&recieved.minDate=10%2F12%2F10&recieved.maxDate=&address.city=&address.state.stateCd=&address.zip=&daNumber=&fileNumber=&submissionTypeId=&__checkbox_exParte=true

http://fjallfoss.fcc.gov/ecfs/comment_search/execute?proceeding=06-229&applicant=Layer+2+Connections&lawfirm=&author=&disseminated.minDate=&disseminated.maxDate=&recieved.minDate=10%2F12%2F10&recieved.maxDate=&address.city=&address.state.stateCd=&address.zip=&daNumber=&fileNumber=&submissionTypeId=&__checkbox_exParte=true

http://fjallfoss.fcc.gov/ecfs/comment_search/execute?proceeding=06-229&applicant=Layer+2+Connections&lawfirm=&author=&disseminated.minDate=&disseminated.maxDate=&recieved.minDate=10%2F12%2F10&recieved.maxDate=&address.city=&address.state.stateCd=&address.zip=&daNumber=&fileNumber=&submissionTypeId=&__checkbox_exParte=true

http://fjallfoss.fcc.gov/ecfs/comment_search/execute?proceeding=06-229&applicant=Layer+2+Connections&lawfirm=&author=&disseminated.minDate=&disseminated.maxDate=&recieved.minDate=10%2F12%2F10&recieved.maxDate=&address.city=&address.state.stateCd=&address.zip=&daNumber=&fileNumber=&submissionTypeId=&__checkbox_exParte=true
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In the Matter of  ) 
 ) 
Soliciting Input on Research and Development ) 
Priorities for Desirable Features of a ) NIST Docket No. 110727437-1433-01 
Nationwide Public Safety Broadband Network. ) 


 
 


Joint Comments of 


the Palo Alto Research Center and 


Motorola Solutions, Inc. 


The Palo Alto Research center (PARC) and Motorola Solutions, Inc (MSI) appreciate the 


opportunity to provide comments on NIST’s Public Notice1 regarding possible research and 


development priorities for new features and capabilities of the nationwide wireless Public Safety 


broadband network. We hope that NIST will find these comments helpful in determining the 


technology areas that might be appropriate for investing research funds from the Public Safety 


Investment Fund (PSIF), part of the Administration’s proposed Wireless Innovation (WIN) 


Fund, to advance the development of those feature and capabilities. 


The submitters recognize the important steps that NIST has already taken to identify the 


unique wireless broadband communications operational requirements of the Public Safety 


community, over and above what is currently being deployed in commercial Long-Term 


Evolution (LTE)-based wireless broadband networks. We understand that these previously 


identified requirements, as detailed in the U.S. Department of Justice Community Oriented 


                                                           
1
  See Soliciting Input on Research and Development Priorities for Desirable Features of a Nationwide Public 


Safety Broadband Network. NIST Docket No. 110727437-1433-01 
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Policing Services (COPS) report,2 are to be used as a starting point to identify possible areas of 


investment of PSIF funds to “conduct R&D to support new standards, technologies and 


applications to advance Public Safety communications”.3 Both PARC and MSI support this 


effort, and are looking forward to working closely with NIST, the Public Safety community, and 


others in this market to identify and advance the development of the technology needed to 


support the current and future needs of Public Safety. 


I. Prioritization of Research Projects 


The existing Public Safety communications marketplace is a dynamic one, with many 


vendors actively working with representatives of the Public Safety community to develop 


solutions to meet the communications needs of first responders. As NIST undertakes the 


challenging effort to identify the priority areas for the advancement of communications 


technology needed by the Public Safety market, both short and longer term, the current efforts of 


technology development already underway in the Public Safety communications arena can 


provide substantial guidance regarding the areas of future research that will provide the most 


benefit to the Public Safety community.  


The decision to base the Public Safety wireless broadband network on existing, 


standardized commercial technology (e.g. LTE) provides a substantial head start in making 


equipment available for immediate deployment. It also allows the significant amount of 


investment already being made by the private sector in researching future solutions for both the 


Public Safety and commercial networks to be leveraged, which allows the funding ($500 million) 


proposed for the PSIF to be focused on research areas that are consensus priorities, but which are 
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  Id. at 4 


3
  Id. at 5 
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not already under development within the private sector. We believe an open and collaborative 


process, with close cooperation among the Public Safety community, the private sector, and 


NIST, is the best way to ensure that the most vital future communications needs, selected from 


the broad areas of possible research that have been detailed in the Public Notice, are targeted. 


As these priority areas of research are identified and funded, we also believe it would 


provide the most benefit to the Public Safety community if the results of all PSIF-funded 


research projects are made broadly available to the private sector. Sharing the results of this 


research with the market will help ensure that the practical solutions will be deployed in support 


of Public Safety in the fastest and most efficient way possible. 


II. Priority Research Areas 


 PARC and MSI agree that, as the COPS report illustrates, there are many potential 


priorities for advancement of public safety wireless broadband communications technology 


which would benefit from additional funding, many of which are already being addressed to 


varying degrees by private sector R&D activities. However, there are still some key areas in 


which the PSIF funding could provide significant benefit to the Public Safety community. 


One mission-critical component of a public safety broadband network is how it operates 


at the edge of the network, where the handheld and mobile units are typically concentrated in 


support of first responder communications at an incident scene. This functionality is especially 


critical in these emergency situations, where the location and magnitude of such incidents is by 


definition unknown ahead of time, and is one of the key distinguishing features of Public Safety 


networks. Currently we are starting to see the deployment of LTE-based networks, which will 


combine the standardized network management and operational capabilities already being used 
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in commercial networks with the specific deployment requirements, site hardening, functionality 


and applications required to meet the unique needs of the Public Safety community. 


LTE will provide much of the functionality needed for the networks being deployed by 


Public Safety today. However, in the future the functionality of a Public Safety network may be 


enhanced if the capability of operating in a distributed manner, without any central 


infrastructure, can be added to the existing network-based operation to deal with emergency 


situations where network-based communications is not reliably available. In these scenarios, the 


network must be autonomous, delay and disruption tolerant, and allow the users at the edge of 


the network to get the job done even if working in isolation. Users of the network must be able to 


exploit any data already in the network and not require a robust backhaul to centralized servers 


or the Internet to ensure some level of communications support even when access to network-


based data or resources are temporarily not available. 


A broadband Public Safety network should not be limited to the core services of voice 


and text telemetry alone at times when the infrastructure is unavailable. Command and control 


systems are relying on multi-modal information-centric tools more and more every day and need 


the infrastructure to support this. Different tools may require anything from low rate position 


tracking to high bandwidth multimedia transfers. Each application should be able to signal to the 


network its specific data communications requirements in order to assist the network in 


managing mission critical traffic, and planning resource usage. One should be careful to note that 


this management and planning cannot rely on centralized control and authorities but at the same 


time must be able to be part of the more complex global system. In the Public Safety 


environment, dynamic control and prioritization by an incident commander or his/her designee is 
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extremely important, as priorities are event driven, and may change rapidly during the course of 


managing a prevention or response activity. 


Due to the nature of emergencies, Public Safety cannot plan ahead for every possibility. 


This is true for coordination of first responders and it’s true for coordination of networks. 


Sometimes Public Safety communications requires heavy video streams, other times an increase 


in voice calls or access to database information is needed. The physical environment is also 


important, as sometimes responders will have a strong signal available, and at other times Public 


Safety operations could be underground with very low signal strength. Adding the capability for 


the system to make distributed decisions will enhance the first responder’s ability to deal with 


real disasters. The strength of a public safety communication system will be tested not at a 


regular traffic stop, but after an earthquake, terrorist attack or tsunami. However, it is also 


important to recognize that, for Public Safety, even a routine traffic stop could quickly turn into a 


situation of life and death, demanding the best communications solution possible. 


We need to enable each responder’s device to help make localized decisions based on 


each device’s context, and what the device knows about its network surroundings and peer 


devices. For example, each device can track the condition of the radio environment. If a 


particular channel is nearing capacity, alternate channels could be used, if sufficient spectrum is 


available. Devices should also support multiple networks and allow concurrent network access. 


A handset should be able to access local 3G or 4G networks, when available, but also operate in 


local mesh networks. Localized decisions can then be taken on what network to use, optimizing 


the routing of voice, text, and data. This would allow local, high speed data access among the 


nearby users, offloading the backhaul network. At the same time it would ensure continued local 


group operations even when the backhaul is not available. 
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As stated above, we believe future public safety networks will be multi-modal, carrying 


voice, text, audio, video, images and data; some real-time and some not. An image by itself 


might not be very informative. It is the context and meta-data associated with it that gives it real 


value. We believe this same concept should be applied to the network as a whole. In order to 


contextualize the information and relate one piece of data to another, we must have an 


information-centric view of the network. Data from one application should be compatible with 


data from other applications. For example, we might have a location service that keeps track of 


each responder’s position, as this data could be very useful for a mapping application that 


quickly shows an incident commander or dispatch/command center personnel the location of all 


responder resources. It is also potentially useful for an application that finds the nearest person 


with training in chemical fires, so the most effective resources could be identified and sent to the 


scene of a fire more quickly. 


We can imagine many of the applications that will be built for a future multi-modal 


public safety network, but we can’t imagine all possibilities. This means that we must design a 


clean and extensible API that will allow new applications to be created and take advantage of the 


data exchange capabilities even when each application is developed independently. 


In summary, we believe future Public Safety broadband networks should offer: 


- The ability to use the existing (and planned) infrastructure, including LTE 
- The ability to communicate in a decentralized, peer-to-peer and multi-hop manner for 


voice, video and data 
- The ability to tolerate high delay and disruption of the wireless connection to command 


centers and the Internet 
- Autonomous devices that can adapt to the current conditions and use the best network 


(including LTE and mesh) for the situation 
- Data abstractions for producing, sharing and consuming data at a global system level 
- Communications abstractions so applications can communicate and share data without 


needing to know where the data or recipient is 
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III. Edge Networking Scenario 


This section describes a potential scenario to help illustrate the benefits that future 


enhancements addressed in these comments could bring to Public Safety broadband network 


operation. 


At 6pm on a Thursday afternoon, a 6.8 magnitude earthquake strikes the east coast with 


an epicenter a few miles south of Manhattan. Police, fire, and medical personnel scramble to deal 


with injuries, deaths, hazards, damage, and potential vandalism. Numerous separate units with 


different areas of specialization across several jurisdictions will all respond to the variety of 


problems. Key to the effectiveness of their response is a system that creates clear, rapid 


communication and coordination among the multiple entities involved. 


Let us consider one particular event that could result from this scenario: A train has 


derailed in a tunnel running under the river between Manhattan and Brooklyn. At the west end, 


the tunnel has collapsed. At the east side, water has started to leak in. The water coming in will 


make it hard to evacuate in that direction. Swift action is needed. A crew of New York City's 


Transit Authority personnel work with the Fire Department, City of New York (Team A) to clear 


rubble in order to open the collapsed tunnel. Meanwhile a group of emergency medical 


technicians (Team B) enter the tunnel from the Brooklyn side and makes its way towards the 


train. Underground communication lines have failed. Deep in the tunnel there is no way to 


receive radio signals from the surface, so while connection to the Public Safety broadband 


network is not possible, it is still possible for the handheld devices carried by the responders to 


communicate directly with each other. Leveraging this capability, Team B communicates 
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amongst themselves, their devices working independently of access to the Public Safety 


broadband network at the surface. The responders have cached information before becoming 


disconnected and can detect and talk to the other devices around them. They reach the train and 


first group of victims. Two team members (B1, B2) stay with this group to deal with the most 


seriously injured passengers. Their handheld devices are not connected to external networks but 


they can still communicate with the rest of the team, consulting each other on what needs to be 


done next. Most of the interaction between team members is by voice as B1 and B2 perform 


triage. 


Team A continues to the next car and two more team members (B3, B4) stay behind to 


deal with more wounded people as the remaining two (B5, B6) make their way to the end. B5 


and B6 notice a victim trapped under the rubble at the end of the tunnel. They realize that Team 


A needs to be aware of the victim as they are clearing the rubble. 


B5 snaps some pictures and records a short video report of surroundings. He needs to get 


this information to Team A. Talking via radio, B5 tells B1 (who is closest to the east end) to go 


deliver the information. After verifying that she has received the pictures and video, B1 runs 


back towards the east side of the tunnel. In a few hundred yards her device informs her 


connectivity has been re-established with the main Public Safety broadband network. Data starts 


being uploaded to the central command center. B5 is now able to talk to dispatch and give an 


update on the situation. 


B1’s handheld device is just barely within reach of the Public Safety broadband network, 


but luckily she's also in range of the rest of her team. Her device immediately starts acting like a 


relay node. With some communication reestablished, the other team members can now send and 
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receive data. Due to the long distance, the radios can only deliver low bandwidth so data is 


prioritized. B1 leaves her radio behind (to maintain the communication) and returns to the train 


to continue providing medical assistance. 


B5, who is with the victim under the rubble, can now establish a video call to Team A at 


the other side. Because bandwidth is low, the quality is extremely low. The system prioritizes 


audio followed by as many images as possible. B5 coordinates with Team A on how to create a 


small opening, and eventually they are able to break through without harming the trapped victim. 


The radios can now detect each other and start communicating directly. B5's video will now be 


sent in high-definition to Team A. All of Team B now starts relaying via B5 and B6's radios. The 


two teams will now communicate directly to create a large enough opening to start evacuating 


victims. 


IV. Research Agenda 


A government funded research program should focus on areas of high importance to 


Public Safety objectives that would otherwise receive little commercial investment due to their 


specialized needs. We have provided the above scenario to illustrate some of the unique 


situations faced by first responders, in order to help identify possible areas of research that could 


advance Public Safety communications technology. This section discusses these areas and 


suggests several potential research projects. The autonomous operation of devices in a mesh 


network with little or no connection to the main Public Safety broadband network is a key future 


enhancement and differentiator of Public Safety networks from commercial wireless systems. 


Important topics for potential research to support this future enhancement include the self-


organization of devices into efficient network topologies to transport multimedia traffic over 
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multiple hops, and scaling of the ad hoc network to support many devices through dynamic 


channel use. Such a system would need to include mesh-aware QoS mechanisms to find suitable 


paths in the mesh environment efficiently, and to reserve bandwidth in accordance with available 


priority mechanisms. 


Developing standard network communication and storage mechanisms that help exploit mesh 


capabilities when devices are disconnected from the main Public Safety broadband network and 


command center is also a critical future enhancement. When not connected to the main Public 


Safety broadband network, responders should be provided the ability to share text, voice, video, 


and documents among themselves in isolation from centralized servers and facilities.  


V. Summary 


 PARC and MSI again applaud the efforts of NIST to support the communications needs 


of the Public Safety community, and to help advance the state of wireless broadband 


communications technology through investment in priority research projects via the proposed 


PSIF. We urge NIST to adopt an open and collaborative process to ensure that ongoing 


development efforts by the private sector are taken into account when these priorities are 


identified, and PARC and MSI look forward to being active participants in that process. With a 


significant amount of investment already being made in Public Safety broadband 


communications technology, we believe that appropriate areas can be identified which, when 


enabled by PSIF funding, could significantly advance the state of Public Safety communications, 


without duplicating the efforts and investments of the private sector in this critical area. 
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COMMENTS OF 
THE NATIONAL PUBLIC SAFETY TELECOMMUNICATIONS COUNCIL 


 
 


 The National Public Safety Telecommunications Council (NPSTC) submits these Comments 


in response to the National Institute of Standards and Technology (NIST) request in the above-


captioned proceeding.1  In these comments, NPSTC recommends NIST focus primarily on those 


areas that require research, not just proper deployment, and that any research and development 


program be planned and executed in close concert with the local and state public safety community 


and relevant industry experts.   


                                                
1  Notice and Request for Comment: Soliciting Input on Research and Development Priorities for Desirable 
Features of a Nationwide Public Safety Broadband Network, Federal Register, Volume 76, No. 176, September 12, 2011.  
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 The National Public Safety Telecommunications Council 


The National Public Safety Telecommunications Council is a federation of public safety 


organizations whose mission is to improve public safety communications and interoperability 


through collaborative leadership. NPSTC pursues the role of resource and advocate for public 


safety organizations in the United States on matters relating to public safety telecommunications. 


NPSTC has promoted implementation of the Public Safety Wireless Advisory Committee 


(PSWAC) and the 700 MHz Public Safety National Coordination Committee (NCC) 


recommendations. NPSTC explores technologies and public policy involving public safety 


telecommunications, analyzes the ramifications of particular issues and submits comments to 


governmental bodies with the objective of furthering public safety telecommunications worldwide. 


NPSTC serves as a standing forum for the exchange of ideas and information for effective public 


safety telecommunications. 


The following 15 organizations participate in NPSTC: 


American Association of State Highway and Transportation Officials 
American Radio Relay League 
Association of Fish and Wildlife Agencies 
Association of Public-Safety Communications Officials-International 
Forestry Conservation Communications Association 
International Association of Chiefs of Police 
International Association of Emergency Managers 
International Association of Fire Chiefs 
International Municipal Signal Association 
National Association of State Chief Information Officers 
National Association of State Emergency Medical Services Officials 
National Association of State Foresters 
National Association of State Technology Directors 
National Emergency Number Association 
National Sheriffs’ Association 
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Several federal agencies are liaison members of NPSTC. These include the Department of 


Homeland Security (the Federal Emergency Management Agency, the Office of Emergency 


Communications, the Office of Interoperability and Compatibility, and the SAFECOM Program; 


Department of Commerce (National Telecommunications and Information Administration); 


Department of the Interior; and the Department of Justice (National Institute of Justice, CommTech 


Program).  NPSTC has liaison relationships with associate members, the Telecommunications 


Industry Association, the Canadian Interoperability Technology Interest Group, the National 


Council of Statewide Interoperability Coordinators and the Utilities Telecom Council. 


NPSTC Comments  


In its Notice and request for comment, NIST referenced the fifteen operational requirements 


as set forth by the U.S. Department of Justice Community Oriented Policing Services (COPS) office 


National Forum on Public Safety Broadband Needs report, August 23, 2010.2  That COPS office 


report states: 


The forum was designed to convene key participants from the public safety practitioner 
community to help identify, discuss, and develop solutions and recommendations that will 
help accurately reflect public safety’s operational and business requirements for a National 
Public Safety Broadband Network.3 
	  


The COPS National Forum report on page 2 also concluded: 
 


WHAT PUBLIC SAFETY NEEDS IN AN EMERGENCY IS… 
 
A public safety-controlled network with the ability to efficiently access and share accurate 
and timely voice and information* during all stages**of an event in any geographic location 
with the appropriate resources, interoperability, robust and reliable capacity, based upon the 
needs of the responders, and with the ability to dynamically scale to changes in the situation. 
 
*	  Information,	  as	  used	  here,	  includes	  structured	  data	  (i.e.,	  database,	  spreadsheets,	  etc.)	  and	  large	  unstructured	  data	  (i.e.,	  images,	  
video,	  and	  multimedia	  files).	  
**Stages	  of a public safety event include prevention, interdiction, response, and recovery. 
 


                                                
2	  National	  Forum	  on	  Public	  Safety	  Broadband	  Needs,	  August	  23,	  2010,	  
http://www.cops.usdoj.gov/files/RIC/publications/e021111338-‐broadband-‐forum.pdf	  
3	  National	  Forum	  report	  at	  page	  1	  
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The COPS National Forum on Public Safety Broadband needs listed the following operational 
requirements that emerged from this event:  
	  
1. A dedicated high-quality network connection always available for sending and receiving 
continual data streams to support monitoring and resource tracking. 


a. Automated vehicle location (AVL) 
b. Alarm and critical infrastructure monitoring 
c. Global positioning system (GPS)-enabled tracking devices 
d. Intelligent transportation systems (ITS) 


 
2. At a minimum, access to initial and updated basic incident information (voice- and text-
based incident data). 


a. Voice (radio) communications 
b. Radio features should be consistent with current capabilities, such as APCO 16-like 
features (e.g., selective inhibit, emergency call button, etc.) 
c. Computer-aided dispatch (CAD) incident data 


 
3. An infrastructure that is hardened and secure, providing a high level of system availability. 


a. Highly redundant 
b. Self-healing 
c. Protected from outside intruders or unauthorized access (intrusion prevention and 
detection) 
 


4. When voice is converged, and in the event the infrastructure is compromised, public safety 
must retain stable and with clear voice communications.  


a. Talk-around—ability to talk one-to-one and one-to-many (infrastructure-less 
communications) 
b. Need optimal audio quality during adverse field conditions (background noise)  
c. No latency on mission-critical voice  


 
5. No geographic coverage limitations within the footprint of the National Public Safety 
Broadband Network.  


a. Ubiquitous roaming on the public safety network 
b. Coverage area model is based on geographic coverage versus population coverage 
c. Equal to or better than current public safety land mobile radio coverage models 


 
6. Dynamic management and control of the network. 


a. Allocate available public safety bandwidth as needed 
b. Add/remove users and grant network authorization  
c. Upgrade network and devices and manage the timing and frequency of these upgrades 
d. Define operational information and voice priorities dynamically and have the system 
process the information based on these on-demand priorities 
 


7. Ensure interoperability with existing public safety-based systems. 
a. Land mobile radio (LMR) 
b. Private and public (commercially based) broadband systems 
c. Nationally standardized interoperability access  
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8. Ability to send and receive large sources of information. 
a. Geo-spatial data 
b. Real-time video 
c. Hospitals and patient information 
d. Photographs (e.g., crime scene photos, mug shots, etc.) 
e. Biometric information (e.g., fingerprints, facial, etc.) 
f. Large files (e.g., PDF of preplans, building blueprints) 
g. Mapping and orthophotography (aerial photography) information  


 
9. A non-proprietary network based on industry standards. 


a. Standards are required and not optional 
b. Standards evolution must ensure backward compatibility 


 
10. Single devices that support voice, video, and data. 


a. Public safety grade is not a different base device, but is an enhanced version of a 
consumer-grade device with the ability to add features as required.  


b. Ruggedized 
c. Water-resistant and/or waterproof 
d. Longer battery life 
e. Intrinsically safe 
f. Ease of operation/simple 


 
11. Access to and from external information sources. 


a. Internet/Intranet resources 
b. Record access to databases (e.g., NCIC, fusion centers, etc.) 
c. Hospitals and patient information 
d. Traffic conditions 


 
12. Easily integrates with other technologies. 


a. Commercial networks 
b. Satellite 
c. Military technology 
d. Standard-based networks and connectivity options (e.g., Wi-Fi, Wi-Max, RFID, Bluetooth, 
etc.) 
 


13. Automatic management and control of the network. 
a. Schedule automatic upgrades of the network and devices by predefined rules 
b. Predefine operational information and voice priorities in advance and have the system 
automatically process the information based on these priorities 
 


14. Current and future enhancements available to commercial consumers are provided to 
public safety with no limitations. 


a. Device operating system upgrades 
b. Apps and widgets 
c. Accessories (e.g., Bluetooth, speaker microphones, batteries, etc.) 
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15. Ability to send, receive, and process information from the public (citizens and media). 
a. Social media-based information (e.g., SMS, MMS, Twitter, Facebook, etc.) 
b. Mass media feeds 
c. Next Generation 911 


In its Notice, NIST categorized the fifteen operational requirements from the COPS Forum 


report into the following four overarching themes: 1) resiliency; 2) availability and reliability; 3) 


security; and 4) affordability/commercial alignment.  NIST then added some technical interpretation 


to the fifteen requirements, listed a set of related features and requested comments. The comments 


requested revolve around the importance of the various features, current gaps that prevent the full 


potential of each feature, possible research and development that could help close any technical gaps, 


any challenges that public safety could face and best practices from other industries that could be 


leveraged to expedite public safety’s realization of these key features.  NIST plans to use the input to 


inform decisions on a proposed Federal fund of $500 million to support research and development 


related to the public safety broadband network.  


NPSTC believes it is important to establish that all the requirements set forth in the COPS 


Forum report are important.   This Forum included a cross-section of urban, state, rural, and tribal 


public safety practitioners from law enforcement, fire, and emergency medical services.  These 


practitioners came from around the country and included representatives from some of the 700 MHz 


broadband waiver grantees that existed at the time the Forum was held.  As evidenced by the 


information gathered in the COPS Forum, and from previous NPSTC work on broadband 


requirements, the bottom line is that the total performance of the network is important.  However, not 


all of the Public Safety broadband network requirements identified in the Forum report or in previous 


NPSTC broadband initiatives require government funded research and development.   


For example, many of the requirements that NIST categorized under resiliency, availability 


and reliability can be realized through the deployment of existing LTE broadband technology using 


established engineering practices applicable to public safety requirements.  These include designing 
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the system deployment for the proper coverage specified and ensuring the proper backup power and 


facility design and hardening to match the environment and potential disaster risks pertinent to the 


area in which deployment is being made.  This category of requirements would benefit more from 


sufficient funding for deployment than from funding for research and development.   


In addition, sufficient dedicated spectrum capacity is an essential foundational element for the 


proper reliability of the network, especially at incidents or events that routinely result in and increase 


of public safety communications traffic that must be supported.  As the Public Safety community has 


unanimously and emphatically noted, Congress has the opportunity to support these needs by 


reallocating the D block spectrum to public safety to provide a total of 20 MHz of dedicated 


broadband spectrum at the outset of deploying the broadband network.  It is spectrum, not research 


and development, that supports this requirement.   


In contrast, discussion of these issues at NPSTC’s recent quarterly meeting indicated that 


additional research and development would be valuable in other areas, for example, the area of 


security.  Given a key benefit of the broadband network is to provide data access, there will be many 


points of connection to a variety of databases and information sources.  Some of these databases and 


information sources will be maintained by Federal agencies, some by local or state agencies and 


some will be accessed from the public Internet.  It is extremely important that to the maximum extent 


practicable, the public safety broadband network has virus protection specifically related to cross-


contamination, i.e., application to application, as well as protection of network codes to prevent 


network wide attacks.  NPSTC believes this is an area in which research and development could be 


beneficial.  


Also, the discussion identified that it will be helpful to establish some best practices for 


agencies to have in pre-conditioning information before sending it over the network.  Any pre-


conditioning best practices of course need to consider how the information will be used and must 


meet public safety operational needs for low latency and immediate access.   
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NPSTC already has underway several Task Groups within its Broadband Working Group that 


are focusing on a number of the areas NIST has raised.  These Task Groups benefit from participation 


by both knowledgeable Public Safety practitioners and multiple industry experts.   Work is ongoing 


in Task Groups on Priority/Quality of Service, Local Control, and Security.  NPSTC believes it is 


important to take account of this work before any future decisions regarding research and 


development are made.   


NPSTC recommends that any government funded research and development also be put into 


the context of the overall picture for the Public Safety broadband network.  The Public Safety 


community has already endorsed leveraging the commercial LTE standard and applying it in a 


public-safety grade deployment.  The FCC has also incorporated the LTE standard interfaces into its 


rules as a requirement for the public safety broadband network.  While there are still important 


decisions to be made, both the Public Safety community and industry are significantly down the path 


from a technology perspective in designing and planning initial deployments that can contribute 


toward public safety interoperability and operability to provide high speed data and video access 


unattainable on current voice networks.  The LTE technology is also already being deployed by at 


least two major commercial operators in the 700 MHz band.   


Accordingly, any research and development program funded under the proposed program 


should be a supplement to and not a pre-condition of the existing LTE standard and initial network 


deployment.  The time frame to define research and development properly, conduct the research, test 


the results and commercialize products for the public safety environment could be substantial and 


should not introduce more delay in deployment of broadband capabilities for Public Safety.   


NPSTC congratulates NIST for taking the lead to identify priorities at this early stage before 


the research and development funding is proposed but not yet a certainty.  In addition, once firm 


decisions are made on the actual availability and amount of the funding, NPSTC recommends that 


NIST implement a close coordination with the Public Safety community and relevant industry 
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representatives to better define the research and development program.  As discussed at the recent 


NPSTC quarterly meeting, it is important that any research and development be focused on public 


safety needs throughout the process.   


Those funded to perform such research and development also need to be in close 


communication with Public Safety practitioner experts at the beginning of the process, not after 


conclusions are reached and the research path is already set.  Also, while developments from other 


industries can sometimes be useful to Public Safety, the operational requirements of Public Safety 


must be paramount.  As an example, the military had a significant set of legitimate requirements for 


its communications related to software-defined radios (SDR), and for years that defined much of the 


SDR research.  However, while those requirements were legitimate for the military, they were not 


necessarily all applicable to public safety.       


Conclusion 


NPSTC wants to thank NIST for its assistance in helping to define beneficial research and 


development for the Public Safety broadband network.  It is important that 1) close coordination with 


Public Safety practitioners and industry be maintained once the actual availability of research and 


development funding decisions are made; 2) any research and development be focused on areas 


where research is actually needed, not areas where existing engineering practices and operational 


experience already provide direction for deployments; and 3) the NIST work supplement rather than 


delay initial deployments of the broadband Public Safety network built off of existing LTE standard.  


NPSTC pledges its continued involvement to assist NIST in these issues important to the Public 


Safety community.  
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Respectfully submitted, 


 
  


Ralph A. Haller, Chairman 
 National Public Safety Telecommunications Council 
 8191 Southpark Lane, Number 205 
 Littleton, Colorado 80120-4641 


866-807-4755 
 
October 12, 2011 
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DEPARTMENT OF COMMERCE 
National Institute of Standards and Technology 
[Docket No.: 110727437–1433–01] 


 
Soliciting Input on Research and Development Priorities for Desirable Features of a Nationwide 
Public Safety Broadband Network 
 
AGENCY: National Institute of Standards and Technology, Department of Commerce. 


ACTION: Notice and request for comment. 
 


 


Comments of Nokia Siemens Networks US LLC 


 
 Nokia Siemens Networks US LLC (“Nokia Siemens Networks”) hereby submits comments in 


response to the Request for Comment referenced above.  


 


 Nokia Siemens Networks is a global provider of mobile and fixed communications network 


solutions and services for the commercial and public sector markets. Our comments below respond to and 


track the questions raised in the RFC. We thank you in advance for considering our views. 


 


 Respectfully submitted, 


 


 Brian Kassa 


 Head of Technology – Public Safety Broadband 


 Nokia Siemens Networks 


  


 Derek Khlopin 


 Head of Government Relations – North America 


 Nokia Siemens Networks 


 


 


 


---------------------------------------------------------------- 


 


To ensure resiliency in an emergency: 


 


Resiliency: The ability of operable systems to recover from mishap, change, misfortune, or variation in 


mission or operating requirements. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that network resiliency is critical for a nationwide 


Public Safety Broadband Network (PSBN). However, resiliency is a matter of degree. For the 


most part, the techniques to make a network resilient are known and a matter of sound design, 


operation and cost. Utilizing commercial techniques will go a long way in this regards, but 


discussion needs to continue on just how resilient, at what cost and – more germane in this forum 


– what aspects are most unique to the Public Safety (PS) community. 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: 3GPP Release 8 LTE networks are based on a long development history that has been 


driven by the wireless industry to dramatically increase resiliency. One of the major advances has 
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been the inclusion of Internet Protocol (IP), which, as demonstrated by the resiliency of the 


Internet, enables the network to find new paths to secondary network elements when the network 


suffers from a fault. LTE networks can be designed to overcome single points of failure and 


almost all contingencies save the failure of the actual cell site. Third Generation Partnership 


(3GPP) standards support “pooling” of network element and redundant paths supporting 


interconnection between elements. However, cell site outages are the primary failure that cannot 


inexpensively be designed around, while core network equipment is housed in hardened buildings 


with multiple backup systems, which make them highly resistant to failures. Therefore, Nokia 


Siemens Networks believes that one good use for research funds is to address the techniques of 


making the ‘cell site’ or RF as highly available as that of the rest of a well-designed network. 


 


There are a number of things that can mitigate cell site failure in order of recovery time. First, a 


commercial carrier can be used as a backup via roaming during a Public Safety site failure. This 


can happen almost immediately but requires that an agreement be in place before the fault.  


Second, the network can utilize its Self Organizing Network (SON) features to modify the 


surrounding cells to attempt to extend coverage to fill-in for the affected cell site. This can occur 


automatically or with manual human intervention. Third, the local jurisdiction can bring in a Cell 


on Wheels (COW) or a Cell on Light Truck (COLT) to cover the affected area until repairs can be 


made. One may also be able to design and deploy networks with site overlap. While doubling the 


number of sites would generally be too expensive there may be certain areas which warrant 


developing overlay sites, perhaps leveraging HetNet (Heterogeneous Network) technologies. 


Additionally, hardening the cell site via various techniques including redundant equipment, more 


secure locations, etc. may address another class of more sensitive sites. Finally, if the failure is 


easily repaired, a technician can be sent to make repairs.   


 


• Possible research and development that could take place to close any technical gaps; 


 


Response: Nokia Siemens Networks believes that network resiliency is more a matter of sufficient 


funding and proper design and operation rather than lack of technology, features or functionality 


in 3GPP Release 8 or the various vendors’ implementations of those standards. With adequate 


funding, design and operation, the network can be implemented without single points of failure.  


However, there likely will be cases where such network design is outside of the financial reach of 


a Public Safety entity when moving from a centralized site system with few sites to a cellular 


system which has considerably more sites. Therefore, effort could be expended aimed at allowing 


for mitigating cell site failures such as in the scenarios detailed above. Specifically, research into 


using HetNet technologies to develop overlay solutions for PS may warrant investment in order to 


further development.  


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response:  The primary concern is one of affordability. Network element providers can design 


and build extremely fault tolerant networks but must do so at some cost with a quickly 


diminishing rate of return. If roaming onto commercial networks is allowed, then terminals may 


need to support multiple bands and radio technologies beyond Public Safety’s base LTE radio.  


Assuming that commercial networks themselves may also have congestion due to an event the 


enhancement of NGN-GETS may be required. One area that may need coordination if not research 


funding, is which Public Safety areas can afford how much resiliency. For instance, it may be fine 


to cover Manhattan in New York City with overlapping cell sites, but Montana – perhaps not. A 


good understanding of what level of resiliency is affordable in what circumstances may yield 


systemic issues of the current and upcoming commercial offerings in addition to those areas 


already identified. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 
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Response:  The design principles that Internet Content Providers, Internet Service Providers and 


both fixed and wireless telecommunications carriers use to achieve 99.999% (five nine’s) 


reliability are directly applicable to Public Safety Broadband deployments. Commercial Networks 


provider operations and planning practices should be studied and adapted to reach the availability 


needs of Public Safety. 


 


 


Self-Organizing: Self-organizing networks dynamically manage their own configuration by automatically 


making changes to ensure messages reach their destinations. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that Self Organizing Network (SON) technology is 


of critical importance to a Nationwide Public Safety Broadband Network. Specifically, one 


purpose of SON is to help with the operation and deployment of a network and it is financially 


important to minimize the effort in deployment and operation scenarios. On the other hand, SON 


also reconfigures the network when there are disasters that may impact the viability of some sites 


(despite efforts to make sites more resilient). This provides the double impact of getting optimal 


usages of the available equipment – automatically. 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: Commercial wireless carriers are heavily driving SON technology. These technologies 


are critical to their ability to meet both their technological as well as commercial growth 


requirements. We believe that the carriers will continue to drive these requirements much faster 


than Public Safety will be able to keep up with. Public Safety will benefit in those areas without 


having to drive technological advancement through research and development efforts. However, 


Public Safety has interest in certain aspects applicable to SON which may not be as critical to a 


commercial venture. For instance, natural disasters which cripple large areas of equipment may be 


so rare that the commercial entities in effect can afford to take a conservative approach whereas 


the Public Safety community must be operational during such a disaster and likely has to take a 


more proactive stance. Those features specific to a largely compromised network self healing, 


offering best effort in a compromise to priority traffic, preferring priority traffic, and aiding in 


rapid deployment may be areas where Public Safety participates actively in the standards process 


and perhaps even sponsors research. 


 


• Possible research and development that could take place to close any technical gaps; 


 


Response: Nokia Siemens Networks has not identified specifics for suggested research in this 


area. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response: Public Safety may face challenges in deploying these technologies due to feature and 


implementation costs associated with them.  It may become a simple trade-off between deploying 


an additional 10 sites or spending on technology that enhances the functionality of existing sites. 


Perhaps this is an ideal area for the sharing of best practices and learning throughout the Public 


Safety community. No doubt there will be particle issues that need to be dealt with and industry 


expertise will be developed – perhaps in so doing the need for some capability will become 


evident as well. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 
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Response: Nokia Siemens Networks believes that Public Safety should leverage and follow what 


the commercial carriers are implementing within their networks as well as sharing the learning 


within the PS community. 


 


 


Meshing (ad-hoc device-to-device communication): A type of networking where each node must not 


only capture and disseminate its own data, but also serve as a relay for other sensor nodes, that is, it must 


collaborate to propagate the data in the network. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Meshing can be a highly beneficial feature in relation to a Nationwide Public Safety 


Broadband Network. While meshing typically has been utilized in base station networks, it can 


also apply to devices so as to allow devices to mesh together in a unit-to-unit “Direct Mode 


Operation” as well as to connect to the rest of the network should one node be in range of a fixed 


site. Sensor nets could well fall under the same category as user devices meshing until the data can 


be linked to the larger fixed network. Ad Hoc communications networks weather for sensors or 


voice communications between points need are subsets of a Direct Mode Operation.  The device 


itself can be a gateway or bridge to pass data back to the network. 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response:  3GPP Release 10 Relaying was only approved during 2011. Industry currently is 


working on implementing those features into their respective products. Much of the research is 


done and now Public Safety must wait for the development and implementation of these features.   


 


Direct Mode Operation (DMO) is in its infancy; during the summer of 2011 it was proposed as a 


3GPP study item. Since DMO is a feature really applicable to Public Safety, the interest to 


prioritize in international standards bodies is not as high as other commercial features in 


comparison.  The Alliance for Telecommunications Industry Solutions (ATIS), which creates 


standards for North America and is a 3GPP partner, would likely be better able to place priority to 


Public Safety work as a precursor to bringing the work to 3GPP. 


 


• Possible research and development that could take place to close any technical gaps; 


 


Response: Relaying is being implemented currently.  Public Safety should focus its research and 


development efforts on Direct Mode Operation due to its importance as a precursor to Mission 


Critical Voice-over-LTE. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response: Neither relaying or DMO are commercially available today.  Relaying potentially will 


become a very important Fire Ground or Incident Site technology but Public Safety will have to 


fully understand it to determine how it should be deployed as part of typical emergency response 


equipment.  Mission Critical Voice-over-LTE will require DMO or some functionality that allows 


device-to-device communications. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 
Response:  Public Safety is breaking new ground here so there are no best practices to leverage.  


If Public Safety lags the commercial carriers in Relaying, then the lessons learned by the carriers 
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should be leveraged. 


 


Adaptability: The ability of the network and/or device to modify/ change behavior based upon external 


conditions. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that Adaptability can be achieved though Self 


Organizing Network and through Dynamic Policy and QoS control.  Please refer to our discussion 


on Self Organization for our opinion of its importance and please see our discussion on QoS for 


our opinion on its importance. 


 


 


To ensure reliability and availability: 


 


Prioritization: The ability to prioritize network traffic based on assigned priority schemes. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Please see our response for QoS as we believe that Prioritization and QoS cannot be 


considered separately. 


 


 


Quality of Service (QoS): The set of standards and mechanisms for ensuring high-quality performance for 


critical applications. By using QoS mechanisms, network administrators can use existing resources 


efficiently and ensure the required level of service without reactively expanding or over- provisioning their 


networks. The goal of QoS is to provide preferential delivery service for the applications that need it by 


ensuring sufficient bandwidth, controlling latency and jitter, and reducing data loss. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that Prioritization and QoS are of critical 


importance a Nationwide Public Safety Broadband Network. 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: Currently there is considerable functionality within 3GPP Release 8 for end-to-end 


QoS and Prioritization. In our many discussions with Systems Integrators, Public Safety and the 


various groups that have convened to work on this topic like NPSTC, we have not been made 


aware of gaps in the current standards. As a highly active member company of 3GPP, we are 


prepared to fully support any deltas and additional functionality needs that Public Safety may 


identify in the 3GPP standardization process.  


 


We believe that the fundamental problem facing Public Safety with regards to Prioritization and 


QoS is that there are so many different ways that the available features can be utilized and 


implemented. Without guidance, each Public Safety jurisdiction may implement something 


different which could lead to significant roaming and interoperability issues.   


 


• Possible research and development that could take place to close any technical gaps; 


 


Response: Nokia Siemens Networks believes that effort should be spent on helping Public Safety 


to understand and implement a Prioritization and QoS Framework that can be implemented 
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nationwide in each jurisdiction or on the National Public Safety Broadband Network.  Once this is 


done and if gaps are identified, then effort should be expended to resolve those gaps. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response: The complexity of the 3GPP Release 8 Priority and QoS Features suggests efforts 


should be placed on establishing appropriate guidelines for network and device profiles to ensure 


interoperability. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


Response: Full implementation of Priority and QoS is typically not done by Wireless Carriers so 


Public Safety may be breaking new ground in this area. 


 


 


To enable security: 


 


Strong, Dynamic Access Control: Access control lists can be configured to control both inbound and 


outbound traffic on networks and authentication/ verification of users/devices on the network.7 The level of 


access control should be sufficient to allow for entree into a broad set of systems and databases needed by 


public safety (e.g., criminal history databases, medical records, public work records, etc.). 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that Strong, Dynamic Access Control is of critical 


importance a Nationwide Public Safety Broadband Network.  However, it is only a part of the 


much larger security topic. Public Safety must ensure the security of the network, the applications, 


the end-user-devices and the physical infrastructure. One additionally important area that does not 


obviously fit within the list of items but seems to fit best here is a Denial of Service (DoS) attack 


at the wireless access layer. Such an attack could cripple the PSBN if someone wants to seriously 


disrupt emergency response services relying on said network. 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: 3GPP Release 8 Security is built upon a long history of successful security 


implementations. Wireless Carriers have driven 3GPP to ensure that their networks are deployed 


with the ability to control which users and devices can access their networks. The security 


mechanisms that were initially developed for GSM were enhanced with UMTS/WCDMA and 


then again further enhanced with LTE.   


 


LTE security depends on strong security associations between devices and the network; between 


the network’s elements and protection of the network from other networks it touches. If you 


consider that a security association is effectively a tunnel, then a user’s traffic is carried in a tunnel 


which is surrounded by tunnels within tunnels. This provides for a very secure transport of the 


user traffic.  Public Safety must also look at the security of the applications, the end devices, and 


the protection of the LTE network as it touches other networks. These topics fall within the more 


classical security practices that any entity connected to the Internet must contend with. 


 


There is one fundamental security issue that 3GPP Release 8 cannot solve. It has long been a 


problem in the wireless industry that if another user surreptitiously gets access to your device or 


Subscriber Identification Module (SIM or USIM), that user will have access to your data and 


services. There is no way to authenticate the user to his device. If you assume that 3GPP Release 8 


ensures the security and access of the device to the network and the user’s traffic through the 
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network you are essentially left with an open door to mission critical data and communications if 


the user cannot be authenticated to the device. One way around this issue is to authenticate the 


user to each application such as most users do currently to access email. However some 


applications and services do not provide a user interface with which to authenticate the user.  


Another method would be to create a Virtual Private Network between the user’s device and the 


network but that tunnel remains open until it times out or is closed.  


 


At present, there is no significant answer to handling a Denial of Service attack at the radio access 


layer. Reliable and consistently used methods of identification that such an attack is underway and 


proactive steps to mitigate any such attacks are generally absent in the commercial wireless 


operator networks because it is a very difficult problem to address in a cost effective and reliable 


manner for commercial systems. 


 


Nokia Siemens Networks believes that Authentication of a user to a device is critical to protect a 


Nationwide Public Safety Broadband Network. We also believe that DoS attack countermeasure 


options need to be explored. 


 


• Possible research and development that could take place to close any technical gaps; 


 


Response: The wireless carrier community has not seen authentication of a user to the device or 


network as a critical need because at most the damage caused by breeches in this area are only 


damaging to the end user from an identity perspective and damaging to the carrier in small losses 


of revenue from fraudulent use of the network. However, for a Nationwide Public Safety 


Broadband Network carrying sensitive and mission critical data these types of breaches are 


unacceptable.   


 


Nokia Siemens Networks believes that security must be assessed from an end-to-end perspective 


to include the LTE network with special emphasis on the radio physical layer where a DOS attack 


is most likely to occur, Applications, End-User Devices, and network-to-network interfaces.  The 


complexity of the topics could be beyond the ability of Public Safety to address so research and 


development of end-to-end security framework or guidance would be extremely valuable. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response:  Public Safety will be able to fully implement the security protections provided in 


3GPP Release 8. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


Response: The wireless carriers have been quite successful, with a few notable exceptions that 


make their way into the media, in implementing security for their networks.  Their best practices 


should be examined for applicability to Public Safety. 


 


 


To ensure affordability/commercial alignment: 


 


Compatibility with Commercial Infrastructure: The utilization of a variety of commercial services 


when public safety is in areas not covered by the public safety broadband network. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that compatibility with commercial infrastructure is 


critical to a Nationwide Public Safety Broadband Network. Initial Public Safety deployments will 







 - 8 - 


create small islands of coverage that will take a number of years to completely fill in. Until this 


happens, Public Safety must be able to utilize the coverage provided by commercial carriers. Also 


the commercial carriers can be further utilized to provide backup capacity and even backup 


coverage should a Public Safety cell site fail.  


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: The primary issue preventing compatibility with commercial networks is one of 


physics which hampers the ability to put multiple 700 MHz band classes into a small device.  


Device manufacturers have been able to put multiple bands outside of 700 MHz into a single 


device however, but there are always challenges that have to be overcome. The secondary issue is 


that roaming onto Commercial Carriers requires that network be compatible, that governance 


models exist to ensure roaming functionality and agreements exist between entities and the 


wireless carriers. One of the major issues with regards to compatibility will be Public Safety’s 


Prioritization and QoS Framework which, if not carefully designed, may not be compatible with 


commercial carriers. 


 


• Possible research and development that could take place to close any technical gaps; 


 


Response: The physics issues likely will diminish over time but the commercial market is not 


necessarily going to evolve in this direction absent incentives for it to do so. Research and 


development effort in this area should greatly help Public Safety. A Nationwide Public Safety 


Broadband Network’s controlling entity must solve the secondary issues as mentioned above.  


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response:  Public Safety devices may need to be certified on multiple networks and/or 


certification bodies. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


Response:  Public Safety needs to work with handset conformance bodies like the Global 


Certification Forum (GCF), PTCRB, and with the GSM Association and CTIA for interoperable 


services. 


 


 


Network sharing: The shared use of infrastructure between commercial and public safety users. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that, outside of roaming, this likely should be done 


only for tower space and backhaul. Commercial carriers must balance the needs of their 


subscribers against those of Public Safety. There are federally mandated services that carriers 


provide today like GETS (Government Emergency Telecommunications Service), but beyond 


those it will be hard to ensure Public Safety will have the capacity, features, prioritization and QoS 


required to mitigate incidents. Tower space and backhaul networks can be shared as they can be 


engineered to separate commercial from Public Safety traffic and usage.  


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: In the roaming case, governance and either commercial or governmental relationships 


need to be agreed to ensure needs are met. Limited extra tower capacity may prevent a 1:1 sharing 
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approach everywhere.  Backhaul agreements and available transmission capabilities at sites may 


be constrained. 


 


• Possible research and development that could take place to close any technical gaps; 


 


Response:  Nokia Siemens Networks does not believe that research and development can solve 


these issues. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


Response:  Public Safety can look to the wireless carriers and roaming clearinghouses for 


examples of how roaming agreements can be realized. 


 


 


Multi-Modal: The ability of the network to support voice, video, data, and multimedia simultaneously. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believe that a 3GPP Release 8 network, if properly designed, 


engineered and implemented, will support multiple applications simultaneously during normal 


operations. During times of network stress, proper implementations of Priority and QoS will 


ensure that the most critical applications are able to utilize the available network capacity.  


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 
Response:  There are several issues here that will hinder Public Safety’s realization of a multi-


modal network. First, there are very few standards in Public Safety for compatibility of 


applications. Very typically, each jurisdiction purchases the application that best meets its needs at 


the time of purchase but each application may not be compatible for resources from neighboring 


jurisdictions or resources that come into the jurisdiction to mitigate an incident. Second, there is 


currently no standard for Mission Critical Voice-over-LTE. There are several commercial 


offerings but there is no compatibility between them. 


 


• Possible research and development that could take place to close any technical gaps; 


 


Response:   Nokia Siemens Networks believes that research and development effort should be 


expended on both of these issues. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


Response:  There are several standards bodies like the Open Mobile Alliance that could 


potentially be utilized as examples for a Public Safety applications standards body. Mission 


Critical Voice-over-LTE standardization should be patterned after the GSM-Railroad 


methodology that was used to define those standards. In that case, the interested parties worked 


together outside of 3GPP to define the standards and bring them as a group back to 3GPP. 


 


 


Scalability: The ability of a system, network, or process to handle growing amounts of work in a graceful 
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manner or its ability to be enlarged to accommodate that growth. At the design phase, this could include 


requirements to ensure that scalability can be achieved, to the extent possible, by software enhancements 


and upgrades as opposed to by hardware replacements. Scalability also includes the need, in the case of a 


large scale event, to accommodate a rapid increase in the number of users in a limited geographic area. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response:   Nokia Siemens Networks believes that this is a critical issue for a Nationwide Public 


Safety Broadband Network. However, a majority of the equipment that will be used to build out 


the network is the very same equipment that wireless carriers use to build commercial networks.  


This equipment is capable of supporting subscriber numbers in the hundreds of thousands through 


millions and traffic densities in excess of hundreds of gigabits. Typically wireless carriers will 


have 4-5 core sites for the entire United States. Nokia Siemens Networks believes that scalability 


should not be a concern for a Public Safety core network built under the national Public Safety 


Broadband Corporation proposal but there are research opportunities to develop solutions for 


addressing rapid deployments for large-scale events. Nokia Siemens Networks believes that the 


research should be conducted with respect to the rapid deployment of temporary cells. While 


commercial operators have long deployed CoWs and CoLTs (cells on wheels/light trucks) the 


development of small cell deployments utilizing the integration of LTE HetNet and SON 


capabilities warrants further research and development to address more rapid deployment of more 


portable equipment.  


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response: Extremely rapid deployments to address abnormally high capacity demands for smaller 


scale incidents or rapid multiple deployments in a larger area. 


 


• Possible research and development that could take place to close any technical gaps;  


 


Response: Integration of HetNet and SON capabilities tailored to PS deployment needs. 


 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response: Slower integration of larger scale, more expensive solutions. 


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


 


Power Awareness: The ability of network/devices to control power functions. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response: Nokia Siemens Networks believes that power awareness is of critical importance to a 


nationwide Public Safety Broadband Network.  However the wireless carrier community is driving 


the network element providers to develop these features. We believe that Public Safety should 


follow the wireless carrier community in this area and focus its research and development efforts 


on other topics. 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


• Possible research and development that could take place to close any technical gaps; 


• Any challenges that public safety could face in realizing the full potential of these features given 
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currently implemented solutions; 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


 


Standardized Common Interfaces: Protocols, Application Program Interfaces, application platforms, 


radio capabilities, etc. that allow for competitive provisioning. 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response:   Nokia Siemens Networks believes that protocols, Application Program Interfaces, 


application platforms, and radio capabilities are of critical importance to a Nationwide Public 


Safety Broadband Network. Standards are the key for interoperability and for allowing wide 


flexibility in choosing equipment for Public Safety use at the lowest price.   


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 
Response:   There are numerous industry standards available from different organizations which 


would create common interfaces. The gap exists today in that Public Safety needs to choose which 


ones will be implemented within the Public Safety National Broadband Network. 


 


• Possible research and development that could take place to close any technical gaps; 


• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


 


Uniform, Universal Access: The ability to access the network and data anywhere at any time through any 


device. 


 


 


• Your assessment of the importance of the feature in relation to a Nationwide Public Safety 


Broadband Network; 


 


Response:   Nokia Siemens Networks believes that this is an important feature for a Nationwide 


Public Safety Broadband Network but is an implementation issue rather than one that requires 


research and development.  If the nationwide network is designed and implemented along with 


proper governance models, uniform, universal Access will be available to all network subscribers 


whether they are local or itinerant.   


 


 


• Current gaps that exist preventing the realization of the full potential of the feature; 


 


Response:   Nokia Siemens Networks believes that this will be a matter of proper governance 


which will ensure that each subpart of the network will enable itinerant access.  


 


• Possible research and development that could take place to close any technical gaps; 


 


Response:   If research and development effort is expended for this area, it should be on defining 


a proper network identifier scheme and governance model that will ensure a non-local or itinerant 


user can access the services and applications required wherever that user is attached to the 


network. 
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• Any challenges that public safety could face in realizing the full potential of these features given 


currently implemented solutions; 


 


Response:   Public Safety jurisdiction’s belief that they must have local control combined with the 


natural tensions between agencies and jurisdictions may make realization of uniform, universal 


access quite difficult. Applications built on open protocols (e.g. https as used on the web etc.) can 


be accessed from any device technology (WIFI, LTE, etc.). This allows some re-use of existing 


security controls and access methods.  


 


• Best practices from other industries that could be leveraged to expedite public safety’s realization of 


these key features. 


 


Response:   Wireless carriers have been able to, through GSMA, create a global reaching GSM 


network that simply works when a user steps off of an airplane in a different country. We 


recommend following these best practices when designing the nationwide network and the 


governance model. 


 


 


 


Additionally, NIST is requesting input on the following further considerations for 


the nationwide public safety network: 


 
• What is the importance of employing open standards for the nationwide public safety network? 


 


Response: Nokia Siemens Networks believes that open standards are absolutely essential to 


creating and maintaining a competitive marketplace, which in turn establishes a cost efficient 


ecosystem for the industry. Openness as facilitated by 3GPP for GSM, UMTS, and now LTE 


ensures a large number of equipment choices, by multiple suppliers, based on high levels of 


interoperability and competition. It allows for interworking and interoperability between networks, 


and a level of interchangeability of equipment. Finally, open standards reflect a broad set of 


market requirements, which ensures robust feature development for the industry. 


 


• What is the need, if any, for commonality of functions across the system? 


 


Response:   This is critical for Interoperability. 3GPP Release 8 LTE networks have the benefits 


of tremendous features and functionality.  If left to their own devices, each Public Safety 


Jurisdiction could potentially configure these features and functionalities in different ways leading 


to a nationwide network that is not interoperable.  A common system design and operational 


feature set is needed with room for regional/local variations, which are built on top of a common 


national base. 


 


• What is the importance of a multi-vendor environment for the network and what are the lessons 


learned in deploying a multi-vendor environment from the cellular and other industries? 


 


Response:   A multi-vendor environment is very important for the nationwide PSBN. Commercial 


cellular networks have been multi-vendor due to interoperability built into the GSM and 3GPP 


standards. Multi-vendor networks have allowed operators to leverage competition to build best of 


breed networks. In a multi-vendor environment, services and feature roadmaps for the network 


need to be defined to allow all the vendors to align feature releases to meet the network’s 


deployment plans. Having a robust competitive environment and bringing in new competitors 


would be highly beneficial to ensure that Public Safety and all of the covered populations have the 


best solutions at highly competitive rates. 


 


• What can be done to ensure both short- and long-term affordability of the network for all types of 


public safety agencies? 
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Response:   There are a number of things that can be done to ensure affordability. First, ensuring 


that multiple deployment models are available to Public Safety like Hosted Core, Managed 


Service, Shared Radio Access Networks or a typical complete build out will ensure that each 


jurisdiction is allowed to utilize a purchase methodology that meets its unique financial needs.  


Secondly, defining a set of features that the network will utilize will ensure interoperability but 


also utilized capital on features that will truly benefit Public Safety. Thirdly, aligning a majority of 


the features and functions along with the wireless carrier community will enable Public Safety to 


access the economies of scale that wireless carriers enjoy. Finally, there will be some features, 


functionality and user devices that will be specific to Public Safety. Ensuring that these are 


common across Public Safety will ensure that some economy of scale can be realized.   


 


• In a recent report, the President’s Council of Advisors on Science and Technology suggested the 


need to develop methods for implementing a ‘‘survivable core’’ of cyber-infrastructure that would 


be relied upon to provide truly essential services in the event of a catastrophic cyber-attack.9 


Please comment on how NIST should pursue this recommendation. Among other things, 


commenters should address whether the goal should be to design a separate survivable core that is 


integrated and interoperable with the primary public safety network, or instead to design the 


primary network such that it can reconstitute rapidly— following a catastrophic event—to achieve 


some ‘‘core’’ level of service. 


 


Response:   Proper network design will ensure that there are no single points of failure. Design 


principles like Geographic Redundancy with failover, multiple IP paths between elements and 


state of the art cyber security will ensure that the network is there when it is most needed. 


 


• What is the marginal cost of the feature/functionality versus equipment available today? 


• What network features or requirements have not been identified above, the lack of which may 


impair the network’s ability to adequately serve the needs of public safety? 


 


Response:  Support for Non-Voice Emergency services (NOVES), Commercial Mobile Alert 


Services, location services using A-GPS and OTDOA, and broadcast video (MBMS) appear to be 


needed to complete the services which public safety will need for users. 


 


• How should NIST engage public safety practitioners and technologists as part of the planned R&D 


projects to ensure proper prioritization of efforts and effectiveness of developed solutions? 


 


Response:   Currently there are a number of working groups organized through NIST, NPSTC, 


APCO and some regional entities that are doing excellent work. Between now and the potential 


establishment of a National Corporation for Public Safety, this work should continue.  Nokia 


Siemens Networks will continue to support these efforts but also would be open to a more formal 


approach of directed research and development.  


 


 








 


DEPARTMENT OF COMMERCE 
National Institute of Standards and 
Technology 


Docket No.: 110727437–1433–01 


Due Date 5 PM EST October 12, 20011 


Comments sent to: 


dereck.orr@nist.gov 


 


Sir in my official capacity I may not without permission comment.  So I am sending this via my private e-
mail account.  


 


I have read your requirements for your system.  They seem un manageable.  I would suggest that you 
consider a different approach.  Look at the requirements from the first responder.  You need to track 
him, and provide basic information under divers’ conditions; he needs to talk with other first responders 
in his area without infrastructure. 


Cell phone technology is the most rapid advancing communications technology so levering there 
progress with a published standard for adding  a self organizing TDMA systems to there basic services 
would be a good option.  While the Nationwide Public Safety Broadband Network will be critically 
important it is infrastructure that will facilitate a common first response channel. 
 
Your assessment of the importance 
of the feature in relation to a 
Nationwide Public Safety Broadband 
Network 


Critical will provide a common channel  for first responders throughout the nation and if properly implemented could be 
implemented as an overlay with the current cell infrastructure 


Current gaps that exist preventing 
the realization of the full potential of the 
feature; 


Only security/ certificate management. 


Possible research and development 
that could take place to close any 
technical gaps 


Attached are two files that have functional systems that could be leveraged to provide the capability  The Architecture would 
need some work and developing the hand held systems. 


What is the importance of 
employing open standards for the 
nationwide public safety network? 
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The standard must be open and leveraged on current standards like IPV6 , multicast and QOS for earliest adoption. 


How should NIST engage public 
safety practitioners and technologists as 
part of the planned R&D projects to 
ensure proper prioritization of efforts 
and effectiveness of developed 
solutions? 


Fully participate in the Public Safety Working group of the SDR Forum  because this is the most likely avenue for early adoption. 


 





