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1. Introduction 

The task of developing Artificial Intelligence (AI) standards at the level of the federal 

government is a complex undertaking. Consequently, all of our views cannot be communicated 

within an easily digestible RFI (much of the technical concepts herein are a summary from [1]). 

In interest of being clear and concise we limit our response to addressing two key aims of the 

Executive Order (EO): 

1. “Ensure that technical standards minimize vulnerability to attacks from malicious actors 

and reflect Federal priorities for innovation, public trust, and public confidence in 

systems that use AI technologies; and develop international standards to promote and 

protect those priorities.” 

2. NIST “shall issue a plan for Federal engagement in the development of technical 

standards and related tools in support of reliable, robust, and trustworthy systems that use 

AI technologies.” 

 

2. A Tangible Connection Between Trust and AI 

It is clear that governments, businesses, and individuals want to have confidence in, and 

appropriate trust of "AI". From a high level, the goal of appropriate trust in AI will ultimately 

lead to the other beneficial outcomes frequently referenced in these discussions such as 

improving safety, transparency, fairness, and minimizing user vulnerability. 

But why is this view useful? As a society, we are experiencing a large amount of difficulty 

translating our notions about these critically important issues into practical and actionable 

solutions. More simply stated, without a formal understanding of what we are trying to do, we 

cannot define how we are going to do it. Until we have that understanding, we will have limited 

success identifying possible paths forward. Furthermore, given a "promising" approach we can 

only have limited confidence that our proposed solutions will, in fact, be effective and free of 

oversight. 

A trusting relationship between an AI and user (e.g. government entity, business, community, or 

individual) is illustrated below. This representation is largely a consensus of many varied studies 

on trust (see for example [2, 3, 4, 5]). 
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Figure 1: Trust cycle between a user (government, business, individual, et cetera) and an AI system 

 

It is clear in this figure that AI systems affect user trust via "Assurances", and that based on that 

trust users exhibit certain behaviors (such as turning off a malfunctioning vehicle, or continuing 

to utilize an algorithm for assisting judges make parole decisions). Using this as a guide we can 

approach the question of improving trust in AI from a more principled standpoint. 

 

3. Opportunities for Intervention 

In developing standards, the government is in the position to intercede between an AI agent and 

users. The “intervention layer” shown below highlights the level at which government standards 

can act as a mediator between AI systems and users to ensure trust is not degraded. In words, 

governments are in a position to drive the development behind standards that guide, and policies 

that govern, AIA assurances and to safeguard user’s TRBs. 

  

 

Figure 2: Illustration depicting where standards and policy can intervene in the AI/user trust relationship 
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AI systems (i.e. autonomous vehicles, personal assistants, decision-making algorithms, et cetera) 

have different capabilities (see Figure 3 below). Some AI systems possess only one of the 

capabilities shown, others possess several, and must be treated differently. 

 

Figure 3: Representative set of capabilities that make up an AI system. Some AI systems may only possess a single 

capability, others may possess many of them 

  

Similarly, user trust is a multi-dimensional quantity. We most often refer to a system's 

competence, or predictability as something that influences our trust, but there are many other 

dimensions that may need to be considered in different situations depending on the specific 

capabilities of an AI system, and the TRBs involved (for example, predictability may be deemed 

more important in a high-risk application). 
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Figure 4: Diagram illustrating the various dimensions of user trust (i.e. targets for assurances). The three most commonly 

considered (Competence, Predictability, and Situational Normality) are shown in white. 
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In a trusting relationship assurances bridge the gap between the AI system capabilities and 

elements of user trust. They serve as the connection from the different capabilities of an AI 

system to the relevant trust-dimensions for a given application. 

 

4. The Landscape of Existing Algorithmic Assurances 

While Assurances include any method by which AI systems affect user trust, Algorithmic 

Assurances are intentionally designed properties and behaviors meant to encourage (or certify) 

appropriate trust. A survey of related technical literature defines and classifies algorithmic 

assurances (see [1]). Figure 5 illustrates the different technical disciplines involved in creating 

algorithmic assurances from the perspective of the “level of integration” (i.e. the extent to which 

the algorithm affects the core functionality of the AI system) of the assurance. 

 

Figure 5: Illustration of different technical disciplines involved in creating algorithmic assurances, and to what degree 

they are integrated into the AI system 

  

This figure highlights many of the technical methods and disciplines used to create algorithmic 

assurances to encourage appropriate trust: 

 Value Alignment: Includes disciplines such as AI safety, Validation & Verification, and 

Certification (as an example see [6]). 

 Human-like Behavior: Includes the design of systems to be similar to a human, i.e. 

speaking like a human, or moving like a human (see [7, 8]). 

 Interpretable Models and Processes: Designing AI whose models and processes are 

able to be inspected and understood, or “transparent” (as an example see [9]). 

 User Interaction: Includes disciplines that focus on making AI systems more trustable 

by relying on human interaction. This includes human in-the-loop and human on-the-loop 

systems. (see [10]). 

 AIA Self-Assessment: Disciplines that focus on enabling systems to self-assess their 

competency boundaries and limitations. The capability enables the communication of the 

level of competency to users (see [11] as an example). 

 Information Visualization: Disciplines that focus on displaying critical data and 

information to help users have better awareness (see [12]). 
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 User Assessment: This category represents systems that rely solely on users to develop 

their own opinions about what appropriate TRBs are. Unfortunately most current 

technologies use this ineffective approach. The ineffectiveness is manifest in myriad 

reports of misuse and failures of AI systems all over the world. (see [13, 14]). 

 

There are several other important ways by which algorithmic assurances can be classified, which 

won't be discussed herein. However, each of these areas are discussed in more detail in [1].  In 

short, the ability to classify assurances will enable creation of principle-based standards, and 

provide a strategy for further research and development. 

 

5. A Path Forward 

Viewing the challenge of developing AI standards from this perspective there are several 

different opportunities that present themselves in developing a strategy for AI standards. The 

lists below are incomplete, but highlight some key opportunities. 

5.1. Opportunities: Algorithmic Assurances 

 AI systems should be classified/recognized by their capabilities (for example, one 

autonomous robot might be classified as: decision-making, learning, perception, and 

motion. Another simple, pre-trained, decision-support algorithm may only be classified 

as: decision-making) 

 Users need to have sufficient assurances of each of the varying capabilities based on 

which properties are relevant in a given application 

 Classification of assurances that an AI system possesses will indicate the 

capability/limitation of an AI to give appropriate assurance (for example, a decision-

making, and learning agent that only has "decision-making assurances" should be 

outfitted with "learning assurances" as well) 

 Do algorithmic assurances currently exist for all combinations of "AI capability"/"trust 

dimension" pairs? The answer is no. Further research and development is required in this 

area; such research (and associated pipelines to enable it) needs to be encouraged and 

funded accordingly. 

5.2. Opportunities: Trust-Related Behaviors (TRBs) 

 Users (i.e. governments, businesses, communities, individuals) must be aware of their 

specific trust-related behaviors (TRBs). In many applications current methods are not 

effective enough. 

 Users should be able to initiate/terminate TRBs (as an example, this is important to 

consider with systems that utilize user data. How can a user's data be revoked? After data 

is revoked should system "forget" that it ever existed?). Predatory AI systems violate a 

user's ability to consciously initiate/terminate their trust relationship with an AI system. 

At a minimum, measures must be taken to ensure that fundamental human rights are 

upheld and protected (see [15]). 
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 Users should be notified (by algorithmic assurances) when previous appropriate TRBs 

are no longer appropriate, or vice versa. 

 

6. UTRC Facilities, Experience and Resources 

The United Technologies Research Center (UTRC) is the central research organization for 

United Technologies Corporation (UTC). This facility encompasses a 550,000 sq. ft. complex, 

and is used to conduct applied research within various technical disciplines, including chemical 

sciences, embedded electronic systems, materials and structures, product development and 

manufacturing, information technology, and dynamic systems and controls. UTRC’s primary 

function is to generate engineering knowledge in technical areas having current and future 

application to the diverse product interest of UTC divisions (Pratt & Whitney, Collins 

Aerospace, Carrier, and Otis). UTRC has approximately 600 employees, of whom more than 

80% are professional scientists and engineers. 

6.1. UTC Code of Ethics 

As a corporation UTC is committed to operating by five key values: Trust, Integrity, Respect, 

Innovation, and Excellence. In pursuing development of evermore advanced and autonomous 

systems to serve our customers, and benefit the public, it is critical that this be done in a way that 

is ethical and responsible—in a way such that the technology we develop can be trusted 

appropriately. 

6.2. UTRC Autonomous and Intelligent Systems Department 

The Autonomous and Intelligent Systems Department within UTRC has expertise in the areas of 

Machine Intelligence, Controls, Robotics, and System Modeling, Design and Optimization. 

Members of the group have experience in human-AI trust, and areas related to it, such as human-

robot interaction, interpretable machine learning methods, and data visualization. Put simply, we 

are experienced in implementing (semi-)autonomous technologies that are trustworthy. 

7. Conclusions 

Viewing the overall goal of federal engagement in AI standards from the perspective of ensuring 

appropriate trust between users (governments, businesses, communities, and individuals) and AI 

systems enables us to have a principled understanding of the real challenges that we face. With a 

principled understanding of the problem we can move forward with confidence that the strategies 

implemented will be comprehensive and that the possibility of oversight will be minimized. 

We have shown that the perspective presented herein encompasses many of the ideas of 

“transparency”, "safety", and "explainability" that are currently receiving a lot of attention in this 

sphere. At the same time this framework also highlights some less-considered concepts. Using 

the model of the human-AI trust cycle we have identified a “Policy Intervention Layer” that 

shows that government/business-driven standards and policy can intervene in the trust 
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relationship via “assurances” and “user trust-related behaviors”. Further investigation into 

specific interventions is required for successful navigation of this complex undertaking. 

Please feel free to contact us for clarification of these ideas, or further information.  
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