
 
 

     

      
 

 

 

 

 

  

 

 

 

 

 

 

   

 

  

  

 

                                                

  

 

 

COMMENTS OF THE ELECTRONIC PRIVACY INFORMATION CENTER 

to the 

NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY 

Request for Information on Artificial Intelligence Standards 

[Docket No. 190312229-9229-01] 

May 31, 2019 

By notice published May 1, 2019, the National Institute of Standards and Technology 

(NIST) requested information on technical standards and related tools to support reliable, robust, 

and trustworthy Artificial Intelligence.
1 

Under the Feb. 11, 2019 Executive Order on Maintaining 

American Leadership in AI tasked NIST with establishing the Federal role on AI standards and 

tools.
2 

NIST seeks information to develop a plan for federal engagement on AI, including 

information about the urgency of the U.S.  need for AI standards, how to enhance U.S. 

effectiveness and leadership on AI, and how the U.S. should prioritize its engagement on 

development of AI technical standards and tools.  EPIC submits these comments to recommend 

NIST (1) implement the OECD Principles on AI and (2) extend the OECD Principles by 

adopting the Universal Guidelines for AI (UGAI). 

1 Artificial Intelligence Standards, 84 Fed. Reg. 18490 (May 1, 2019). 

2 
Exec. Order No. 13859, 84 Fed. Reg. 3967 (Feb. 11, 2019), 

https://www.whitehouse.gov/presidential-actions/executive-order-maintaining-

americanleadership-artificial-intelligence/. 
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A successful ecosystem for artificial intelligence relies not only on the promotion of 

economic benefits and innovation, but also involves support for fundamental rights during a 

period of rapid technological change and global competition.
3 

Ensuring that U.S. AI works for 

individuals is not just good for human rights, it is fosters U.S. leadership on AI technology 

around the world. Rights protective AI policy offers a complementary - and desirable - vision for 

the future of AI. EPIC welcomes the steps taken by the White House to highlight American 

values, including privacy and civil liberties, as a centerpiece of the U.S. AI strategy, and support 

for the OECD Principles.
4 

Implementation of the OECD Principles on  AI and the UGAI by 

NIST in the U.S. plan for federal engagement on AI is a natural next step to advance a strong, 

forward-thinking U.S. AI policy. 

EPIC is a public interest research center in Washington, D.C. EPIC was established in 

1994 to focus public attention on emerging privacy and civil liberties issues and to protect 

privacy, freedom of expression, and democratic values in the information age. 
5 

In 2014, EPIC 

launched a campaign for “Algorithmic Transparency” and has subsequently worked with 

national and international organizations to improve accountability for AI systems.
6 

EPIC 

established the Public Voice project in 1996 to enable civil society participation in decisions 

3 
Marc Rotenberg, The Battle Over Artificial Intelligence, N.Y. Times Opinion (Apr. 18, 2019), 

https://www.nytimes.com/2019/04/18/opinion/letters/artificial-intelligence.html.

4 
White House, Artificial Intelligence for the American People, Whitehouse.gov, 

https://www.whitehouse.gov/ai/.

5 
EPIC, About EPIC, https://epic.org/epic/about.html. 

6 See, e.g., Marc Rotenberg, The Future of Innovation and Digital Transformation: Exploring 

Societal Impacts, Remarks at the OECD Global Strategic Group Meeting, Epic.org (Nov. 19, 

2018), https://epic.org/privacy/ai/Remarks-OECD-CSG-Rotenberg-2018.pdf; EPIC, At 
UNESCO, EPIC’s Rotenberg Argues for Algorithmic Transparency, Epic.org, (Dec. 8, 2015), 

https://epic.org/2015/12/at-unesco-epics-rotenberg-argu.html; EPIC, Algorithmic Transparency 

(2018), https://www.epic.org/algorithmic-transparency/; EPIC, Algorithms in the Criminal 
Justice System, epic.org, https://www.epic.org/algorithmic-transparency/crim-justice/. 
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concerning the future of the Internet.
7 

And, in 2018, after a petition from EPIC, leading scientific 

organizations, including AAAS, ACM and IEEE, and nearly100 experts called for public input 

on U.S. artificial intelligence policy, the National Science Foundation sought public comment.
8 

I. Implement the OECD Principles on AI 

On May 22, 2019, the OECD announced the OECD Principles on Artificial Intelligence, 

“the first international standard for AI.” Forty-two countries, including the United States, have 

endorsed the OECD AI Principles.
9 

The OECD Principles on AI emphasize the rule of law, 

human rights and democratic values and set out requirements for fairness, accountability and 

transparency. NIST should take this opportunity to implement the OECD AI Principles into the 

federal plan for AI technology as a baseline standard. 

The OECD Principles on AI are twofold, establishing both a set of standards for AI and 

also key steps for governments. First, the OECD Principles on AI recommends that “Members 

and non-Members adhering to this Recommendation… promote and implement” principles for 

the “responsible stewardship of trustworthy AI”: 

1. Inclusive growth, sustainable development and well-being; 

2. Human-centered values and fairness; 

3. Transparency and explainability; 

4. Robustness, security and safety; and 

7 See About the Public Voice, The Public Voice, http://thepublicvoice.org/about-us/. 

8 
EPIC, Following EPIC Petition, National Science Foundation Seeks Public Comment on AI 

Policy, Epic.org (Sept. 26, 2016), https://epic.org/2018/09/following-epic-petition-white-.html 

9 
Org. for Econ. Co-operation & Dev. [OECD], Recommendation of the Council on Artificial 

Intelligence, C/MIN(2019)3/FINAL (May 22, 2019), 

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449 [hereinafter OECD 

Principles on AI]. 
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5. Accountability.
10 

Second, the AI Principles establish four key steps for governments to establish in national policy 

and international cooperation governments: 

1. Investment in AI research and development 

2. Fostering a digital ecosystem for AI 

3. Providing an enabling policy environment for AI; and 

4. Building human capacity and preparing for labor market transformation.”
11 

At the center of the OECD AI Principles is a broad based agreement that the goal should be to 

“foster innovation and trust in AI by promoting the responsible stewardship of trustworthy AI 

while ensuring respect for human rights and democratic values.”
12 

Over forty countries, including the U.S., endorsed the guidelines, indicating broad based 

consensus among a quarter of the world’s countries about the future of AI technology.
13 

OECD 

Principles are not legally binding, but they often should shape national law and international 

agreements.  For instance, the OECD Privacy Guidelines have formed a basis for national laws 

in signatory countries. Today, “[n]early every OECD country now has one or more laws 

protecting privacy, up from one-third of OECD countries when the Guidelines” were adopted in 

1980.
14 

The OECD Privacy Guidelines also provided the basis for EU-US data transfer 

10 
Press Release, Launch Ceremony for the Adoption of the OECD Recommendation on 

Artificial Intelligence (May 22, 2019), http://www.oecd.org/about/secretary-general/launch-

ceremony-for-adoption-of-oecd-recommendation-on-ai-paris-may-2019.htm.

11 Id. 
12 See “Background Information” in OECD Principles on AI, supra note 8. 

13 
Press Release, Forty-two countries adopt new OECD Principles on Artificial Intelligence 

(May 22, 2019), http://www.oecd.org/newsroom/forty-two-countries-adopt-new-oecd-

principles-on-artificial-intelligence.htm.

14 
OECD, 30 Years After: the Impact of the OECD Privacy Guidelines, Oecd.org, (Mar. 10, 

20101), 

https://www.oecd.org/internet/ieconomy/30yearsaftertheimpactoftheoecdprivacyguidelines.htm. 
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agreements, including the Safe Harbor and APEC Privacy Frameworks. The OECD 

Cryptography Guidelines led to a liberalization of national policies on encryption in the 1990s.
15 

On the eve of the release of the Principles Deputy Assistant to the President for 

Technology Policy Michael Kratsios, gave a keynote at the OECD emphasizing U.S. support. He 

said the OECD AI Principles were a “historic step” and stated they: 

reaffirm[] a commitment to strengthen public trust, protect civil liberties, and remain true 

to democratic principles—the principles of freedom, the rule of law, privacy, respect for 

intellectual property, free, fair, and reciprocal markets, and the inherent dignity of the 

individual.
16 

He called on other nations to “make our countries stronger, the world safer, and our people more 

prosperous and free” in the development of AI.
17 

NIST should take up the critical, timely commitments initiated by the White House. In 

the OECD Principles on AI, the NIST has a natural frame for developing standards for AI. NIST 

should implement the OECD AI Principles in U.S. policy and practice. 

II. Adopt the Universal Guidelines for AI 

The protection of individual rights in the development and use of AI is urgent. AI’s 

impact on human rights is at its apex where AI technology used to make significant decisions 

about individuals’ lives. AI techniques already make critical decisions about hiring, credit, and 

criminal sentencing. Citizens are scored based on their private activity and relationships. 

Against this backdrop, EPIC urges NIST to go beyond the OECD AI Principles and establish, the 

15 
EPIC, Cryptography and Liberty: An International Survey of Encryption Policy (1999). See 

also Marc Rotenberg, Eurocrats Do Good Privacy, Wired, May 1, 1996, 

https://www.wired.com/1996/05/eurocrats/

16 
Michael Kratsios, Deputy Assistant to the President for Tech. Policy, Keynote Address at 

OECD Forum and Ministerial Council Meeting (May 21, 2019), 

https://usoecd.usmission.gov/white-house-ostps-michael-kratsios-keynote-on-ai-next-steps/.

17 Id. 
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U.S. as a leader on AI and human rights. EPIC recommends NIST adopt the Universal 

Guidelines for Artificial Intelligence (UGAI) - a framework designed to safeguard individual 

rights when AI technology is used to make significant decisions about individuals. 

The Public Voice Coalition, a global group of civil society organizations, proposed the 

Universal Guidelines for Artificial Intelligence as a foundational framework for U.S. policy to 

reduce bias in decision-making algorithms, ensure digital globalization is inclusive, create 

human-centered evidence-based policy, promote safety in AI, and rebuild trust in institutions.
18 

Released in October 2018, over 250 experts and 60 organizations, representing more than 40 

countries, endorsed the Universal Guidelines for Artificial Intelligence (“UGAI”).
19 

EPIC has 

previously written to Congress and submitted comments to federal agencies, urging the U.S. 

incorporate the UGAI as a baseline for AI policymaking.
20 

The UGAI comprises twelve principles intended to maximize the benefits of AI, to 

minimize the risk, and to ensure the protection of human rights. The Universal Guidelines for AI 

are: 

1. Right to Transparency. All individuals have the right to know the basis of an AI 

decision that concerns them. This includes access to the factors, the logic, and techniques 

that produced the outcome. 

2. Right to Human Determination. All individuals have the right to a final determination 

made by a person. 

3. Identification Obligation. The institution responsible for an AI system must be made 

known to the public. 

18 
Public Voice, Universal Guidelines for Artificial Intelligence (2018), 

https://thepublicvoice.org/ai-universalguidelines/.

19 
Public Voice, Universal Guidelines for Artificial Intelligence: Endorsement, 

ThePublicVoice.org, https://thepublicvoice.org/AI-universal-guidelines/endorsement/.

20 See, e.g., Letter from EPIC to House Comm. On Energy & Commerce (Mar. 5, 2019), 

https://epic.org/testimony/congress/EPIC-HEC-InclusionInTech-Mar2019.pdf; Comments of 

EPIC to Nat. Sci. Found. on “Request for Information on Update to the 2016 National Artificial 

Intelligence Research and Development Strategic Plan” (Oct. 26, 2018), 

https://epic.org/apa/comments/EPIC-Comments-NSF-AI-Strategic-Plan-2018.pdf. 
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4. Fairness Obligation. Institutions must ensure that AI systems do not reflect unfair bias 

or make impermissible discriminatory decisions. 

5. Assessment and Accountability Obligation. An AI system should be deployed only 

after an adequate evaluation of its purpose and objectives, its benefits, as well as its risks. 

Institutions must be responsible for decisions made by an AI system. 

6. Accuracy, Reliability, and Validity Obligations. Institutions must ensure the accuracy, 

reliability, and validity of decisions. 

7. Data Quality Obligation. Institutions must establish data provenance, and assure quality 

and relevance for the data input into algorithms. 

8. Public Safety Obligation. Institutions must assess the public safety risks that arise from 

the deployment of AI systems that direct or control physical devices, and implement 

safety controls. 

9. Cybersecurity Obligation. Institutions must secure AI systems against cybersecurity 

threats. 

10. Prohibition on Secret Profiling. No institution shall establish or maintain a secret 

profiling system. 

11. Prohibition on Unitary Scoring. No national government shall establish or maintain a 

general-purpose score on its citizens or residents. 

12. Termination Obligation. An institution that has established an AI system has an 

affirmative obligation to terminate the system if human control of the system is no longer 

possible. 

In essence, the twelve Guidelines call on institutions to confront the ethical, legal, and societal 

implications of AI technology. 

The UGAI are more ambitious than the OECD Guidelines for AI in important respects. 

For example, UGAI Right to Transparency (UGAI #1) includes access to the factors, logic, and 

techniques that produced an outcome, not just the outcome itself. A robust obligation for 

transparency facilitates the right to challenge.  It also serves the collective public, providing the 

opportunity for unknown biases to be identified. 
21 

The UGAI Assessment and Accountability 

Obligation (#5) also introduces a new requirement that AI systems be evaluated for individual, 

21 
Comments of EPIC to Nat. Sci. Found. on “Request for Information on Update to the 2016 

National Artificial Intelligence Research and Development Strategic Plan”, supra note 19, at 6. 
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societal, economic, political, and technological impacts, and a determination be made that the 

risks have been minimized and will be managed.
22 

If an assessment reveals substantial risks, the 

AI should not be before deployed.
23 

Unique among AI policy frameworks, the UGAI directly 

addresses single, multi-purpose scores assigned by a government to an individual (UGAI #11). 

Because such scores are not simple profiling - already regulated by many data protection laws -

but reflect also a predetermined outcome across multiple domains of human activity, they pose a 

special threat to individual rights and are prohibited by the UGAI.
24 

The UGAI were drafted to “buil[d] into the design of systems” and guide national law 

and policy. NIST, charged with drafting a federal plan for AI development under the Executive 

Order, should establish the U.S. as a leader on AI and human rights by incorporating the UGAI 

into the federal plan. 

III. Conclusion 

EPIC recommends NIST implement the OECD Principles on AI and extend the 

Principles by incorporating the UGAI into the federal plan to shape AI development. These 

individual rights safeguards flow naturally from the White House AI priorities, fulfill U.S. 

international commitments, and will enhance U.S. leadership on AI around the world.  

Respectfully submitted, 

/s/ Marc Rotenberg 

Marc Rotenberg 

EPIC President and Executive Director 

/s/ Eleni Kyriakides 

Eleni Kyriakides 

EPIC International Counsel 

22 Id. 
23 Id. at 7. 

24 
Public Voice, Universal Guidelines for Artificial Intelligence: Explanatory Memorandum and 

References (2018), https://thepublicvoice.org/ai-universal-guidelines/memo/. 
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5/31/2019 AI Universal Guidelines – thepublicvoice.org 

Universal Guidelines for Arti�cial Intelligence 
23 October 2018 
Brussels, Belgium 

New developments in Arti�cial Intelligence are transforming the world, from science and industry to government administration and 

�nance. The rise of AI decision-making also implicates fundamental rights of fairness, accountability, and transparency. Modern 

data analysis produces signi�cant outcomes that have real life consequences for people in employment, housing, credit, commerce, 
and criminal sentencing. Many of these techniques are entirely opaque, leaving individuals unaware whether the decisions were 

accurate, fair, or even about them. 

We propose these Universal Guidelines to inform and improve the design and use of AI. The Guidelines are intended to maximize 

the bene�ts of AI, to minimize the risk, and to ensure the protection of human rights. These Guidelines should be incorporated into 

ethical standards, adopted in national law and international agreements, and built into the design of systems.  We state clearly that 
the primary responsibility for AI systems must reside with those institutions that fund, develop, and deploy these systems. 

1. Right to Transparency. All individuals have the right to know the basis of an AI decision that concerns them. This includes 
access to the factors, the logic, and techniques that produced the outcome. 

2. Right to Human Determination. All individuals have the right to a �nal determination made by a person. 

3. Identi�cation Obligation. The institution responsible for an AI system must be made known to the public. 

4. Fairness Obligation. Institutions must ensure that AI systems do not re�ect unfair bias or make impermissible discriminatory 
decisions. 

5. Assessment and Accountability Obligation. An AI system should be deployed only after an adequate evaluation of its purpose 

and objectives, its bene�ts, as well as its risks. Institutions must be responsible for decisions made by an AI system. 

6. Accuracy, Reliability, and Validity Obligations. Institutions must ensure the accuracy, reliability, and validity of decisions. 

7. Data Quality Obligation. Institutions must establish data provenance, and assure quality and relevance for the data input into 

algorithms. 

8. Public Safety Obligation. Institutions must assess the public safety risks that arise from the deployment of AI systems that 
direct or control physical devices, and implement safety controls. 

9. Cybersecurity Obligation. Institutions must secure AI systems against cybersecurity threats. 

10. Prohibition on Secret Pro�ling. No institution shall establish or maintain a secret pro�ling system. 

11. Prohibition on Unitary Scoring. No national government shall establish or maintain a general-purpose score on its citizens or 
residents. 

12. Termination Obligation. An institution that has established an AI system has an a�rmative obligation to terminate the system 

if human control of the system is no longer possible. 

EXPLANATORY MEMORANDUM AND REFERENCES

 
https://thepublicvoice.org/ai-universal-guidelines/ 1/2 
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THE COUNCIL, 

HAVING REGARD to Article 5 b) of the Convention on the Organisation for Economic Co-operation and 
Development of 14 December 1960;  

HAVING REGARD to the OECD Guidelines for Multinational Enterprises [OECD/LEGAL/0144]; 
Recommendation of the Council concerning Guidelines Governing the Protection of Privacy and Transborder 
Flows of Personal Data [OECD/LEGAL/0188]; Recommendation of the Council concerning Guidelines for 
Cryptography Policy [OECD/LEGAL/0289]; Recommendation of the Council for Enhanced Access and More 
Effective Use of Public Sector Information [OECD/LEGAL/0362]; Recommendation of the Council on Digital 
Security Risk Management for Economic and Social Prosperity [OECD/LEGAL/0415]; Recommendation of 
the Council on Consumer Protection in E-commerce [OECD/LEGAL/0422]; Declaration on the Digital 
Economy: Innovation, Growth and Social Prosperity (Cancún Declaration) [OECD/LEGAL/0426]; Declaration 
on Strengthening SMEs and Entrepreneurship for Productivity and Inclusive Growth [OECD/LEGAL/0439]; 
as well as the 2016 Ministerial Statement on Building more Resilient and Inclusive Labour Markets, adopted 
at the OECD Labour and Employment Ministerial Meeting; 

HAVING REGARD to the Sustainable Development Goals set out in the 2030 Agenda for Sustainable 
Development adopted by the United Nations General Assembly (A/RES/70/1) as well as the 1948 Universal 
Declaration of Human Rights; 

HAVING REGARD to the important work being carried out on artificial intelligence (hereafter, “AI”) in other 
international governmental and non-governmental fora; 

RECOGNISING that AI has pervasive, far-reaching and global implications that are transforming societies, 
economic sectors and the world of work, and are likely to increasingly do so in the future; 

RECOGNISING that AI has the potential to improve the welfare and well-being of people, to contribute to 
positive sustainable global economic activity, to increase innovation and productivity, and to help respond to 
key global challenges; 

RECOGNISING that, at the same time, these transformations may have disparate effects within, and 
between societies and economies, notably regarding economic shifts, competition, transitions in the labour 
market, inequalities, and implications for democracy and human rights, privacy and data protection, and 
digital security; 

RECOGNISING that trust is a key enabler of digital transformation; that, although the nature of future AI 
applications and their implications may be hard to foresee, the trustworthiness of AI systems is a key factor 
for the diffusion and adoption of AI; and that a well-informed whole-of-society public debate is necessary for 
capturing the beneficial potential of the technology, while limiting the risks associated with it; 

UNDERLINING that certain existing national and international legal, regulatory and policy frameworks 
already have relevance to AI, including those related to human rights, consumer and personal data 
protection, intellectual property rights, responsible business conduct, and competition, while noting that the 
appropriateness of some frameworks may need to be assessed and new approaches developed; 

RECOGNISING that given the rapid development and implementation of AI, there is a need for a stable 
policy environment that promotes a human-centric approach to trustworthy AI, that fosters research, 
preserves economic incentives to innovate, and that applies to all stakeholders according to their role and 
the context; 

CONSIDERING that embracing the opportunities offered, and addressing the challenges raised, by AI 
applications, and empowering stakeholders to engage is essential to fostering adoption of trustworthy AI in 
society, and to turning AI trustworthiness into a competitive parameter in the global marketplace; 



 

            
 

         
    

     

          
  

             
     

           
 

         
   

 

      
   

        
  

    

      
       

 

            
  

      
 

  

       
          
      

    
  

  

       
      

    
 

          
 

 

On the proposal of the Committee on Digital Economy Policy: 

I. AGREES that for the purpose of this Recommendation the following terms should be understood 
as follows: 

‒ AI system: An AI system is a machine-based system that can, for a given set of human-defined 
objectives, make predictions, recommendations, or decisions influencing real or virtual 
environments. AI systems are designed to operate with varying levels of autonomy. 

‒ AI system lifecycle: AI system lifecycle phases involve: i) ‘design, data and models’; which is a 
context-dependent sequence encompassing planning and design, data collection and processing, 
as well as model building; ii) ‘verification and validation’; iii) ‘deployment’; and iv) ‘operation and 
monitoring’. These phases often take place in an iterative manner and are not necessarily 
sequential. The decision to retire an AI system from operation may occur at any point during the 
operation and monitoring phase. 

‒ AI knowledge: AI knowledge refers to the skills and resources, such as data, code, algorithms, 
models, research, know-how, training programmes, governance, processes and best practices, 
required to understand and participate in the AI system lifecycle. 

‒ AI actors: AI actors are those who play an active role in the AI system lifecycle, including 
organisations and individuals that deploy or operate AI. 

‒ Stakeholders: Stakeholders encompass all organisations and individuals involved in, or affected 
by, AI systems, directly or indirectly. AI actors are a subset of stakeholders. 

Section 1: Principles for responsible stewardship of trustworthy AI 

II. RECOMMENDS that Members and non-Members adhering to this Recommendation (hereafter the 
“Adherents”) promote and implement the following principles for responsible stewardship of trustworthy AI, 
which are relevant to all stakeholders. 

III. CALLS ON all AI actors to promote and implement, according to their respective roles, the following 
Principles for responsible stewardship of trustworthy AI. 

IV. UNDERLINES that the following principles are complementary and should be considered as a 
whole. 

1.1. Inclusive growth, sustainable development and well-being 

Stakeholders should proactively engage in responsible stewardship of trustworthy AI in pursuit of beneficial 
outcomes for people and the planet, such as augmenting human capabilities and enhancing creativity, 
advancing inclusion of underrepresented populations, reducing economic, social, gender and other 
inequalities, and protecting natural environments, thus invigorating inclusive growth, sustainable 
development and well-being. 

1.2. Human-centred values and fairness 

a) AI actors should respect the rule of law, human rights and democratic values, throughout the AI 
system lifecycle. These include freedom, dignity and autonomy, privacy and data protection, non-
discrimination and equality, diversity, fairness, social justice, and internationally recognised labour 
rights. 

b) To this end, AI actors should implement mechanisms and safeguards, such as capacity for human 
determination, that are appropriate to the context and consistent with the state of art. 



 

 

  

      
   

           
  

    

      
       

 

   

      
     

           
  

      
      

      
 

   

      
       

1.3. Transparency and explainability 

AI Actors should commit to transparency and responsible disclosure regarding AI systems. To this end, they 
should provide meaningful information, appropriate to the context, and consistent with the state of art: 

i.  to foster a general understanding of AI systems,  

ii.  to make stakeholders  aware of  their  interactions  with AI systems, including  in the workplace,   

iii.  to enable those affected by an  AI system to understand the outcome, and,  

iv.  to enable those adversely affected  by  an AI system  to challenge its  outcome based  on  plain  
and easy-to-understand  information  on  the factors, and the  logic  that served  as  the basis  for  
the prediction, recommendation or decision.  

1.4.  Robustness, security and safety   

a)  AI systems  should be  robust, secure and safe throughout their  entire  lifecycle so that,  in conditions  
of  normal  use, foreseeable use or misuse, or other adverse conditions, they  function  appropriately  
and do not pose unreasonable safety risk.  

b)  To this  end, AI actors  should ensure traceability,  including in relation  to datasets, processes  and  
decisions  made during the AI system  lifecycle, to enable analysis  of  the  AI system’s  outcomes  and  
responses to  inquiry, appropriate to the context and consistent with the state of art.  

c)  AI actors  should, based on  their  roles, the  context, and  their  ability  to act, apply  a systematic  risk  
management approach to each phase of the AI system lifecycle on a continuous basis to address  
risks related to AI systems, including privacy, digital security, safety and bias.  

1.5.  Accountability   

AI actors should be accountable for the proper functioning of AI systems and for the respect of the above 
principles, based on their roles, the context, and consistent with the state of art. 

Section 2: National policies and international co-operation for trustworthy AI 

V. RECOMMENDS that Adherents implement the following recommendations, consistent with the 
principles in section 1, in their national policies and international co-operation, with special attention to small 
and medium-sized enterprises (SMEs). 

2.1. Investing in AI research and development 

a) Governments should consider long-term public investment, and encourage private investment, in 
research and development, including interdisciplinary efforts, to spur innovation in trustworthy AI 
that focus on challenging technical issues and on AI-related social, legal and ethical implications 
and policy issues. 

b) Governments should also consider public investment and encourage private investment in open 
datasets that are representative and respect privacy and data protection to support an environment 
for AI research and development that is free of inappropriate bias and to improve interoperability 
and use of standards. 

2.2. Fostering a digital ecosystem for AI 

Governments should foster the development of, and access to, a digital ecosystem for trustworthy AI. Such 
an ecosystem includes in particular digital technologies and infrastructure, and mechanisms for sharing AI 



     
  

    

         
    

     
  

           
         

 

    

    
            

   

        
        

    

           
        

  

   

      
  

         
 

  

      
  

         
  

   

      

   

    

        
         

 

         
   

      
       

  

knowledge, as appropriate. In this regard, governments should consider promoting mechanisms, such as 
data trusts, to support the safe, fair, legal and ethical sharing of data. 

2.3. Shaping an enabling policy environment for AI 

a) Governments should promote a policy environment that supports an agile transition from the 
research and development stage to the deployment and operation stage for trustworthy AI systems. 
To this effect, they should consider using experimentation to provide a controlled environment in 
which AI systems can be tested, and scaled-up, as appropriate. 

b) Governments should review and adapt, as appropriate, their policy and regulatory frameworks and 
assessment mechanisms as they apply to AI systems to encourage innovation and competition for 
trustworthy AI. 

2.4. Building human capacity and preparing for labour market transformation 

a) Governments should work closely with stakeholders to prepare for the transformation of the world 
of work and of society. They should empower people to effectively use and interact with AI systems 
across the breadth of applications, including by equipping them with the necessary skills. 

b) Governments should take steps, including through social dialogue, to ensure a fair transition for 
workers as AI is deployed, such as through training programmes along the working life, support for 
those affected by displacement, and access to new opportunities in the labour market. 

c) Governments should also work closely with stakeholders to promote the responsible use of AI at 
work, to enhance the safety of workers and the quality of jobs, to foster entrepreneurship and 
productivity, and aim to ensure that the benefits from AI are broadly and fairly shared. 

2.5. International co-operation for trustworthy AI 

a) Governments, including developing countries and with stakeholders, should actively co-operate to 
advance these principles and to progress on responsible stewardship of trustworthy AI. 

b) Governments should work together in the OECD and other global and regional fora to foster the 
sharing of AI knowledge, as appropriate. They should encourage international, cross-sectoral and 
open multi-stakeholder initiatives to garner long-term expertise on AI. 

c) Governments should promote the development of multi-stakeholder, consensus-driven global 
technical standards for interoperable and trustworthy AI. 

d) Governments should also encourage the development, and their own use, of internationally 
comparable metrics to measure AI research, development and deployment, and gather the 
evidence base to assess progress in the implementation of these principles. 

VI. INVITES the Secretary-General and Adherents to disseminate this Recommendation. 

VII. INVITES non-Adherents to take due account of, and adhere to, this Recommendation. 

VIII. INSTRUCTS the Committee on Digital Economy Policy: 

a) to continue its important work on artificial intelligence building on this Recommendation and taking 
into account work in other international fora, and to further develop the measurement framework 
for evidence-based AI policies; 

b) to develop and iterate further practical guidance on the implementation of this Recommendation, 
and to report to the Council on progress made no later than end December 2019; 

c) to provide a forum for exchanging information on AI policy and activities including experience with 
the implementation of this Recommendation, and to foster multi-stakeholder and interdisciplinary 
dialogue to promote trust in and adoption of AI; and 



 

 

     
           

 

d) to monitor, in consultation with other relevant Committees, the implementation of this 
Recommendation and report thereon to the Council no later than five years following its adoption 
and regularly thereafter. 
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About the OECD 

The OECD is a unique forum where governments work together to address the economic, social and 
environmental challenges of globalisation. The OECD is also at the forefront of efforts to understand 
and to help governments respond to new developments and concerns, such as corporate governance, 
the information economy and the challenges of an ageing population. The Organisation provides a 
setting where governments can compare policy experiences, seek answers to common problems, 
identify good practice and work to co-ordinate domestic and international policies. 

The OECD Member countries are: Australia, Austria, Belgium, Canada, Chile, the Czech Republic, 
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, 
Korea, Latvia, Lithuania, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, 
Portugal, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey, the United Kingdom 
and the United States. The European Union takes part in the work of the OECD. 

OECD Legal Instruments 

Since the creation of the OECD in 1961, around 450 substantive legal instruments have been 
developed within its framework. These include OECD Acts (i.e. the Decisions and Recommendations 
adopted by the OECD Council in accordance with the OECD Convention) and other legal instruments 
developed within the OECD framework (e.g. Declarations, international agreements). 

All substantive OECD legal instruments, whether in force or abrogated, are listed in the online 
Compendium of OECD Legal Instruments. They are presented in five categories: 

• Decisions: OECD legal instruments which are legally binding on all Members except those 
which abstain at the time of adoption. While they are not international treaties, they entail the 
same kind of legal obligations. Adherents are obliged to implement Decisions and must take 
the measures necessary for such implementation. 

• Recommendations: OECD legal instruments which are not legally binding but practice 
accords them great moral force as representing the political will of Adherents. There is an 
expectation that Adherents will do their utmost to fully implement a Recommendation. Thus, 
Members which do not intend to do so usually abstain when a Recommendation is adopted, 
although this is not required in legal terms. 

• Declarations: OECD legal instruments which are prepared within the Organisation, generally 
within a subsidiary body. They usually set general principles or long-term goals, have a 
solemn character and are usually adopted at Ministerial meetings of the Council or of 
committees of the Organisation. 

• International Agreements: OECD legal instruments negotiated and concluded within the 
framework of the Organisation. They are legally binding on the Parties. 

• Arrangement, Understanding and Others: several ad hoc substantive legal instruments 
have been developed within the OECD framework over time, such as the Arrangement on 
Officially Supported Export Credits, the International Understanding on Maritime Transport 
Principles and the Development Assistance Committee (DAC) Recommendations. 
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	U.S. as a leader on AI and human rights. EPIC recommends NIST adopt the Universal Guidelines for Artificial Intelligence (UGAI) -a framework designed to safeguard individual rights when AI technology is used to make significant decisions about individuals. 
	The Public Voice Coalition, a global group of civil society organizations, proposed the Universal Guidelines for Artificial Intelligence as a foundational framework for U.S. policy to reduce bias in decision-making algorithms, ensure digital globalization is inclusive, create Released in October 2018, over 250 experts and 60 organizations, representing more than 40 EPIC has previously written to Congress and submitted comments to federal agencies, urging the U.S. 
	human-centered evidence-based policy, promote safety in AI, and rebuild trust in institutions.
	18 
	countries, endorsed the Universal Guidelines for Artificial Intelligence (“UGAI”).
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	The UGAI comprises twelve principles intended to maximize the benefits of AI, to minimize the risk, and to ensure the protection of human rights. The Universal Guidelines for AI are: 
	1. 
	1. 
	1. 
	Right to Transparency. All individuals have the right to know the basis of an AI decision that concerns them. This includes access to the factors, the logic, and techniques that produced the outcome. 

	2. 
	2. 
	Right to Human Determination. All individuals have the right to a final determination made by a person. 

	3. 
	3. 
	Identification Obligation. The institution responsible for an AI system must be made known to the public. 


	Public Voice, Universal Guidelines for Artificial Intelligence (2018), /.Public Voice, Universal Guidelines for Artificial Intelligence: Endorsement, , /.See, e.g., Letter from EPIC to House Comm. On Energy & Commerce (Mar. 5, 2019), ; Comments of EPIC to Nat. Sci. Found. on “Request for Information on Update to the 2016 National Artificial Intelligence Research and Development Strategic Plan” (Oct. 26, 2018), . 
	18 
	https://thepublicvoice.org/ai-universalguidelines
	19 
	ThePublicVoice.org
	https://thepublicvoice.org/AI-universal-guidelines/endorsement
	20 
	https://epic.org/testimony/congress/EPIC-HEC-InclusionInTech-Mar2019.pdf
	https://epic.org/apa/comments/EPIC-Comments-NSF-AI-Strategic-Plan-2018.pdf

	Comments of EPIC NIST 
	6 
	AI Standards May 31, 2019 
	4. 
	4. 
	4. 
	Fairness Obligation. Institutions must ensure that AI systems do not reflect unfair bias or make impermissible discriminatory decisions. 

	5. 
	5. 
	Assessment and Accountability Obligation. An AI system should be deployed only after an adequate evaluation of its purpose and objectives, its benefits, as well as its risks. Institutions must be responsible for decisions made by an AI system. 

	6. 
	6. 
	Accuracy, Reliability, and Validity Obligations. Institutions must ensure the accuracy, reliability, and validity of decisions. 

	7. 
	7. 
	Data Quality Obligation. Institutions must establish data provenance, and assure quality and relevance for the data input into algorithms. 

	8. 
	8. 
	Public Safety Obligation. Institutions must assess the public safety risks that arise from the deployment of AI systems that direct or control physical devices, and implement safety controls. 

	9. 
	9. 
	Cybersecurity Obligation. Institutions must secure AI systems against cybersecurity threats. 

	10. 
	10. 
	Prohibition on Secret Profiling. No institution shall establish or maintain a secret profiling system. 

	11. 
	11. 
	Prohibition on Unitary Scoring. No national government shall establish or maintain a general-purpose score on its citizens or residents. 

	12. 
	12. 
	Termination Obligation. An institution that has established an AI system has an affirmative obligation to terminate the system if human control of the system is no longer possible. 


	In essence, the twelve Guidelines call on institutions to confront the ethical, legal, and societal 
	implications of AI technology. 
	The UGAI are more ambitious than the OECD Guidelines for AI in important respects. 
	For example, UGAI Right to Transparency (UGAI #1) includes access to the factors, logic, and 
	techniques that produced an outcome, not just the outcome itself. A robust obligation for 
	transparency facilitates the right to challenge.  It also serves the collective public, providing the 
	opportunity for unknown biases to be identified. The UGAI Assessment and Accountability 
	21 

	Obligation (#5) also introduces a new requirement that AI systems be evaluated for individual, 
	Comments of EPIC to Nat. Sci. Found. on “Request for Information on Update to the 2016 National Artificial Intelligence Research and Development Strategic Plan”, supra note 19, at 6. 
	21 

	Comments of EPIC NIST 
	7 
	AI Standards May 31, 2019 
	societal, economic, political, and technological impacts, and a determination be made that the If an assessment reveals substantial risks, the Unique among AI policy frameworks, the UGAI directly addresses single, multi-purpose scores assigned by a government to an individual (UGAI #11). Because such scores are not simple profiling -already regulated by many data protection laws but reflect also a predetermined outcome across multiple domains of human activity, they pose a special threat to individual right
	risks have been minimized and will be managed.
	22 
	AI should not be before deployed.
	23 
	-
	24 

	The UGAI were drafted to “buil[d] into the design of systems” and guide national law and policy. NIST, charged with drafting a federal plan for AI development under the Executive Order, should establish the U.S. as a leader on AI and human rights by incorporating the UGAI into the federal plan. 
	III. Conclusion 
	EPIC recommends NIST implement the OECD Principles on AI and extend the Principles by incorporating the UGAI into the federal plan to shape AI development. These individual rights safeguards flow naturally from the White House AI priorities, fulfill U.S. international commitments, and will enhance U.S. leadership on AI around the world.  
	Respectfully submitted, 
	/s/ Marc Rotenberg 
	/s/ Marc Rotenberg 

	Marc Rotenberg EPIC President and Executive Director 
	/s/ Eleni Kyriakides 

	Eleni Kyriakides 
	EPIC International Counsel 
	Id. Id. at 7. Public Voice, Universal Guidelines for Artificial Intelligence: Explanatory Memorandum and 
	22 
	23 
	24 
	References (2018), https://thepublicvoice.org/ai-universal-guidelines/memo/. 
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	Attachments 
	OECD AI Guidelines (2019) Universal Guidelines for AI (2018) 
	Comments of EPIC NIST 
	9 
	AI Standards May 31, 2019 
	5/31/2019 
	AI Universal Guidelines – thepublicvoice.org 

	Artificial Intelligence Standards, 84 Fed. Reg. 18490 (May 1, 2019). Exec. Order No. 13859, 84 Fed. Reg. 3967 (Feb. 11, 2019), https://www.whitehouse.gov/presidential-actions/executive-order-maintainingamericanleadership-artificial-intelligence/. 
	Artificial Intelligence Standards, 84 Fed. Reg. 18490 (May 1, 2019). Exec. Order No. 13859, 84 Fed. Reg. 3967 (Feb. 11, 2019), https://www.whitehouse.gov/presidential-actions/executive-order-maintainingamericanleadership-artificial-intelligence/. 
	1 
	2 
	-


	Marc Rotenberg, The Battle Over Artificial Intelligence, N.Y. Times Opinion (Apr. 18, 2019), https://www.nytimes.com/2019/04/18/opinion/letters/artificial-intelligence.html.White House, Artificial Intelligence for the American People, Whitehouse.gov, https://www.whitehouse.gov/ai/.EPIC, About EPIC, https://epic.org/epic/about.html. See, e.g., Marc Rotenberg, The Future of Innovation and Digital Transformation: Exploring Societal Impacts, Remarks at the OECD Global Strategic Group Meeting, Epic.org (Nov. 19,
	Marc Rotenberg, The Battle Over Artificial Intelligence, N.Y. Times Opinion (Apr. 18, 2019), https://www.nytimes.com/2019/04/18/opinion/letters/artificial-intelligence.html.White House, Artificial Intelligence for the American People, Whitehouse.gov, https://www.whitehouse.gov/ai/.EPIC, About EPIC, https://epic.org/epic/about.html. See, e.g., Marc Rotenberg, The Future of Innovation and Digital Transformation: Exploring Societal Impacts, Remarks at the OECD Global Strategic Group Meeting, Epic.org (Nov. 19,
	3 
	4 
	5 
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	Universal Guidelines for Articial Intelligence 
	Universal Guidelines for Articial Intelligence 
	23 October 2018 
	Brussels, Belgium New developments in Articial Intelligence are transforming the world, from science and industry to government administration and nance. The rise of AI decision-making also implicates fundamental rights of fairness, accountability, and transparency. Modern data analysis produces signicant outcomes that have real life consequences for people in employment, housing, credit, commerce, and criminal sentencing. Many of these techniques are entirely opaque, leaving individuals unaware whether the
	We propose these Universal Guidelines to inform and improve the design and use of AI. The Guidelines are intended to maximize the benets of AI, to minimize the risk, and to ensure the protection of human rights. These Guidelines should be incorporated into ethical standards, adopted in national law and international agreements, and built into the design of systems.  We state clearly that the primary responsibility for AI systems must reside with those institutions that fund, develop, and deploy these system
	1. 
	1. 
	1. 
	Right to Transparency. All individuals have the right to know the basis of an AI decision that concerns them. This includes access to the factors, the logic, and techniques that produced the outcome. 

	2. 
	2. 
	Right to Human Determination. All individuals have the right to a nal determination made by a person. 

	3. 
	3. 
	Identication Obligation. The institution responsible for an AI system must be made known to the public. 

	4. 
	4. 
	Fairness Obligation. Institutions must ensure that AI systems do not reect unfair bias or make impermissible discriminatory decisions. 

	5. 
	5. 
	Assessment and Accountability Obligation. An AI system should be deployed only after an adequate evaluation of its purpose and objectives, its benets, as well as its risks. Institutions must be responsible for decisions made by an AI system. 

	6. 
	6. 
	Accuracy, Reliability, and Validity Obligations. Institutions must ensure the accuracy, reliability, and validity of decisions. 

	7. 
	7. 
	Data Quality Obligation. Institutions must establish data provenance, and assure quality and relevance for the data input into algorithms. 

	8. 
	8. 
	Public Safety Obligation. Institutions must assess the public safety risks that arise from the deployment of AI systems that direct or control physical devices, and implement safety controls. 

	9. 
	9. 
	Cybersecurity Obligation. Institutions must secure AI systems against cybersecurity threats. 

	10. 
	10. 
	Prohibition on Secret Proling. No institution shall establish or maintain a secret proling system. 

	11. 
	11. 
	Prohibition on Unitary Scoring. No national government shall establish or maintain a general-purpose score on its citizens or residents. 

	12. 
	12. 
	Termination Obligation. An institution that has established an AI system has an armative obligation to terminate the system if human control of the system is no longer possible. 
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	THE COUNCIL, 
	THE COUNCIL, 
	HAVING REGARD to Article 5 b) of the Convention on the Organisation for Economic Co-operation and Development of 14 December 1960;  
	HAVING REGARD to the OECD Guidelines for Multinational Enterprises []; Recommendation of the Council concerning Guidelines Governing the Protection of Privacy and Transborder Flows of Personal Data []; Recommendation of the Council concerning Guidelines for Cryptography Policy []; Recommendation of the Council for Enhanced Access and More Effective Use of Public Sector Information []; Recommendation of the Council on Digital Security Risk Management for Economic and Social Prosperity []; Recommendation of t
	OECD/LEGAL/0144
	OECD/LEGAL/0188
	OECD/LEGAL/0289
	OECD/LEGAL/0362
	OECD/LEGAL/0415
	OECD/LEGAL/0422
	OECD/LEGAL/0426
	OECD/LEGAL/0439

	HAVING REGARD to the Sustainable Development Goals set out in the 2030 Agenda for Sustainable Development adopted by the United Nations General Assembly (A/RES/70/1) as well as the 1948 Universal Declaration of Human Rights; 
	HAVING REGARD to the important work being carried out on artificial intelligence (hereafter, “AI”) in other international governmental and non-governmental fora; 
	RECOGNISING that AI has pervasive, far-reaching and global implications that are transforming societies, economic sectors and the world of work, and are likely to increasingly do so in the future; 
	RECOGNISING that AI has the potential to improve the welfare and well-being of people, to contribute to positive sustainable global economic activity, to increase innovation and productivity, and to help respond to key global challenges; 
	RECOGNISING that, at the same time, these transformations may have disparate effects within, and between societies and economies, notably regarding economic shifts, competition, transitions in the labour market, inequalities, and implications for democracy and human rights, privacy and data protection, and digital security; 
	RECOGNISING that trust is a key enabler of digital transformation; that, although the nature of future AI applications and their implications may be hard to foresee, the trustworthiness of AI systems is a key factor for the diffusion and adoption of AI; and that a well-informed whole-of-society public debate is necessary for capturing the beneficial potential of the technology, while limiting the risks associated with it; 
	UNDERLINING that certain existing national and international legal, regulatory and policy frameworks already have relevance to AI, including those related to human rights, consumer and personal data protection, intellectual property rights, responsible business conduct, and competition, while noting that the appropriateness of some frameworks may need to be assessed and new approaches developed; 
	RECOGNISING that given the rapid development and implementation of AI, there is a need for a stable policy environment that promotes a human-centric approach to trustworthy AI, that fosters research, preserves economic incentives to innovate, and that applies to all stakeholders according to their role and the context; 
	CONSIDERING that embracing the opportunities offered, and addressing the challenges raised, by AI applications, and empowering stakeholders to engage is essential to fostering adoption of trustworthy AI in society, and to turning AI trustworthiness into a competitive parameter in the global marketplace; 

	On the proposal of the Committee on Digital Economy Policy: 
	On the proposal of the Committee on Digital Economy Policy: 
	I. AGREES that for the purpose of this Recommendation the following terms should be understood as follows: 
	‒AI system: An AI system is a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations, or decisions influencing real or virtual environments. AI systems are designed to operate with varying levels of autonomy. 
	‒AI system lifecycle: AI system lifecycle phases involve: i) ‘design, data and models’; which is a context-dependent sequence encompassing planning and design, data collection and processing, as well as model building; ii) ‘verification and validation’; iii) ‘deployment’; and iv) ‘operation and monitoring’. These phases often take place in an iterative manner and are not necessarily 
	sequential. The decision to retire an AI system from operation may occur at any point during the operation and monitoring phase. 
	‒AI knowledge: AI knowledge refers to the skills and resources, such as data, code, algorithms, models, research, know-how, training programmes, governance, processes and best practices, required to understand and participate in the AI system lifecycle. 
	‒AI actors: AI actors are those who play an active role in the AI system lifecycle, including organisations and individuals that deploy or operate AI. 
	‒Stakeholders: Stakeholders encompass all organisations and individuals involved in, or affected by, AI systems, directly or indirectly. AI actors are a subset of stakeholders. 

	Section 1: Principles for responsible stewardship of trustworthy AI 
	Section 1: Principles for responsible stewardship of trustworthy AI 
	II. RECOMMENDS that Members and non-Members adhering to this Recommendation (hereafter the 
	“Adherents”) promote and implement the following principles for responsible stewardship of trustworthy AI, 
	which are relevant to all stakeholders. 
	III. CALLS ON all AI actors to promote and implement, according to their respective roles, the following Principles for responsible stewardship of trustworthy AI. 
	IV. UNDERLINES that the following principles are complementary and should be considered as a whole. 
	1.1. Inclusive growth, sustainable development and well-being 
	1.1. Inclusive growth, sustainable development and well-being 
	Stakeholders should proactively engage in responsible stewardship of trustworthy AI in pursuit of beneficial outcomes for people and the planet, such as augmenting human capabilities and enhancing creativity, advancing inclusion of underrepresented populations, reducing economic, social, gender and other inequalities, and protecting natural environments, thus invigorating inclusive growth, sustainable development and well-being. 
	1.2. Human-centred values and fairness 
	1.2. Human-centred values and fairness 
	a) 
	a) 
	a) 
	AI actors should respect the rule of law, human rights and democratic values, throughout the AI system lifecycle. These include freedom, dignity and autonomy, privacy and data protection, nondiscrimination and equality, diversity, fairness, social justice, and internationally recognised labour rights. 
	-


	b) 
	b) 
	To this end, AI actors should implement mechanisms and safeguards, such as capacity for human determination, that are appropriate to the context and consistent with the state of art. 


	1.3. Transparency and explainability 
	1.3. Transparency and explainability 
	AI Actors should commit to transparency and responsible disclosure regarding AI systems. To this end, they should provide meaningful information, appropriate to the context, and consistent with the state of art: 
	i.  to foster a general understanding of AI systems,  ii.  to make stakeholders  aware of  their  interactions  with AI systems, including  in the workplace,   iii.  to enable those affected by an  AI system to understand the outcome, and,  iv.  to enable those adversely affected  by  an AI system  to challenge its  outcome based  on  plain  and easy-to-understand  information  on  the factors, and the  logic  that served  as  the basis  for  the prediction, recommendation or decision.  1.4.  Robustness, se
	AI actors should be accountable for the proper functioning of AI systems and for the respect of the above principles, based on their roles, the context, and consistent with the state of art. 
	Section 2: National policies and international co-operation for trustworthy AI 
	V. RECOMMENDS that Adherents implement the following recommendations, consistent with the principles in section 1, in their national policies and international co-operation, with special attention to small and medium-sized enterprises (SMEs). 



	2.1. Investing in AI research and development 
	2.1. Investing in AI research and development 
	a) 
	a) 
	a) 
	Governments should consider long-term public investment, and encourage private investment, in research and development, including interdisciplinary efforts, to spur innovation in trustworthy AI that focus on challenging technical issues and on AI-related social, legal and ethical implications and policy issues. 

	b) 
	b) 
	Governments should also consider public investment and encourage private investment in open datasets that are representative and respect privacy and data protection to support an environment for AI research and development that is free of inappropriate bias and to improve interoperability and use of standards. 


	2.2. Fostering a digital ecosystem for AI 
	2.2. Fostering a digital ecosystem for AI 
	Governments should foster the development of, and access to, a digital ecosystem for trustworthy AI. Such an ecosystem includes in particular digital technologies and infrastructure, and mechanisms for sharing AI 
	knowledge, as appropriate. In this regard, governments should consider promoting mechanisms, such as data trusts, to support the safe, fair, legal and ethical sharing of data. 
	2.3. Shaping an enabling policy environment for AI 
	2.3. Shaping an enabling policy environment for AI 
	a) 
	a) 
	a) 
	Governments should promote a policy environment that supports an agile transition from the research and development stage to the deployment and operation stage for trustworthy AI systems. To this effect, they should consider using experimentation to provide a controlled environment in which AI systems can be tested, and scaled-up, as appropriate. 

	b) 
	b) 
	Governments should review and adapt, as appropriate, their policy and regulatory frameworks and assessment mechanisms as they apply to AI systems to encourage innovation and competition for trustworthy AI. 


	2.4. Building human capacity and preparing for labour market transformation 
	2.4. Building human capacity and preparing for labour market transformation 
	a) 
	a) 
	a) 
	Governments should work closely with stakeholders to prepare for the transformation of the world of work and of society. They should empower people to effectively use and interact with AI systems across the breadth of applications, including by equipping them with the necessary skills. 

	b) 
	b) 
	Governments should take steps, including through social dialogue, to ensure a fair transition for workers as AI is deployed, such as through training programmes along the working life, support for those affected by displacement, and access to new opportunities in the labour market. 

	c) 
	c) 
	Governments should also work closely with stakeholders to promote the responsible use of AI at work, to enhance the safety of workers and the quality of jobs, to foster entrepreneurship and productivity, and aim to ensure that the benefits from AI are broadly and fairly shared. 


	2.5. International co-operation for trustworthy AI 
	2.5. International co-operation for trustworthy AI 
	a) 
	a) 
	a) 
	Governments, including developing countries and with stakeholders, should actively co-operate to advance these principles and to progress on responsible stewardship of trustworthy AI. 

	b) 
	b) 
	Governments should work together in the OECD and other global and regional fora to foster the sharing of AI knowledge, as appropriate. They should encourage international, cross-sectoral and open multi-stakeholder initiatives to garner long-term expertise on AI. 

	c) 
	c) 
	Governments should promote the development of multi-stakeholder, consensus-driven global technical standards for interoperable and trustworthy AI. 

	d) 
	d) 
	Governments should also encourage the development, and their own use, of internationally comparable metrics to measure AI research, development and deployment, and gather the evidence base to assess progress in the implementation of these principles. 


	VI. INVITES the Secretary-General and Adherents to disseminate this Recommendation. 
	VII. INVITES non-Adherents to take due account of, and adhere to, this Recommendation. 
	VIII. INSTRUCTS the Committee on Digital Economy Policy: 
	a) 
	a) 
	a) 
	to continue its important work on artificial intelligence building on this Recommendation and taking into account work in other international fora, and to further develop the measurement framework for evidence-based AI policies; 

	b) 
	b) 
	to develop and iterate further practical guidance on the implementation of this Recommendation, and to report to the Council on progress made no later than end December 2019; 

	c) 
	c) 
	to provide a forum for exchanging information on AI policy and activities including experience with the implementation of this Recommendation, and to foster multi-stakeholder and interdisciplinary dialogue to promote trust in and adoption of AI; and 

	d) 
	d) 
	to monitor, in consultation with other relevant Committees, the implementation of this Recommendation and report thereon to the Council no later than five years following its adoption and regularly thereafter. 
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	About the OECD 
	About the OECD 
	The OECD is a unique forum where governments work together to address the economic, social and environmental challenges of globalisation. The OECD is also at the forefront of efforts to understand and to help governments respond to new developments and concerns, such as corporate governance, the information economy and the challenges of an ageing population. The Organisation provides a setting where governments can compare policy experiences, seek answers to common problems, identify good practice and work 
	The OECD Member countries are: Australia, Austria, Belgium, Canada, Chile, the Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey, the United Kingdom and the United States. The European Union takes part in the work of the OECD. 

	OECD Legal Instruments 
	OECD Legal Instruments 
	Since the creation of the OECD in 1961, around 450 substantive legal instruments have been developed within its framework. These include OECD Acts (i.e. the Decisions and Recommendations adopted by the OECD Council in accordance with the OECD Convention) and other legal instruments developed within the OECD framework (e.g. Declarations, international agreements). 
	All substantive OECD legal instruments, whether in force or abrogated, are listed in the online Compendium of OECD Legal Instruments. They are presented in five categories: 
	• 
	• 
	• 
	Decisions: OECD legal instruments which are legally binding on all Members except those which abstain at the time of adoption. While they are not international treaties, they entail the same kind of legal obligations. Adherents are obliged to implement Decisions and must take the measures necessary for such implementation. 

	• 
	• 
	Recommendations: OECD legal instruments which are not legally binding but practice accords them great moral force as representing the political will of Adherents. There is an expectation that Adherents will do their utmost to fully implement a Recommendation. Thus, Members which do not intend to do so usually abstain when a Recommendation is adopted, although this is not required in legal terms. 

	• 
	• 
	Declarations: OECD legal instruments which are prepared within the Organisation, generally within a subsidiary body. They usually set general principles or long-term goals, have a solemn character and are usually adopted at Ministerial meetings of the Council or of committees of the Organisation. 

	• 
	• 
	International Agreements: OECD legal instruments negotiated and concluded within the framework of the Organisation. They are legally binding on the Parties. 

	• 
	• 
	Arrangement, Understanding and Others: several ad hoc substantive legal instruments have been developed within the OECD framework over time, such as the Arrangement on Officially Supported Export Credits, the International Understanding on Maritime Transport Principles and the Development Assistance Committee (DAC) Recommendations. 






