
NAIAC: Archived Information  
Non-NIST-hosted, Archived Copies of the NAIAC Committee’s Published Work, as of 
1/21/2025. 

If you are seeking a specific NAIAC document not listed below, such as agendas or meeting 
minutes, or if you have any questions, please contact the NAIAC Admin Team at NAIAC@nist.gov. 

Reports 
The NAIAC is tasked with advising the President and the National AI Initiative Office on topics 
related to AI.   

• FINDINGS AND RECOMMENDATION: Field Testing of Law Enforcement AI Tools. 
September 2024.  

• FINDINGS & RECOMMENDATIONS: AI Safety. May 2024.  

• RECOMMENDATION: Data Challenges and Privacy Protections for Safeguarding Civil 
Rights in Government. May 2024. 

• RECOMMENDATIONS: Harnessing AI for Scientific Progress. May 2024. 

• RECOMMENDATION: Provide Authority and Resources to Promote Responsible 
Procurement Innovation for AI at Government Agencies. May 2024. 

• RECOMMENDATION: Require Public Summary Reporting on Use of High-Risk AI. May 
2024. 

• RECOMMENDATION: Require Public Use Policies for High-Risk AI. February 2024. 

• RECOMMENDATION: Expand the AI Use Case Inventory by Limiting the ‘Sensitive Law 
Enforcement’ Exception. February 2024. 

• RECOMMENDATION: Expand the AI Use Case Inventory by Limiting the ‘Common 
Commercial Products’ Exception. February 2024. 

• RECOMMENDATION: Implementation of the NIST AI Safety Institute. December 2023. 

• RECOMMENDATION: National Campaign on Lifelong AI Career Success. November 2023. 

• RECOMMENDATION: Enhancing AI Literacy for the United States of America. November 
2023. 

• RECOMMENDATION: Improve Monitoring of Emerging Risks from AI through Adverse 
Event Reporting. November 2023. 

• RECOMMENDATION: Second Chance Skills and Opportunity Moonshot. October 2023. 
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• RECOMMENDATION: Generative AI Away from the Frontier. October 2023. 

• RECOMMENDATION: Implementing the NIST AI RMF with a Rights-Respecting Approach. 
October 2023. 

• RECOMMENDATION: AI's Procurement Challenge. October 2023. 

• RECOMMENDATION: Creating Institutional Structures to Support Safer AI Systems. 
October 2023. 

• RECOMMENDATION: International Emerging Economies. August 2023. 

The NAIAC has also produced the following non-decisional documents: 

• PROCEEDINGS AI and Just Transitions for American Workers. October 2024. 

o Unavailable online, please contact NAIAIC@nist.gov to receive a copy. 

• PROCEEDINGS AI, Civil Society, and Human Rights. October 2024. 

• National Artificial Intelligence Advisory Committee: Year Two Insights Report. May 2024. 

• FINDINGS: Enhancing AI’s Positive Impact on Science and Medicine. May 2024. 

• PROCEEDINGS: Towards Standards for Data Transparency for AI Models. May 2024. 

• Law Enforcement Subcommittee: Year One Report and Roadmap. February 2024. 

• FINDINGS: Exploring the Impact of AI. November 2023. 

• STATEMENT: In Support of the Executive Order on the Safe, Secure, and Trustworthy 
Development and Use of Artificial Intelligence. November 2023. 

• STATEMENT: On AI and Existential Risk. October 2023. 

• FINDINGS: The Potential Future Risks of AI. October 2023. 

• Implementing the NIST AI RMF With a Rights-Respecting Approach, Working Group on 
Rights-Respecting AI. October 2023. 

• FAQs on Foundation Models and Generative AI. August 2023. 

• Rationales, Mechanisms, and Challenges to Regulating AI. July 2023. 

• NAIAC Year 1 Report. May 2023. 

If you are seeking a specific NAIAC document not listed above, such as agendas or meeting 
minutes, or if you have any questions, please contact the NAIAC Admin Team at 
NAIAC@nist.gov. 
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