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Abstract. A variety of primary measurement techniques is now available for the 
measurement of pressure to 1 MPa and above. To ascertain the systematic 
uncertainty, if  any, which exists in the measured pressure using the individual 
techniques, it is best to perform direct intercomparisons of primary instruments, 
However, when direct intercomparison is not possible, the next best alternative is to 
use a highly stable, reproducible transfer artifact such as a simple piston gauge. 
Such intercomparisons are described here, utilizing a piston gauge calibrated by a 
mercury manometer (with 0.1 MPa full-scale pressure), four large diameter 
'dimensional' piston gauges from two different manufacturen (all with 1 MPa full- 
scale pressure), and a controlled clearance piston gauge (with 7 MPa full-scale 
pressure). The area ratio derived from dimensional measuremenk on two of the 
large diameter gauges, when compared with the  ratio obtained from measuremenk 
traceable to a manometer, agrees within 1 part per million (ppm). For one of the 
large diameter piston gauges, t h e  area value obtained from the manometer agrees 
within 3 ppm with its dimensional area, and within 10 ppm with the value obtained 
by its direct calibration against the controlled clearance piston gauge. 

1. Introduction 

The accurate measurement of pneumatic pressure close 
to the atmospheric region has become very important 
in meeting the increasing worldwide demands of industry 
and research. The primary measurement of hydrostatic 
pneumatic pressure at, or near, atmospheric pressure 
has traditionally been performed by most National 
Metrological Laboratories through the use of liquid 
column manometers [ 1-41, which are generally regarded 
as first-principles instruments. However, the operating 
range of these instruments has been generally limited to 
pressures below 0.5 MPa, their optimum performance is 
subject to stringently controlled conditions during oper- 
ation, and they are not easily portable. Thus the use of 
simple piston gauges, which are portable, easier to 
operate, and capable of measuring higher pressures, is 
becoming important for transferring the unit of pressure 
from the manometer with only minimal loss in accuracy 
[5-71. As an alternative to the manometer, primary 
controlled clearance piston gauges can also be used to 
calibrate simple piston gauges to a few MPa, although 
with approximately twice the uncertainty [SI. With 
proper precautions concerning certain observed gas 
species and operational mode effects [9], it is possible 
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to use piston gauges as primary instruments, with accept- 
able uncertainties, by using geometrical measurements. 
A detailed study has been carried out to compare four 
simple piston gauges, denoted NIST 4, NIST 5, NIST 8 
and NIST 9. These large-diameter (35 mm diameter) 
piston-cylinder assemblies of nominal area 1 x mz, 
and full-scale pressure of 1 MPa, have been characterized 
to investigate the consistency in their effective areas 
obtained by one or more of the following methods: 
(1) calibration against a standard [7, 91, which has 
traceability to the NIST Gas Thermometer Manometer 
(GTM) [l], (2) intercomparison between the assemblies, 
(3) dimensional metrology, or (4) calibration against a 
controlled clearance piston gauge [lo], as represented 
in figure 1. The results of this study show an agreement 
within 10 ppm between the three independent tech- 
niques, which are based on different principles. This 
agreement is below the estimated total uncertainty of 
each technique (22ppm for traceability to the GTM, 
39 ppm for dimensional uncertainty, and 78 ppm for the 
controlled clearance piston gauge). 

In piston gauges, a cylindrical piston rotates in a 
closely-fitted circular cylinder. The pressure at the base 
of the piston is defined as the ratio ofthe total downward 
force on the piston to the effective area of the gauge 
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Figure 1. Schematic representation of the direct 
comparisons and intercomparisons of t h e  different piston 
gauges. The boxes NlST 4, NlST 5, NiST 8. and NlST 9 
represent the four large-diameter (35 mm) gauges, and  the 
values In the boxes are the  zero-pressure effective areas 
(A,) and distortion coefficients (b )  from selected 
comparisons (see table 2). 

when floating at its operating level. The accuracy with 
w#hich a pressure measurement can be made using these 
gauges depends on the accuracy with which measure- 
ments of both force and pressure-dependent effective 
area can be made. The pressure dependence of the 
effective area is most often due to the distortion of the 
piston and cylinder, and can be calculated analytically 
for simple geometries from the dimensions and the 
mechanical properties of the piston and cylinder. For a 
given model and at low (atmospheric) pressure [ I  1, 121, 
the effective area of the piston gauge can be calculated 
to a level of estimated accuracy as low as several 
parts per million, and is essentially limited by the 
accuracy with which absolute dimensional measurements 
can be made on the piston and cylinder. At higher 
pressures, the estimated accuracy of the pressure meas- 
ured by a gauge is limited, in addition, by how precisely 
the pressure distortion coeffjcient can be determined 

Constructing simple piston gauges with large diam- 
eters allows relatively improved measurement capability 
of cylindricity and straightness of the piston and cylinder, 
which gives a better determination of the low-pressure 
effective area. Additionally, for a given absolute uncer- 
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tainty in dimensional measurement, the uncertainty in 
the measured area of a large-diameter piston and cylin- 
der is reduced below that of a smaller-diameter gauge. 

2. Theory 

The pressure ( P )  generated by a pneumatic piston gauge 
floating at its reference level is given by [I41 

where 

M i  is the true mass of the ith weight, 
pair is the density of air in the vicinity of the weights, 
pm, is the density of the ith weight, 
g is the local acceleration due to gravity, 
A. is the effective area at the reference temperature 

and atmospheric pressure, 
b is the pressure distortion coef6cient of the piston 

and cylinder combination, 
aP is the linear thermal expansion coeficient of the 

piston, 
I, is the linear thermal expansion coefficient of the 

cylinder, 
T is the absolute temperature of the piston and 

cylinder, 
7; is the absolute reference temperature. 

clearance piston gauge is given by [IO]: 
The pressure (P,) generated by a pneumatic controlled 

(2) 
where b, is the pressure distortion coefficient of the 
piston, r, is the radius of the piston at the reference 
temperature and atmospheric pressure, d is the jacket 
pressure coefficient, P, is the 'zero-clearance' jacket 
pressure, and Pi is the operating jacket pressure, 

The effective area Ace, of a piston gauge under test 
can be expressed as 

&(T)={Ao (1  + b P )  [ I  + ( I p f G )  (T-T)]}T (3) 

where P, is the pressure at the reference level of the 
standard gauge and AP is the head correction 
(pr-pat)gH, where H is the height difference between 
the reference levels of the two gauges and pr is the 
density of the pressure transmitting fluid. AP can be 
positive or negative depending on whether the reference 
level of the standard is lower or higher than that of the 
test gauge. 



Here, these fundamental piston gauge equations have 
been used to evaluate the data, which are discussed 
below. 

3. Experiment 

The confidence level in all of the stated uncertainties are 
at the three sigma (99%) level, unless otherwise stated. 
Total random uncertainties are obtained as the root- 
sum-square of individual components, and final total 
uncertainties are obtained as the linear sum of the total 
random uncertainty and the individual systematic com- 
ponents, again unless otherwise stated. 

3.1. Description of standards 

NIST pressure standards PG28 and PG34 are commer- 
cially manufactured piston gauges with a tungsten car- 
bide piston-cylinder assembly of simple design, and full- 
scale pressures of 0.3 MPa and 1.4 MPa respectively. 
The area of PG28 [ 7 ]  was determined by direct compari- 
son against the GTM [l], which has an uncertainty value 
of 2 ppm (root-sum-squared) in pressure over its full- 
scale value of 100 kPa. The total uncertainty (three 
sigma, or 3 4  associated with the effective area of PG28 
is 14 ppm (linear sum) in its absolute mode of operation 
[7]. In the gauge mode an additional uncertainty of 
5 ppm was added, based upon the differences observed 
between the absolute-mode and the gauge-mode effective 
areas of several piston gauges when directly compared 
against a liquid column manometer [SI. The gauge- 
mode effective area of PG34 was derived by its direct 
comparison against PG28 with an estimated uncertainty 
of * 22 ppm. 

3.2. National Physical Laboratory (NPL, India) 
controlled clearance primary pressure standard 

The NPL (India) primary standard is a commercially 
manufactured controlled clearance piston gauge, with a 
full-scale pressure of 7 MPa. The piston is made of 
Carbaloy and the cylinder is made of non-magnetic 
stainless steel (SS-17-4 PH). The nominal area of the 
piston is 1 x I O - ~ ~ ’ .  Its careful characterization gives 
the total uncertainty in the measured pressure of 78 ppm 
(three sigma) up to a pressure of 4 MPa. This is well 
reflected in the bilateral international intercomparison 
between the NPL (India) and the Physikalisch Technis- 
che Bundesanstalt (PTB, Germany) in the pneumatic 
pressure region, up to 4 MPa. In this comparison the 
low-pressure effective area of the NPL transfer standard, 
obtained from the NPL primary standard, agreed within 
1 ppm with the value derived from the measurements 
using the PTB-4 standard [IS]. 

3.3. Description of the test piston gauges 

The test piston gauges are simple piston-cylinder 
assemblies. NIST 4 and NIST 5 have nominal low- 
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pressure (atmospheric) areas of 9.8 x lO-4 m2, and 
NIST 8 and NIST 9 have nominal low-pressure areas 
of 1 . 0 ~ I O - ~ m ~ .  The gauges were procured in pairs 
from two different manufacturers, and all have a full- 
scale nominal pressure of 1 MPa. The nominal clearance 
between the piston and cylinder of NIST 4 and NIST 5 
is 0.5p1, and of NIST 8 and NIST 9 is 1.0pm. The 
force is applied to the pistons by ring weights stacked 
on a weight hanger which is in direct contact with the 
top of the piston in the cases of NIST 4 and NIST 5, 
and through a ball (a part of the piston) and weight 
table in the cases of NIST 8 and NIST 9. 

3.4. Measurement procedure for the determination of 
the effective area 

The effective areas of the test piston gauges were some- 
times determined by direct calibration or comparison 
by using the well-known cross-float technique [lo]. A 
schematic experimental arrangement for the cross-float 
of the piston gauges is shown in figure 2. It comprises a 
manually operated needle valve (A) to control the gas 
flow to generate the desired pressure, and a ball valve (B) 
to isolate the piston gauges from one another. All 
connecting pressure lines are covered with rubber insu- 
lation to minimize temperature effects and thereby 
improve cross-float sensitivity. As it was not possible to 
bring the piston gauges to  the same operating level 
during the cross-float, a pressure head correction term 
was applied in the subsequent data analysis. In all cases 
under consideration the reference level ranged between 
1.3 x I O - ’  to 2.6 x10- I  m. As all measurements of refer- 
ence level were made to an accuracy of i5.0 x I O - ~  m, 
representing 0.05 ppm uncertainty in pressure, this con- 
tribution to the total estimated uncertainty in the meas- 
ured pressure is negligible here. 

All piston gauges used were supported by a sturdy 
wooden base to minimize vibration and magnetic effects. 
All measurements were taken in an environment that 
provides a stable temperature of 296+1 K. The tempera- 
tures of all the piston gauges were measured with 

Figure 2. Experimental cross-float arrangement between 
the test gauge and standard piston gauge. 
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thermistors attached to the pressurecolumn; the thermis- 
tors had a digital display having a resolution of 0.01 K. 
During the comparison of the test gauge against the 
controlled clearance piston gauge the temperatures of 
both gauges were measured using 100 Q platinum resist- 
ance thermometers, and their outputs were read with an 
autoranging digital multimeter having a resolution of 
1 mQ. High punty nitrogen (99.99%) was used as the 
pressure transmitting fluid, irrespective of the standard, 
to evaluate the effective area of the test gauge. Before 
installation in the column, all piston-cylinder assemblies 
were checked for magnetic fields with a Hall probe and 
were demagnetized if necessary to keep the magnetic 
field under a few x I O - ~ T .  

Before the cross-float, both piston gauges were lev- 
elled to ensure the verticality of the axis, and the system 
was checked for leaks to the full-scale pressure value of 
I MPa. The piston gauges were loaded with the weights, 
calculated to generate the desired pressure, and then 
pressurized to float at their reference levels. They were 
then isolated from the rest of the pressurizing system by 
closing valve A, and subsequently from each other by 
closing valve B. The fall rate of the test gauge, the area 
of which was being evaluated, was measured using a 
capacitance type, linear voltage displacement transducer. 
The transducer output, which was directly recorded on 
an X-t  chart recorder, monitored both the position and 
fall rate of the piston. By adjusting the fractional weights 
on the test gauge, which was generating lower pressure, 
cross-float equilibrium was achieved, as determined 
when the test gauge had the same fall rate irrespective 
of whether valve B was closed or open. The pressure 
was then increased, and the same procedure was 
repeated, up to the fuU scale of 1 MPa. A period of 
about 30 minutes between two successive observations 
was found adequate to allow the system to return to 
equilibrium, and about 10 minutes was required to 
repeat observations at each pressure point. 

The calibration of the test gauges against pressure 
standards and comparisons of the test gauges among 
themselves were done according to the plan shown in 
figure I .  NIST 4 was calibrated against PG34 and 
subsequently used as a cross-float standard in compari- 
son with NIST 8. NIST 8 was then directly calibrated 
against PG34. In a similar way, PG34 was used to 
calibrate NIST 9, which was then compared, as a test 
gauge, with NIST 8. Finally, NIST 5 as a test gauge was 
compared independently with NIST 9 and then with 
NIST 8. NIST 9 was also calibrated by the controlled 
clearance piston gauge, and the effective areas of NIST 4, 
NIST 5 and NIST 9 were calculated from the geometrical 
measurements, using values of b obtained from elastic 
theory. 

A similar procedure was used to evaluate the effective 
area of NIST 9 when it was cross-floated against the 
NPL controlled clearance piston gauge, except that an 
operating jacket pressure was also applied to the stan- 
dard. The loads on the gauges were manually rotated 
clockwise so as to maintain the piston rotational speed 
of 25 f 10 RPM. The speed was checked from time to time 
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by a photoelectric switch and a counter. The controlled 
clearance piston gauge was rotated by a synchronous 
motor at about 40 RPM, and the rotations were measured 
with an infrared rotational detector and electronic coun- 
ter having a resolution of 0.1 w h f .  

At least three test cycles were carried out in all of 
the calibrations of any gauge, In one cycle the pressure 
was increased to 100,200,450,600,700,800 and 900 kPa, 
and then decreased to 800, 700, 550, 360, 200 and 
100 kPa. In the other two cycles, the measurement 
proceeded from the highest pressure to the lowest, and 
back to the highest. Thirteen observations were thus 
taken in each test cycle, leading to a total of at least 39 
observations per calibration. 

4. Results and discussion 

One or more of four methods have been used to deter- 
mine the effective areas of each of four simple test piston 
gauges. Three of the four test gauges have been charac- 
terized dimensionally for purposes of calculating their 
effective areas. The model of Meyers and Jessup [I61 
has been used to calculate the effective area, which 
assumes that there is no dependence of the viscous drag 
on the fluid viscosity, that the pistons and cylinders are 
nearly straight and free from taper. and that the effective 
area of the piston and cylinder assembly is very nearly 
the average of the mean cross-sectional area of the piston 
and cylinder. The estimated accuracy of the gauge is 
primarily limited by the uncertainty of the diametrical 
measurements and the deviations of the piston and 
cylinder from the perfect cylindrical shape. In practice, 
since the piston and cylinder never possess perfect 
geometry, one could follow the method developed by 
Dadson et al [I 1, 171 to derive the effective area of the 
gauge. In these studies, however, the value of the effective 
area was calculated by simply averaging the dimensional 
measurements taken at different points in a plane perpen- 
dicular to the piston-cylinder axis, and in different 
planes along the axis. The measurement process con- 
sisted of separate measurements of roundness, diameter 
and straightness of the piston and the cylinder. The 
roundness measurements were made for both items on 
a roundness machine at a 20000 x magnification which 
produced deviations from a nominally round trace. The 
traces were typically made at the midpoint of each item 
and approximately 20 and 2.5 mm from both ends for a 
total of five traces. The pistons and cylinders are approxi- 
mately 70 mm long. The diameter measurements were 
also made at approximately the same five locations 
along the length of each item. The diameters of both the 
piston and the cylinder were measured on a comparator 
and compared with NIST master gauge blocks of known 
value. For both items, the measurements were repeated 
after the piece had been rotated 90 degrees. The straight- 
ness measurements for both items were made along the 
entire length of each at four positions along the circum- 
ference, and were repeated at least twice. The ten diam- 
eter measurements of the piston were averaged to 
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determine the average diameter of the piston, and simi- 
larly for the cylinder. These values were then used as 
discussed above to calculate the effective area of the 
piston-cylinder combination. The roundness and 
straightness measurements were used primarily in aiding 
the assessment of the overall uncertainty of the area 
determination. The results of these calculations and the 
total estimated uncertainties associated with the area 
values calculated for the .piston gauges NIST 4, NIST 5 
and NIST 9 are listed in table 1. 

A second method used to determine the effective 
areas of three of the test gauges, the calibration of the 
test gauge against a standard, was performed using the 
conventional cross-float technique. A computer program 
developed and used at NIST [18] that determines the 
effective area and the pressure coefficients of the test 
gauge based upon those of the ‘standard‘, was used to 
evaluate the data. This program is based upon equations 
(1)-(3) above, and also provides the standard deviation 
of the residuals of the area, and the standard deviation 
of the coefficients. 

NIST 4 was calibrated against PG34 at nine different 
pressures with a total of 39 observations in three 
different test cycles at each pressure. The deviations of 
the effective area, in ppm, for the individual measured 
pressures, from the best fit equation A,=A,,  is shown 
in figure 3. Though there is slight structure in the 
effective area as a function of pressure, the linear fit 
equation of the type A , = &  (1 +bP) differs by less than 
0.5 ppm from A , = A ,  over the entire pressure range. 
Moreover, the three-sigma standard deviation of the 
derived ‘b’ coefficient is far greater than the value of the 
‘b’ coefficient itself, and hence the linear equation was 
not used. The value of A ,=9 .805247~10-~m* of 
NIST 4 obtained from the calibration by PG34 agrees, 
to within 0.5 ppm, with the value of 9.805 251 x I O - ~  m2 
calculated from the geometry of the piston and cylinder 
assembly for low pressures. The theoretical value of the 
distortion coefficient b=4.0 x lo-’’ Pa-’, calculated 
from elastic theory [12] using an elastic modulus of the 
cylinder material (E,)=6.3 x 10” Pa and Poisson’s ratio 
of pc=0.218, was also used in the calculation of A,. At 
the full-scale pressure value of 1 MPa the difference from 
the experimental value increases to 4 ppm. The values 
of A,  Ue well within the level of total estimated uncer- 
tainties of PG34 and the geometrical measurements. 

The experimental value of A ,  of NIST 4, obtained 
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Figure 3. Deviations of measured values of the effective 
area (A.) of NIST 4 from the best fit (A.= 
9.805247~ 10-4m2), when Calibrated by PG34, 

by its calibration against PG34, was also used in the 
comparison of NIST 8 with NIST 4. During this com- 
parison, four pressure cycles were carried out, for a total 
of 56 observations. The linear best fit equation is A.= 
1 .007954~10-~  ( 1 + 3 . 9 ~ l O - ’ ~ P )  where A, is an mz 
and P is in Pa. The deviation of the effective area at 
each measured pressure was within 2.5ppm over the 
entire range of pressure, and the residuals showed no 
pressure-dependent structure. The value of the low- 
pressure area (A,) and the pressure coefficient b, and 
associated three-sigma uncertainties, are given in fable 
2. The linear best fit equation A,=1.007951 xlO-’ 
(1 +5.32x lO-”P) was also obtained by calibrating 
NIST 8 against PG34 at the nine discrete pressures. 
Three test cycles were carried out leading to a total of 
42 observations. The values of A,  and b, and their three- 
sigma standard deviations, are also given in table 2. 

To visualize the degree of closure of the effective area 
between the two independent comparisons associated 
with NIST 8, the effective areas calculated from the 
linear best fit equations mentioned above, as a function 
of nominal pressure, are shown in figure 4. This figure 
shows that systematic differences of 3 ppm at 100 kPa 
and 2 ppm at 900 kPa exist between the two independent 
comparisons. This is mainly due to the difference of 
3 ppm in the low pressure effective area values obtained 
in the two independent comparisons, as the difference in 

Table 1. Area of piston gauges as calculated by geometrical measurements. 

Piston aauae desianation NIST4 NISTS NIST9 

Effective area at atmospheric 9.805251 x 9.805347~ 1.007953 x 1 0 V  

Elastic distortion calculated 4.0 x 4.0 x IO-’‘ 8.0 x IO-’‘ 
pressure and at 23’C (m2) 

from simple elastic theory 
(Pa-‘) 

i n  the area AA,/A,  (ppm) 17 19 39 
Estimated total uncertainty 

(three sigma) 
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Table 2. Summary of calibrationslcomparlsons of the test piston gauges. 

Standard gauge Test gauge 
Std AdSW b(Std) Test A0 30 A, b 30 b 30 A. 

PG34 8.397343 x 10-5 1.3 x 10-6 NlST4 9.805247 x IO-' 0.6 - - 
PG34 8.397343 x 1.3 x lo-' NlST8 1 . 0 0 7 9 5 1 ~ 1 0 - ~  1 5 . 3 2 ~ 1 0 - ~  1 .7x10-@ 2.8 

PG34 8.397343~10-5 1 . 3 ~ 1 0 - 6  N E T 9  1.007950 x 0.7 5 . 1 8 ~ 1 0 - ~  1 . 2 ~ 1 0 - ~  2 

NIST4 9.805247~ - NET8 1.007954 x IO-1 0.7 3.9 x IO-* 1.2 x lo-' 2.5 

(MPa-') (ppm) (MPa-') (MPa-') (ppm) 

4 

NET8 1.007951 x 10-% 5 . 3 2 ~  io- ' '  N E T 9  1 . 0 0 7 9 5 2 ~ 1 0 - ~  0.7 2,78x10-' 1 .2x10-6 2 

NIST9 1 . 0 0 7 9 5 0 ~ 1 0 - ~  5 .18x10~ '2  NET5 9.805351 x IO-+ 0.7 5 . 9 6 ~ 1 0 - ~  1.1 x lO- '  2 
NIST8 1.007951 x 5.32 x lo-"  NET5 9.805375 x 0.6 4 5 x 1 0 - 8  1 . O x 1 0 - ~  2 

NPLCC-1 1.000692 x (Nominal) NET9 1.007960~ 4.2 x 

200 400 600 Bw 
Nominal Pressure WPa) 

Figure 4. Effective area of NIST 8 as obtained by its direct 
calibration against PG34 and NIST 4. 

the b values obtained in these comparisons would not 
cause deviation in the A ,  values of more than 1 ppm 
over the entire range of pressure. Though the differences 
in the A,  values are outside of their three-sigma standard 
deviations (table 2), the A,  values agree well, considering 
the total estimated uncertainties of PG34 and NIST 4 
individually (table 3). 

The PG34 pressure standard was also used to cali- 
brate NIST 9 at nine direrent pressures with a total of 
42 observations in three different test cycles. The devi- 
ations of the effective area, in ppm, for the individual 
measured pressures, from the best fit linear equation 
Ae=1.007950x10-3 (1 t 5 . 1 8 ~ 1 0 - ' ~ P ) ,  where A ,  is in 
m2 and P is in Pa, are shown in figure 5.  The effective 
area of NIST 9 when characterized by NIST 8 is A , =  
1 . 0 0 7 9 5 2 ~ l O - ~ ( l  t 2 . 7 8 ~ 1 0 - ' ~ P ) .  A difference ofonly 
2 ppm exists between the values of A, obtained in these 
two comparisons, and a difference of 3 ppm exists with 
the value calculated from the geometrical measurements 
on NIST 9. The ratio of the A, values of NIST 9 and 
NIST 4 obtained from their direct calibration by PG34 
agrees within 2.6 ppm with the same ratio obtained from 
their geometrical characterizations. This is consistent 
with the above 3 ppm difference. 
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The A,  values of NIST 9 obtained from its direct 
calibration against PG34 differ by 3 ppm at 100 kPa, 
increasing to 6ppm at 1 MPa, with the A. values 
calculated from the geometrical area and incorporating 
the value of b=8x10-" Pa-' calculated from simple 
elastic theory. This is mainly due to the difference in the 
b values obtained experimentally and calculated from 
elastic theory. Though the experimentally determined 
values of b of NIST 9 from PG34 and NIST 8 differ 
between themselves in their absolute values, this results 
in a difference of less than 2 ppm in the values of A. 
over the entire range of pressure. This is well within the 
three-sigma standard deviations of A,  (table 2). Although 
the calculated A ,  value differs by 6 ppm at 1 MPa from 
the experimental value, this is still well within the total 
estimated uncertainties of tbe individual techniques 
(tables 1 and 3). 

Due to the relatively large differences in the values 
of b of NIST 9 obtained experimentally and by calcu- 
lation, it is desirable to check the consistency of the 
effective area of NIST 9 obtained by its direct calibration 
against PG34 by comparing the remaining test gauge, 
NIST 5, with NIST 9, and also with NIST 8, using the 
effective area of NIST 8 obtained by its direct calibration 
against PG34. This will show if any relative systematic 
error exists in the effective areas of NIST 8 and NIST 9, 
and will also increase confidence in their uncertainties. 

NIST S was compared with NIST 9 at nine different 
pressures for a total of 56 observations. The deviations 
of the effective area, in ppm, for the individual measured 
pressures, from the linear best fit equation A.= 
9.805351 x I O - ~  (1+5.96~lO- '~P) ,  where A ,  is in m2 
and P is in Pa, are shown in figure 6. Similar scatter in 
the residuals (observed minus calculated) of the effective 
area of NIST 5 is also observed when NIST 5 is 
compared with NIST 8. The values of A, and b, along 
with their uncertainties, are given in table 2. The differ- 
ence between the effective area of N E T  5 obtained by 
comparison with NIST 8, A.=9.805375 x ~ O - ~  
(1+4.5 x10-'2P), and the effective area of NIST 5 
obtained experimentally by its direct comparison with 
MST 9, is also shown in figure 6, by the dotted line. 
The effective area agrees within 2.5 ppm over the entire 
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Table 3. Metrological characteristics (known and measured) of the piston gauges. 

Piston gauge NIST4 NIST5 NET8 NET9 

Piston-cylinder (Type) Simple Simple Simple Simple 

Full scale pressure (MPa) 1 1 1 1 

Piston material Tungsten Tungsten Tungsten Tungsten 
carbide carbide carbide carbide 

Cylinder material Tungsten Tungsten Tungsten Tungsten 
carbide carbide carbide carbide 

Fluid Nitrogen Nitrogen - Nitrogen Nitrogen 

Coefficient of thermal 

Coefficient of thermal 

expansion for piston ("C-') 4.5 x 1 0 P  4.5x 10-6 4.11 x l 0 "  4.11 x 10.' 

expansion for cylinder ("C-') 4 . 5 ~  10.' 4.5 x 4.11 x 10"j 4.11 x IO-' 
Effective area at atmospheric 

pressure and at 23% (m2) 9.805247~10-' 9.805351 x I O - '  1.007951 x IO-' 1.007950~ l o - *  
Distortion coefficient (Pa-') - 5 . 9 6 ~  IO-'' 5 . 3 2 ~  ID"* 5 . 1 8 ~  IO-" 
Estimated total uncertainty of 

the effective area AAJA. lDDml 26 24 26 26 

I - 
200 4m Ew Bm ,a4 

Pressure (kPa) 

Figure 5. Deviations of measured values of the effective area (A.) of NlST 9 from 
the linear best fit  (A.= 1,00795 x 10-3(1 +5.18 x IO-"P) where A. is in mz and P is 
in Pa), when calibrated by PG34. 

range of pressure, as expected. This i s  consistent with 
the individual three sigma standard deviations of the A, 
values of 2 ppm. Further, the ratio of the experimentally 
determined values of A. of NlST 9 and NlST 5 agree 
witbin 3 ppm with the ratio of the A, values calculated 
geometrically. Agreement of 1.5ppm at 1 M P a  i s  
obtained, as expected, between the values of b of NIST 5 
by comparison with NIST 9 and NIST 8, providing 
confidence in the respective effective areas assigned to 
the two gauges. 

To investigate further the consistency between the 

determinations of the effective areas of NIST 9, a direct 
comparison can be made of the low pressure area (A,) 
ratios of NIST 9 and NIST 8, obtained in different ways, 
such as: 

(NIST9/NISTS),, =1.027 9591 

(NIST8/NISTS),, = 1.027 9576, 

from which we obtain: 

(NIST9/NIST8),, = I.000 001 5,  
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* I  I 

L .. L * m 
-2RUunw4 . "3 H I m  

Figure 6. Poink show the deviations of measured values 
of the effective area (A.) of NlST 5 from the best linear fit 
(A.=9.805351 x I O ' ~  (1 t5.96~ 10-'2P) where A. is in m2 
and P is in Pa), when compared with N l S T  9. The dotted 
line represents the calculated effective area using A.= 
9.805375 x 10" (1  t 4 . 5 x  10-"P),  obtained by the direct 
comparison of N E T  5 with N E T  8. 

Direct comparison of NIST9 with NISTS gives: 

(NIST9/NISTS)A, = 1.000 0010. 

Using the A ,  values of NIST 9 and NIST 8 obtained 
directly from their calibration by PG34 gives the ratio: 

(NIST9/NISTS)A, =0.999 9990. 

These last three area ratios agree to within 2.5ppm, 
providing further confidence in the respective effective 
areas assigned to the two gauges. To the precision of the 
observations made, the total estimated uncertainty in 
the effective areas of NIST 8 and NIST 9 is 525 ppm 
over the entire pressure range, of which 2-3 ppm is 
regarded as the random contribution. 

To further determine the level of agreement of the 
effective areas of NIST 9 obtained by the different 
primary methods, NIST 9 was also calibrated by a 
controlled clearance piston gauge, yielding A .  = 
1 .007960~10-~  ( 1 + 4 . 2 ~ 1 0 ~ ' ~ P ) ,  where A,  is in m2 
and P is in Pa. When NIST 9 is calibrated by PG34, 
the effective area of NIST 9 is A,=1.007950x10~3x 
(1 + 5.18 x 10-12P). When the effective area of NIST 9 is 
calculated using ,lo from the detailed geometrical 
measurements and b from simple elastic theory, A.= 
1.007953~10-~((1 t S . 0 ~ 1 0 ~ ' ~ P ) .  These values of the 
effective area of NIST 9 are plotted as a function of the 
pressure in figure 7. The values of the pressure-dependent 
effective areas ,le of NIST 9 differ between themselves, 
over the entire pressure range, within 10 ppm, which is 
well outside the individual three-sigma standard devi- 
ations as observed during its calibration by PG34 or 
the controlled clearance piston gauge. However, this 
difference is well below the estimated total uncertainty 
of the individual standards and aIso below the uncer- 
tainty in the geometrical measurements. These measure- 
ments of A ,  for NIST 9 are thus all consistent within 
10 ppm. 

From all of the calibrations of NIST 4, NIST S and 
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Figure 7. The effective areas of NlST 9 are plotted as a 
function of nominal pressure. Curves (a), (b) and (c) 
represent the effective areas of NlST 9 when calibrated by 
PG34. when compared with a controlled clearance gauge, 
and when calculated from geometrical measurements and 
simple elastic theory respectively. 

NIST 9 against PG34, and the intercomparisons of these 
test gauges, and the dimensional characterizations of 
NIST 4 and NIST 9, it may be concluded that the 
effective areas of these test gauges have an estimated 
total uncertainty between +24 and f26ppm over the 
full-scale pressure of 1 MPa (table 3). These uncertainties 
represent the combined systematic uncertainty of PG34 
(1-22 ppm) with the random uncertainties of the individ- 
ual calibrations against PG34, given in the last column 
of table 2. The estimated total uncertainty of NIST 5 is 
then 1- 26 ppm, as obtained when it was compared with 
NIST 9. Thus, from all of these comparisons and cali- 
brations, it may be concluded that the effective areas of 
all the test gauges have an estimated total uncertainty 
no greater than & 26 ppm over the full-scale pressure of 
I MPa, with the exception of NIST 9, on which dimen- 
sional measurements were performed in a laboratory 
having larger uncertainties ( i 3 9  ppm) (table I )  than the 
laboratory in which NIST 4 and NIST 5 were measured. 

5. Conclusions 

The uncertainty in the effective areas of all of the test 
gauges could be further improved either by reducing the 
uncertainty in the effective area of PG34 or by making 
the geometrical measurements with better accuracy. 
Before increased confidence can be placed in the effective 
area values derived by the geometrical measurements, it  
is important to understand better the effects of factors 
such as the molecule-surface interaction, the pressure 
profile and the flow of the gas through the crevice 
between the piston and the cylinder. Once a good 
understanding of these effects is obtained, it may be 
possible that larger-diameter piston gauges with simple 
geometry could be characterized on the basis of geo- 
metrical measurements and used as primary standards 
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with a higher degree of confidence. It is encouraging to 
see, however, that the overall level of agreement between 
the three different techniques used to characterize NIST 9 
is well within the estimated total uncertainties of the 
individual techniques. 
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