Calibration of ophthalmic applicators at NIST: A revised approach
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A revised approach to-the problem of measuring a surface-absorbed dose from beta-particle-
emitting ophthalmic applicators is presented. The technique chosen employs an extrapolation
chamber equipped with 2 4-mm-diam collecting electrode to make current measurements at air
gaps from 0.08 to 0.20 mm at 0.02-mm intervals. These data yield a linear relationship between
current and air gap, the slope of which is used to determine average surface-absorbed-dose rate
over the central area of the source. For additional information about the distribution of the
activity over the source surface, autoradiographs using calibrated radiochromic dye films are
analyzed to map the dose-rate profile across the surface of the applicator. Experiments varying
several parameters of the extrapolation chamber measurement, including collecting electiode
area, voltage gradient, range of air gaps used, and entrance foil material, are described. Also
treated are calibrations of, and a description of the use of, radiochromic dye films for source
profiling. ‘Experiments for determining correction factors for the extrapolation chamber
_measurements are described, and an assessment of the uncertainties associated with these

measurements is given.

I. INTRODUCTION

The National Institute of Standards and Technology
(NIST) has .offered a service for the calibration of
%08r 4 °°Y beta-particle-emittinlg ophthalmic applicators

since 1978. Between then and June 1989, approximately 60

sources ‘were calibrated in terms of surface-absorbed-dose
rate to water. In 1988 a 38% discrepancy ‘was observed in

calibrations of the same source by NIST and Amersham In-

ternational, currently the only manufacturer of ophthalmic
applicators.” Amersham has been making and calibrating
such -sources since the 1950s. For the source in question
(S/N 0625ML), NIST reported a dose rate of 0.73 Gy/s,
while Amersham reported a dose rate of 0.45 Gy/s. In
March 1989 a multinational workshop was held at NIST to
explore the reasons for this discrepancy. One of the results of
this workshop was the initiation -of a laboratory intercom-
parison of two sources. The decision was made at NIST in
June 1989 to suspend source calibrations for the public until
the reasons for the discrepancy had been thoronghly ex-
plored. In the meantime, other laboratories in the U.S. em-
ploying extrapolation chambers, radiochromic dye films,
and thermoluminescence dosimeters have published results
which appear to agree with the NIST calibrations.>**¢ Nev-
ertheless, NIST embarked upon a:series of tests to evaluate
and refine its-calibration technique and hopefully to resolve
the observed discrepancies.

. EXTRAPOLATION CHAMBER MEASUREMENTS
A. Electrode size and range of air gaps ‘
Absorbed-dose rate to water at the source surface is deter-
mined from current measurements with an extrapolation
ionization chamber. The dose rate D is calculated from
(W/e)S“’BU (AI)
PaicA Ad

D= N
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where (Al /Ad),istherate of change of current (normalized
to reference conditions of 22° air temperature and 101.3kPa
air pressure) with extrapolation chamber air-gap thickness
as the thickness approaches zero, (W /e) is the mean enérgy
required to produce an ion pair in dry air divided by the

elementary charge (taken'to be 33.97J/C), S “is the ratio of

the mean mass stopping power of water to that of air (taken
1o be 1.12), p,;, is the density of air at the reference condi-
tions (1.197 kg/m?), B is a correction for reduced back-
scatter from the graphite collecting electrode relative to that
of water (taken to be 1.005), U is a correction for attenu-
ation by the high-voltage electrode [measured as 1.003 (Ref.
1)1, and 4 is the effective ionization collection area. For an
electrode which is smaller than the active area of the source,
this is taken as the area corresponding to the radius of the
collecting electrode itself plus one-half of the th1ckness of the
msulatmg gap between the electrode and guard nng These
distances were measured for all the electrodes used in the
experiments using a traveling microscope. The source center
is determined by mapping the relative dose rate across the
source.surface with a 1-mm-diam collecting electrode in a
manner identical to that formerly used in this laboratory to
measure SOUrce areas.

The original calibration procedure employed a 28-mm-
diam tissue-equivalent plastic clcctrodc to measure the aver-
age absorbed-dose rate over the entire area of the source. For

this measurement, the effective collection area was taken as

the active area of the source, defined as the area within the
509 isodose line at the source surface and measured by
mapping the relative dose rate across the source surface with
the 1-mm-diam collecting electrode. This method of specify-
ing the absorbed-dose rate suffers from the flaw that ioniza-
tion is measured over the entire 28-mm-diam area, arisingin
part from beta particles being emitted from the source edges
and areas beyond the 50% isodose area, while the area that
the dose is assumed to arise from is fixed at the 50% isodose
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area. Depending on the steepness of the shoulders of the
radial dose-rate profile, this method yields a dose rate that is
larger than the maximum dose rate at the source center.

In the past, air gaps.of 0.5~2.5 mm in 0.5-mm steps were
used; a cubic polynomial was fitted to the current-
versus-air-gap data, and this function was forced through
zero. However, this procedure caused difficulties because of
apparent variations in the collecting electrode dimensions,
which caused a change in the location of the zero air-gap
setting.” To overcome this problem, a quadratic function
was used for an initial fit to determine the location of the
intercept, which then allowed one to.correct the air gaps; the
data were then refitted using the corrected air gaps with a
quadratic function forced through zero; the slope-at zero air
gap was then determined. Air-gap corrections were general-
ly on the order of 4+ 10 zm. This change resulted in greatly
improved reproducibility in the measured slope for the
NIST-owned quality assurance source. This procedure was
performed in calibrations done from December 1988 to June
1989 when the service' was suspended. Also, calibrations per-
formed between 1986 and 1988 were amended, and revised
reports were issued. The revisions necessary to the NIST-
measured dose rates were 5%-15% downward, depending
on the date the original calibration was performed. The re- -
vised dose-rate estimate for S/N 0625 was 0.62 Gy/s, which
reduced the discrepancy with Amersham to 27%.*

In an effort to explore possible reasons for the remaining
discrepancy between NIST and Amersham International, a
number of parameters of the extrapolation procedure were
varied to assess the effect on the measured dose rate. The
principal difference between the Amersham geometry® and
that formerly used at NIST is the size of the collecting elec-
trode (see Table I). The availability of a range of different
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size graphite.electrodes at NIST allowed a study of mnea-
sured dose rate as a function of this parameter. Initial mea-
surements using extrapolations of air-gap measurements be-
tween 0.5 and 2.5 mm indicated that there was indeed an
apparent strong dependence of the measured dose rate on the
collecting electrode area used. However, when measure-
ments were repeated at smaller air gaps, between 0.1 and 0.5
mm, it was found that the previous measurements were in

- error because of the increasing curvature of the current—-

versus—air-gap function at greater than 0.2-mm air gaps. For
this.reason, all measurements were henceforth made at the

smaller air gaps. In addition, the 4-mm-diam graphite elec-

trode was adopted for subsequent dose-rate determinations.
This selection was based upon the availability of this elec-
trode and represents a compromise, since, ideally, a very-
small-area electrode should be used which would measure
trué maximum absorbed-dose rate; however, such a mea-
surement would suffer from having a larger systematic error
in the measurement of collection area.

Further investigations into the discrepancy indicated that
there is.a difference in the assumptions made as to the shape
of the current-versus-air-gap function as zero air gap is ap-
proached. Tnherent in the NTIST guadratic model is the as-
sumption of a’continuously changing slope; Amersham (and
others, notably Loevinger in 1953°) assumes that once one
has found a linear region in the current-versus-air-gap func-
tion, this slope will continue to zero air gap. To test which
assumption is valid, a special experiment was performed
where the high-voltage electrode foil was removed and the
source itself biased to form the high-voltage electrode. It was
found that indeed there is a linear region, from-0.2 down to
about 0.06 mm. Figure 1 shows these data, taken at 0.02-mm
intervals, along with data taken at 0.1-mm intervals to 0.5

TasLE 1. Medifications in NIST technique and comparison to Amersham International technique.

Extrapolation chamber g,eofuetry

Revised NIST

Former NIST Amersham
Collecting electrode 28-mm diam 4-mm diam 3-mm C-coated
tissue-eq. plas. graphite tissuc-cq. plastic
Window foil single-sided Al-Mylar same double-sided Al-Mylar
: 0.9 mg/cm? * 1mg/cm?
Range of air gaps 0.5-2.5 mm 0.08-0.2 mm 0.1-0:25 mm
Voltage gradient 20 V/mm 100 V/mm 100°'V/mm
Recombination from theory from exper. none
Source potential grounded or at foil at foil
floating potential potential
Added absorbers none none 6-ing/cm? plas.
Depth of quoted . surface surface 7 mg/cm?
measurement
Medium of quoted water ‘water tissue
‘measurement
Fit function used quadratic linear linear
for extrapolation
Constants used for dose-rate calculation
Ve 33.7J/C 33973/C 3251/
Ratio of stopping 1.124 112 1.11
powers rel. to air water water tissue
Backscatter of electrode 1.010 1.005 1
rel. to medium
2850y

Halflife

28,50y 286y
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mim. ‘The data at 0.2 mm and below yield a well-defined
'irieat’ function, which has the advantage that the slope at
fefo air gap is independent of the exact location of zero air
jap: This is further illustrated in Fig. 2, which shows the
same data, but this time transformed to show current per
iinit air gap vérsus air gap. The horizontal solid line is the
ope as determined from a least-squares fit of the data be-
ween 0.6 and 0.2 mm, while the dashed line is the quadratic
fit of the 0 1-t0 0.5-mm data with air gaps adjusted (in this
caseby 2 pm), as described in an earlier paragraph Because
of the sensitivity of the quadratic model on the exact locatlon
of zero air gap (which cannot be determined to very great
precision), the NIST procedure was further modified to
nake current measurements froin 0.08 to 0.2 mm at inter-
vals of 0.02 mm. As shown in Fig. 2, this modification in
rechnique reduces the NIST-measured slopes by an addi-
tional 10% -over the interim method based on quadratic fit-
ting of 0.1-0.5-mm air-gap measurements. The linear rela-
tionship breaks down at air gaps less than about 0.05 mm,
possibly as aresult of interface effects.!® The presence of the
0.2-mm-thick insulating gap between the collecting elec-
trode and guard ring may also cause the linear relationship
to break down because of the perturbation of the electric
. field at the very smallest air gaps.

B. Recombination correction

An investigation of the recombination correction used
previously’!! was made when it was found that it seriously
‘underestimated the corrections necessary for small air gaps,
especially at the previously used gradient of 20 V/mm. In
this region, the correction for loss of ions due to diffusion
against the polarizing field onto the collecting electrode pre-
dominates. The correction traditionally used comes from the
theory of Langevin.'? Measurements of net collected current
were made as a function of voltage gradient from 20 to 500

-
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FiG. 1. Exm.lpolation\chamber data taken with a 4-mm-diam collecting

_electrode. Boxes: measured points; solid line: linear least-squares fit to the

data between 0.06 and 0.20 mm; dashed line: quadratic least-squares fit to
the 0.1- and 0.2-0.5-mm data points.
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FIG. 2. The same extrapolation chamber data as shown in Fig, 1, but trans-
formed to show current per unit air gap versus corrected air gap. Solid line:

slope of the least-squares fit shown in Fig. 1, with the air gaps-for the data

along this line corrected by 3.02 g#m, which is the x intercept of the linear
least-squares fit shown in Fig. 1; dashed line: least-squares fit of the 0.1- and
0.2-0.5-mm data whose air gaps-were corrected by — 2,02 pzm, which is the

x {mercept of the quadratic fit shown in Fig. 1. They intercepts of ticse two

lines represent the slope at zero air gap for the two models (linear and
quadratic) considered in the text.

V/mm. These measurements could only be made successful-
1y when the source was kept at the same potential as the high-
voltage foil electrode; grounding the source as was done pre-
viously causes the foil to be pulled toward the source at the
higher voltages, giving erroneous currents due to increased

collection volume. Once this change was made, currents

could be measured without foil deformation at voltage gradi-
ents up to 400 V/mm; at higher gradients, the foil was pulled
toward the grounded collecting electrode, thus reducing the
measured currents. The saturation current was determined
by plotting the currents versus the inverse of the square root
of the applied voltage;g This transformation yields a straight
line for volinge gradients between 100 and 400 V/mm, where
the electrostatic attraction between the foil and collecting
electrode is minimal. This line can then be extrapolated to
zero (infinite voltage) to yield the saturation current. The
resulting determinations of the recombination correction for
the 4-mm electrode are shown in Table I1. They were found
to agree well with those of Loevinger’s empirical function'®

TaBLE I1. Measured recombination corrections.

. Voltage gradlent (V/mm)
Air gap (mm) 20 100 200 300 400
01 1.093 1.043 1.030 1.025 1.024
0.2 1.042 1.022 1.015 1.012 1.011
0.3 1.031 1.016 1.012 1.009 1.008
0.4 1.024 1013  1.009 1.007 1.006
1.021 1.011 1.005

0.5

1.008

1.006
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Fi1G. 3. Small-air-gap recombination corrections for 100-V/mm voltage gra-
dient. Circles: this experiment; solid line: predictions of Loevinger’s empiri-
cal relation (Refs, 9 and 13); dashed line: predictions of Langevin’s theory
(Refs. 11and 12).

I/1,, =1—0.0144/(Vd)'?, 2

where d is in cm. As shown in Fig. 3 for the 100-V/mm
corrections, there does appear to be some trend with air gap
1ot accounted for in this fonction. An interesting result of
this measurement is that the necessary corrections do not
affect the measured slope of the current—versus—-air-gap
function since it was found that the product.of the correction
and the corresponding air gap is nearly constant. Since the
current-versus-air-gap function is linear, the corrections
have only the effect of changing the zero intercept of the
function by this product (approximately 4 um), which is
apparently the distance from the collecting electrode at
which the diffusion cffcct occurs.

C. H'igh-voltage electrode material.and thickness

Another difference between the two laboratories is the
thickness of the high-voltage electrode and the depth at
‘which the measurement is quoted. To assess the effect of this
difference, measurements were made of slope (measured be-
tween 0.08 and 0.20 mm) as a function of window material

‘TABLE 111 Effect of high-voltage electrode material on measured dose rate.

Conﬁguramn Thickness (mg/cm?) Relative dose rate*

No- foxl 0 1.000
Single-sided Al Mylar 0.9 0.993~
Double-sided Al Mylar Lo 0.967
Single-sided Al Mylar +

6.2 mg/cm? polyester 71 0.941
Tonhlesided Al Mylar 4

6.2 mg/cm polycster 72 0.933

*Results are the average of two measureme 4, shown relative to the “no

foil” conﬁguratton
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and thickness. Five high-voltage electrode configurations
were investigated, all measured with the 4-mm-diam graph-
ite electrode operated at a constant-voltage gradieat.of 100
V/mm with the experimentally determined recombination
corrections applied. The configurations investigated were

" (1) noentrancefoil (mentioned above), (2) the normal sin-

gle-sided aluminized Mylar used at NIST, (3) double-sided
aluminized Mylar obtained from Amersham, (4) single-sid-
ed aluminized Mylar to which was added 6 mg/em? of poly-
ester, and (5) double-sxded aluminized Mylar to which was
added the same piece of polyester as in (4). Two measure-
ments were made at each configuration and the results
(which differed from each other by no more than 1.3%)
averaged. Table ITI contains the results, shown relative to
the no-foil slope. Asindicated in the table, the current NIST
correction for the presence of the: ‘high-voltage electrode may
be about 0.5% low. These results indicate that the Amer-
shain calibration data need a correction of about 7% tomake
them comparable to the NIST values, which are quoted for
the source surface.

Hi. DYE FILM MEASUREMENTS
A. System description

Radiochromic dye films'*' (GafChromic), consisting of
a thin sensitive coating (67 #m) on a nominal 100-um
(0.004-in.) Mylar base, were used to map dose-rate varia-
tions at applicator surfaces. (In this-paper, certain commer-
cially available products are referred to by name. These ref-
erénces are for information purposes only and do not imply
that these products are the best or only products available for
the purpose, and do not imply endorsement by NIST.)
These films require no processing and can be exposed to

normal room lighting; they turn blue on exposure to ionizing

radiation at dose levels above about 100 Gy. The films were
read using a scanning laser densitometer (LKB Pharmacia
model 2222-020) at 633 nm, which is near one of the peaks of

.the film ahsarhance spectrnm. The spot size of the laser is

100 m in diameter, and the step size for scanning is adjusta-
ble in 40-um increments in both dimensions. The accuracy
of the stepping increment was checked by scanning a micro-
scope stage micrometer and a NIST glass scale. The absolute
linear accuracy of the system was found to be accurate to less
than 1 ym. Thesame scales were also used to check the linear
accuracy of the traveling microscope that was used for mea-
suring collecting electrode areas.

B. Calibration

Use of the dye film for measurement of dose requires that
it be calibrated. Usually this is accomplished using well-
characterized ®Co gamma-ray beams. There is some ques-
tion, however, as to how well this calibration predicts film
response when electron irradiations are used. To check this,
calibrations were performed using both $0Co gamma rays
and *°Y beta partxcles The latter was done using the protec-
tion-level sources used at NIST for instrument and source
calibrations. There is agreement between NIST and the Phy-
sikalisch-Technische Bundesanstalt (PTB) on the dose rate
from these sources at the prescribed distances.!® Film was
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diated at the 11-cm distance with the 50-mCi **Sr + Y
tce to give a relationship between *°Y beta-particle dose
nd film absorbance. Because of the relatively low dose rate
 the source employed, a single exposure of 20 days was
de. The shape of the dose-absorbance curve for broad-
trum electrons was determined using surface exposures
an *°Sr + °°Y beta-particle ophthalmic applicator. This
ve was then made absolute using the result of the known
¢ exposure from the protection-level source. The result-
g dose-absorbance curve was found to be nearly the same
s that obtained using a2 “°Co gamma-ray calibration; how-
‘ever, at elevated dose levels (above around 700 Gy), the film
appears to respond somewhat more to electrons than to “°Co
gamma rays. For the results presented heré, the electron
calibration was used.

C. Measuremenit procedure

For measurement of surface-absorbed-dose rate from
ophthalmie applicators, 2 X 2-cm pieces of film were taped to
adummy tissue-equivalent plastic electrode, which was then
placed in the extrapolation chamber for exposure. The re-
sulting exposure geometry was thus nearly identical to that
used for the extrapolation chamber measurements. Expo-
sire times were on the order of a half hour. As reported
elsewhere, it - was found that the radiation-induced image
exhibits short-term instability: The color continues to devel-
opafter irradiation ceases. This effect makes it necessary to
wait at least 1 day after irradiation before readont if accurate
dosimetry is the object. For this work, it was found that after
a 3-day delay theimagestabilized and remained stable subse-
quently out to at least 1 month, the longest period that was
tested.
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FIG. 4. Isodose-rate contour plot from a radiochromic-dye film auteradio-
graph of ophthalmic applicator S/N 0258. The contour intervals are 40
mGy/s and the dashed line represents the area averaged over when mea-
‘surements are made with the extrapolation chamber equipped with a 4-mm-
diam collecting electrode.
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F1G. 5. Isodose-rate contour plot from a radiochromic-dye film autoradio-

_graph uf upluthaluic applicator S/N 0802ML.

The irradiated films were read using a full two-dimonsion-
al scan at a step size of 0.2 mm in each dimension over an
aréa of 12 X 12 mm, which produces 3600 density measure-
ments. The absorbance readings were then converted to dose
rate using the calibration curve and the known exposure
time. Using appropriate software, it is possible to generate
isodose-rate profiles of the results of the scans. Examples of
such plots are shown in Figs. 4-6. The dashed line on these
plots represents the area averaged over when measurements
are made'with the extrapolation chamber equipped with.a 4-
mm-diam collecting electrode. }

Currently it is difficult to perform absolute dosimetry us-
ing dye films because of the variability in film response. This
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Fi16. 6. Isodose-rate contour plot from a radiochromic-dye film autoradio-
graph of ophthalmic applicator S/N 0815ML.
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TasLe IV. Estimated uncertainties in NIST calibration using the extrapo-  because of the significant contribution to ionization made by

lation chamber. activity lying outside of thé 50% isodose contour. Most
Uncertainty sources will lie somewhere in between, such as S/N 08 15ML
cOmponm (%) (Fig. 6). We expect that, for nearly all sources previously
: ~ calibrated at NIST, the change in dose rate will be down-

Kl:g;n::e:;:}‘ er ion pair 83 ward by 10% or less. '
-Stoppiig-pow%gati o p by In addition to the physical changes in the calibration pro-
Rate of change of current (AI/Ad), 3 cedure, the constants used to calculate the absorbed-dose
‘Backscatter correction B 1 rate were reevaluated. The value for W /e was updated to
_glt:::‘r‘;‘;‘;‘é‘;‘:::;?e"m“ u <2-1 33.97 J/C to reflect the most recent international recom-
) - . mendations.'” The stopping-power ratio of water relative to
Combined uncertainty (quadratic sur) 6 air ‘was calculated by weighting stopping-power data® with

Overall uncertainty (combined X2) 12 g -
. _ a measure spectrum from an applicatorlike source.'® The

spectrum used was taken at a distance of 11 cm in air from
the source and is assumed to be nearly equal to that at the
source surface. Finally, the .deficiency in electron back-
scatter from carbon relative to water was estimated using the
empirical formula of Tabata et al.’® These were averaged
over the spectrum referred to above. The changes made are
shown in Table L.

is mainly due to variations in the thickness in the sensitive
layer of individual films. Work is underway to overcome this
problem, and a subsequent investigation is planned to ad-
dress a.comparison between results of dye film and extrapo-
lation chamber measurements as a function of collecting
electrode size. '

V1. CONCLUSIONS

TableT summarizesboth the modifications made at NIST
and the present differences between Amersham and NIST
calibration procedures. At the time of writing, the Amer-
sham method yields a calibration that is about 21% lower
than the NIST method. If the NIST constants are used, and
the Ametsham calibration is corrected with the transmission
factor between surface and 7 mg/cm? (measured as 0.93 in
this laboratory), the discrepancy is reduced to about 10%.
Given the quoted uncertainties in the respective calibrations,
the agreement is satisfactory.

IV. ASSESSMENT OF UNCERTAINTIES

The -overall uncertainty of the NIST calibration proce-
dure is estimated tobe + 12% (see Table IV). The random
uncertainty components are calculated as standard devia-
tions of the mean of replicate readings; other components are
estimated so that they can be assumed to have the approxi-
mate character of standard deviations. The overall uncer-
tainty is two times the square root of the quadratic sum of all
the component uncertainties; it is considered to have the
approximate significance of a 95% confidence limit.
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V. COMPARISON OF FORMER AND PRESENT NIST
CALIBRATION RESULTS

Because of the change in the collecting electrode made in
the NIST calibration procedure, it is difficult to predict the
change in measured dose rate between the two calibration
methods for any given source. At present, measurements in
‘both geometries have been performed on only three sources;
the results are shown in Table V. As mentioned earlier, the
difference is a function of the steepness of the dose-rate gra-
dient at the source edges. Sources with sharp edges, such as
S/N 0258 (Fig. 4) exhibit little change because the source
area is well defined and essentially all within the 509 iso-
dose contour. Sources with more gradual shoulders, such as
S/N 0802ML (Fig. 5) exhibit somewhat more difference

TABLE'V. Comparison of results between former and revised NIST calibra-
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Source Absorbed-dose rate (Gy/s) has stimulated the initiation of many of the experiments per-
S/N Former NIST  Revised NIST Ratio
. ) formed.
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