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Purpose

To model the flow bmultiple fluids tirough
porous mediauch as rock, conete, and soll.

Applications:
e Oll recovery
e service life of materials
e spread of hazards waste




Approach

A lattice Boltzmann (LB) method Is used.

At each cell the fluid mass and vel ocity
Information Is represented.

At each Iteration, mass s redistributed to
nelghboring cells and vel ocities change based
on:

e |Nteractions between fluids

e |Nteractions between fluids and solid walls

e an external force (gravity)




Example media: sandstone

7.5% porosity 22% porosity
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Boundary Conditions

X & Y : mirror boundary condition

Z . periodic boundary condition




Problem

The LB method is extremely memory and
compute intensive.

Solution

Restructure memory representation to reduce
memory usage

Parallelize




Memory Usage

Theinitial version of the algorithm stores 19
floats for each fluid at each site. Furthermore, a
second data volume was used to hold

Intermedi ate results.

So the total memory required is.
N3 -2 . (#fluids) - 19 - sizeof (float)

For a256° system and two fluid components,
we reguire approximately 4.8 gigabytes.




Memory Optimization

e Store dataonly at active sites: yields large
savings based on the porosity of the
medium.

e Use a 3 plane circular buffer for intermediate
results: eliminates need for an entire second
data volume.




Memory Optimization (continued)

Each active cell pointsto a structure in an array.
Each inactive cell pointsto NULL.

Bl Active cells (pore) array of cell data

Inactive cells (solid)




Memory Optimization (continued)

Now the memory reguirement is:
(N*+3N?) - (sizeof(pointer) + p-(19-#fluids)-sizeof(float))
where p Is the porosity of the medium.

For a256° system with two fluid components and
10% porosity, this reguires approximately 311
megabytes.

Thisisasavings of about 93%.




Memory Optimization (continued)

Additional large memory savings can be
achieved by making simplifying assumptions on
the LB eguations.

These assumptions enable us to reduce the data
at each cell to 3+(#fluids) floats.

For atwo fluid model, thisis a savings of over
86% of the memory devoted to the active cells.




Parallelization

Needed to improvegsformance

The nearest—neighbdependency suggesl
that the algorithmwvould be well suitd to

parallelizatian.

We used:
* MPI
« SPMD programmingnodel




Parallelization (continued)

Processor 0

Processor 1

Processor 2

Processor 3

The datavolumeis
divided into blocks along
the Z axis. Each block is
assigned to a processor.

At the end of each
Iteration, partial results
from the bordering planes
are exchanged between
adjacent blocks.



Numerical Tests

The algorithm was run on several types of
"Ideal" mediasuch as parallel plates, and
overlapping spheres:
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Comparison with
Experimental Data
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Measured and modeled permeabilites of Fontainebleau sandstone media.
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Performance Results

We have run perforance tests on an B SP2 and an
SGI Oryx. The performaredata closely ageewith a
very simpé model:

T=P/N+S

Where:

T Is the total timdor one Iteration

P is the time forlte parallelizablemmputation

N Is the nutmer of processors

S Is the time forlte non—parallelizdb computation
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Performance Resultsontinued)

For a two—componenil28128x256 system, the
measured performaaclosely matched:

T = 24.36 N + .237 seconasn the SGI Onyx

and

T = 59.92N + 2.09 secondsn the IBM SP2




Performance Results (continued)
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Future Work

e More tests on realrorld media
o Additional performace studies
e Tests on very largsystems

* Investigation of inpact of data layoubn
performance

e Reflnement of the wdel




Conclusion

* This LB model hasnqoven accurate and
effective.

 Through some simplieestructuring of dta,
we have obtained ilge memory
reductions.

 The model parallezied very well, endlng
us to run system zes that were preausly
not feasible.

We have an effectestool for investigting
multi—fluid flow through complexyorous media.
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