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Quantum sensing protocols using trapped-ions can enable detection of weak electric fields by

sensing displacements surpassing the Standard Quantum Limit (SQL) – the sensitivity achievable

with a coherent state. This thesis will focus on recent work directed towards enhancing the capa-

bilities of the NIST Penning trap platform and, in particular, pushing the limits of displacement

and electric field sensing with hundreds of ions in a two-dimensional crystal.

Preparing a quantum system in its ground state can be advantageous. In particular, for the

trapped ion experiments performed with the NIST Penning trap, motional ground state cooling

can enhance the fidelity of quantum simulation experiments as well as heighten the sensitivity of

displacement amplitude and electric field sensing measurements. By exploiting the phenomena of

electromagnetically-induced transparency, we demonstrate near ground state cooling of all the axial

modes of over one hundred ions in a two-dimensional crystal.

Additionally, we present results for a series of quantum sensing experiments. By employing

spin-dependent optical dipole forces to couple mechanical motion of the ions to their spin states,

the displacement of the ion crystal can be read out through measurements of the spin state. Initial

experiments were conducted far off-resonance from the center-of-mass (COM) mode. In this regime,

free from thermal and frequency noise of the COM mode, measurements imply an imprecision for

resolving the displacement of an ion crystal in a single measurement that is 30dB smaller than

the ground state wave function extent. Probing on-resonance with the COM mode provides the

maximum sensitivity to electric fields, though this sensitivity will be limited by the frequency

stability of the mode. Recently, displacements of 7dB below the SQL are detected in a single

measurement and an electric field of 250 nV/m is measured in 1 second.
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Chapter 1

Introduction

Trapped ions are an ideal platform for testing both fundamental and applications driven

research in quantum physics. In particular, the fields of quantum metrology and quantum infor-

mation processing are rich and fruitful to explore, and offer the promise of quantum enhancement

over classical alternatives. Much of this promise relies on the ability to perform well-controlled

measurements with many interacting quantum elements. Thus, there is motivation to test the

limits of large systems: in this case, large arrays of trapped ions. This is the objective of the NIST

Penning trap.

This thesis will focus on recent work directed towards enhancing the capabilities of the NIST

Penning trap platform and, in particular, pushing the limits of displacement and electric field

sensing with trapped ions.

1.1 Quantum sensing

Quantum sensing refers to the use of a quantum mechanical system as a tool for measurement.

A quantum sensor turns the inherent fragility of quantum systems into a useful feature: sensitivity

to external perturbations. A prominent type of quantum sensor - and the variety pertinent to

this work - uses a two-level system, or qubit, as the sensitive quantum system. Implementations

of two-level quantum sensors include the electronic, magnetic, vibrational, or motional levels of

neutral and Rydberg atoms, solid-state spins, superconducting circuits, or trapped-ions.

Following [1] and in analogy to the DiVincenzo criteria for quantum computing [2], there are
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several attributes required for this type quantum sensor:

(1) Two levels separated by a transition energy E = ~ω;

(2) Initialization into a known state and read out of the final state;

(3) Coherent manipulation of the spin(s);

(4) Interaction with a physical quantity leading to a shift in or transition between the energy

levels.

So, with a two-level system prepared in a particular state and coupled to an external phys-

ical quantity (for example, an electric field) a shift in the transition frequency can be read out

in some fashion. A typical measurement (and again, relevant for this work) might use Ramsey

interferometry [3, 4]. For the trapped-ion sensor, a coupling between the spin and motional de-

grees of freedom (produced via a spin-dependent optical dipole force) provides the link between the

measured transition frequency and the external perturbation (an electric field).

Such a quantum sensor need not necessarily improve the sensitivity beyond what is classically

possible by making use of entanglement. However, we can refer to entanglement-assisted sensing

as ‘quantum-enhanced’, which requires more than one qubit [5, 6]. Maximally entangled states

can allow for a Heisbenberg-limited measurement, with a scaling that goes as 1/N (as opposed

to 1/
√
N). As a result, a system with large N is (more) advantageous for quantum-enhanced

measurement.

1.2 Penning trap platform

The NIST Penning trap is a novel platform that has been useful in exploring a variety of

physics. Large numbers of ions can be confined and controlled in a Penning trap and subsequently

cooled into a Coulomb crystal. From here, lasers can be used to address the ions and produce

a coupling between the spin and motional degrees of freedom. In trapped-ions, this spin-motion

coupling allows for high fidelity quantum logic gates [7, 8], engineering Ising interactions [9, 10, 11],
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and measuring displacements [12]. Recent work has focused on quantum metrology and quantum

simulation [13, 14, 15, 16]. The combination of a large and well-controlled quantum system makes

this an appealing platform for pushing the limits of quantum physics experiments.

1.3 Overview of thesis

This thesis will focus on four sets of experiments performed with the NIST Penning trap.

The first, in Ch. 5, achieved near-ground state cooling of all the axial drumhead modes of more

than 100 ions [17]. The other three are a continuum of experiments related to testing the limits of

the sensitivity of our system to displacements due to electric fields [18, 19]. Chapter 6 covers a pair

of experiments where center-of-mass motion is driven at frequencies far detuned from any of the

motional modes of the ion crystal, providing a lower limit to the displacements that can be resolved.

Chapter 7 summarizes recent, as-of-yet unpublished work wherein the center-of-mass mode of the

ion crystal is resonantly excited and subsequently detected, allowing for greatly enhanced sensitivity

to electric fields and surpassing the standard quantum limit for both displacement and electric field

sensing.

In addition to detailing these results, this thesis will also give an overview of the relevant

physics (Ch. 2) and the NIST Penning trap apparatus (Ch. 3), as well as details of the calibration

and alignment procedures used (Ch. 4). Finally, the results will be summarized and some future

directions outlined in Ch. 8.



Chapter 2

Trapped ion physics in a Penning trap

Trapped ions are an appealing platform for quantum sensing experiments. In this section, I

describe some basics of ion trapping focusing on the type of trap relevant for this work: a Penning

trap.

2.1 Penning trap physics

Ions, being charged particles, may be confined with electric and/or magnetic fields - however,

from Earnshaw’s theorem, doing so with either a static electric or magnetic field is not possible in

three dimensions. This results from Gauss’s law that (in the absence of charge density) electric fields

have no divergence ∇ ·E = 0. Thus there can be no minimum locally to confine a charge in three

dimensions; only saddle points are possible. However, using oscillating electric fields (effectively

rapidly flipping a saddle point) one can trap a charged particle: the time-averaged effect of the

oscillating field is to produce a ‘pseudopotential’ that confines the charge. Another approach, and

the one that will be the focus of this chapter, is to use a static magnetic field in addition to a static

electric field - a Penning trap.

Put another way, confinement in three dimensions would require restoring forces in the x̂, ŷ,

and ẑ directions and as a result an electric potential

Φ = Φ0(αx2 + βy2 + γz2), (2.1)

where α, β, γ are all positive. However, Laplace’s equation requires that ∇2Φ = 0, and so, also

that α + β + γ = 0. Thus, the condition that α, β, γ all be positive cannot be met and three
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dimensional confinement is not possible in this way. Confinement along the ẑ-axis is possible by

assuming cylindrical symmetry and setting γ = 2 and α = β = −1 such that Φ = Φ0(2z2−x2−y2),

which results in a restoring force along ẑ and a deconfining force in the radial plane.

2.1.1 Single ion in a Penning trap

A Penning trap uses a homogeneous magnetic field along one axis B = Bẑ as well as a static

electric field E = −∇Φ. For a pure quadrupole potential

Φ(x, y, z) =
V0

R2
(2z2 − x2 − y2), (2.2)

where V0 is an applied voltage and R parameterizes the trap electrode geometry (higher order

corrections may be relevant and will be considered later). In the presence of the magnetic field B,

a single charge q moving with velocity v will experience a force

F = −q∇Φ + q(v ×B). (2.3)

Using the definition ωc = qB/m for the cyclotron frequency of a charge q with mass m, the

equations of motion are:

z̈ + w2
zz = 0

ẍ− ωcẏ −
1

2
w2
zx = 0

ÿ + ωcẋ−
1

2
w2
zy = 0. (2.4)

The solution for motion along the ẑ-axis is simple harmonic motion with an axial (meaning along

the axis of the magnetic field, ẑ) mode frequency

ωz =

√
2V0q

R2m
. (2.5)

The solution for radial motion results in two motional modes with frequencies

ω± =
1

2
(ωc ±

√
ω2
c − 2ω2

z), (2.6)
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where ω− is the magnetron frequency and ω+ is reduced cyclotron frequency (also denoted ωm

and ω′c, respectively, in the literature). For an ion in an ideal Penning trap, then, the motion is a

superposition of these three degrees of freedom characterized by the frequencies ωz, ω−, ω+. These

motional frequencies can be further described through the Brown-Gabrielse invariance theorem [20]:

ω2
c = ω2

z + ω2
− + ω2

+, (2.7)

which holds true even in the case of misalignments and some nonidealities in the trapping potential.

Since the solutions of Eq. 2.6 must be real to be physical, this sets the requirement that ωz < ωc/
√

2

for stable trapping.

One unusual feature of the motion characteristic of an ion in a Penning trap is that the total

energy of the magnetron motion is negative. This results from the small kinetic energy (due to

its low motional frequency) associated with this motion relative to its potential energy, which is

negative. Cooling this mode, then, typically means adding energy to it: removing energy would

increase the radius of the magnetron motion (see Sec. 2.3).

2.1.2 Many ions: non-neutral plasma

With many ions confined in a Penning trap, it is appropriate to consider their motion and

behavior in the trap collectively as a single component, non-neutral plasma. Key features of a

non-neutral (i.e. ionic) plasma at low temperature is that it has a constant, uniform density and

aspect ratio determined by the rotation frequency (as well as the trapping parameters). The aspect

ratio is defined as the ratio of the axial extent to the diameter of the plasma α = zplas/dplas. For a

plasma at zero temperature, the density is given by

n =
2ε0
q2
mωr(ωc − ωr), (2.8)

where ωr is the rotation frequency of the plasma. The plasma frequency is defined as ω2
p =

2ωr(ωc − ωr). Figure 2.1 illustrates the dependence of the density and aspect ratio on the rotation
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frequency. At low rotation frequencies approaching the magnetron frequency ωm, the plasma is an

oblate spheroid and eventually a two-dimensional array (the regime relevant for this thesis). As the

rotation frequency is increased, the radial confinement increases. The maximum plasma density

occurs at a rotation frequency equal to have the cyclotron frequency ωr = ωc/2, which is a regime

known as Brillouin flow. Beyond this rotation frequency, the centrifugal force begins to dominate

over the radially confining Lorentz force and the plasma beings to expand. As a result, the density

and aspect ratio of the plasma as a function of rotation frequency is symmetric about ωr = ωc/2.

2.1.3 Rotating wall

As was seen in the previous section, the rotation frequency effectively sets the radial confine-

ment for the ions. Thus by controlling the rotation frequency, the aspect ratio of the ion plasma

can be set. This can be accomplished by applying an external torque, in practice either from a

focused laser aligned off-center from and perpendicular to the trap axis or a rotating electric field

- a so called ‘rotating wall’ [21]. The simplest implementation of such an electric field is an electric

dipole or quadrupole field. However, for a single species cloud (i.e. one without impurity ions)

a rotating dipole field only couples to the center of mass mode and does not control the rotation

frequency. To apply a quadrupole rotating electric field, a segmented electrode with 8 sectors can

be used (see Fig. 2.2) with an oscillating voltage V = Vwall sin (ωdrivet+ φ), where φ is illustrated

in Fig. 2.2 and ωwall = ωdrive/2.

2.1.4 Nonidealities

So far, this chapter has assumed a Penning trap with a perfectly harmonic trapping potential.

However, in practice there are limits on the experimentally possible (and desirable) trap geometries.

To account for this, the trap electrode geometry is modeled and voltages are applied to these

electrodes to best approximate a purely harmonic potential.

A convenient way to expresses the simulated potential is with a multipole expansion:
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Figure 2.1: Illustration of plasma density and aspect ratio as function of rotation frequency. For a
quadratic confining potential like that of Eq. 2.2, the plasma has the shape of a spheroid. At the
rotation frequency ωr = ωc/2 the maximum density is achieved. This work focuses on the regime
where ωr approaches the magnetron frequency ωm.

Figure 2.2: On the left, a three dimensional representation of the segmented rotating wall electrodes.
On the right, the phases applied to the rotating wall electrodes for a quadrupolar electric field. The
magnetic field is directed out of the page, and the ions rotate clockwise. The red arrows illustrate
the resulting electric field near the center of the trap, which provides a torque on the ion crystal.
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φtrap(ρ, z) =

∞∑
n=0

C2nr
2nP2n

(z
r

)
, (2.9)

where Pn(x) is a Legendre polynomial, r =
√
ρ2 + z2 is the spherical radius, and the coefficients

C2n depend on the trap geometry and the voltages applied to the trap electrodes. Odd coefficients

Cn vanish under the assumption of a trap potential that is an even function of z. The trap potential

can then be expanded for the first few coefficients C2n:

φtrap(ρ, z) = C0 + C2

(
z2 − ρ2

2

)
+ C4

(
z4 − 3ρ2z2 +

3

8
ρ4

)
+ C6

(
z6 − 15

2
ρ2z4 +

45

8
ρ4z2 − 5

16
ρ6

)
+ ....

(2.10)

For an ideal harmonic trap, coefficients above C2 vanish. This expression allows for assessing the

contributions from these higher order coefficients and calculating voltages to null them. Section

3.2.1 goes into more detail regarding how the values for the C2n coefficients are set for the NIST

Penning trap.

2.2 Beryllium electronic structure

Singly ionized beryllium (9Be+) is the ion of choice for the experiments described here. Having

a single valence electron makes its electronic structure simple and its light mass allows for high trap

frequencies. For this work, only the S and P orbitals are considered, as all the relevant states are

contained within these manifolds (Fig. 2.3). The transition from S to P has a natural linewidth of

19.4 MHz (lifetime of 8.2 ns) and can be driven by electric dipole radiation at 313 nm (UV).

Figure 2.3 illustrates three relevant energy levels: 1s22s2S1/2, 1s
22s2P1/2, and 1s22s2S3/2

(using term symbols 2S+1LJ , where S,L, and J represent the electron spin, orbital angular mo-

mentum, and total angular momentum, respectively). The P orbital has fine structure splitting

due to the coupling between the spin and orbital angular momentum (the S orbital has no fine

structure). The fine structure splitting between the P1/2 and P3/2 levels at zero magnetic field is
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197.2 GHz [22]. Additionally, there is hyperfine structure due to the coupling of the electron’s spin

to the nuclear spin. As a result of the strong magnetic field, there are also splittings due to the

Zeeman interaction of the magnetic field with the spin, orbital, and nuclear magnetic moments.

For the ground state, the Hamiltonian is

H = hAI · J− µI ·B− µJ ·B, (2.11)

where J is the total electronic angular momentum, I is the nuclear spin, B is a static magnetic

field, h is the Planck constant, A is the magnetic dipole hyperfine constant, and µI and µJ are

the nuclear and electronic magnetic moment operators, respectively. In Eq. 2.11, the first term

is the magnetic dipole hyperfine interaction, the second is the nuclear Zeeman interaction, and

the third is the electronic Zeeman interaction. Furthermore, the relevant g-factors are defined as

gJ = −µJ/(JµB) and g′I = −µI/(IµB), where µB is the Bohr magneton. To calculate the energies

of the sublevels of the groundstate (which has J = 1/2), the Breit-Rabi formula may be used [23].

The energies of the (F,mF ) sublevels with J = 1/2 and I ≥ 1/2 are given by

E(F,mF ) = hA

(
−1

4
+
g′ImFµBB

hA
± 2I + 1

4

√
1 +

4mF

2I + 1
X +X2

)
, (2.12)

where X = µBB(gJ − g′I)/[(I + 1/2)hA] [24].

Through optical pumping, the nuclear spin is frozen out such that mI = +3/2, which allows

for simplifying the level structure as shown in Fig. 2.3. We define the qubit states as two levels in the

S1/2 manifold: |F = 2,mI = +3/2,mJ = +1/2〉 ≡ |↑〉 and |F = 2,mI = +3/2,mJ = −1/2〉 ≡ |↓〉.

The qubit is, essentially, the 9Be+ valence electron spin in the ground state. For a magnetic field

of B = 4.46 T, the splitting between the qubit states |↑〉 and |↓〉 is approximately 124 GHz. At

this magnetic field, the qubit states diverge linearly at 28 MHz/mT [25] and thus the transition is

sensitive to magnetic field fluctuations. Doppler cooling (see subsequent section) and state-selective

readout is performed on the cycling transition |↑〉 → 2P3/2(mJ = +3/2). State initialization is

performed with optical pumping into the |↑〉 state with the Doppler cooling and repump lasers (see



11

Fig. 2.3). Optical pumping the nuclear spin into mI = 3/2 occurs as a result of driving transitions

to 2P3/2 and there being a small admixture of (mI ,mJ) states in the 2P3/2 manifold [24, 26].

2.3 Doppler cooling

Doppler cooling is a technique used to reduce the kinetic energy of atoms via velocity depen-

dent momentum transfer. A laser red-detuned from a cycling transition will be Doppler shifted into

resonance for an atom moving towards the photons, and thus will scatter photons. The lower limit

to the temperature achievable depends on the linewidth of the transition: TDoppler = ~γ/(2kB),

where γ is the linewidth of the transition.

In a Penning trap, it is straightforward to apply this type of cooling to the axial drumhead

modes. A red-detuned laser directed along the trap axis will cool axial motion (Fig. 2.4). The radial

motion, however, is less straightforward to cool. In particular, the magnetron motion has negative

total energy and the minimum energy occurs for a diverging radius of motion. A uniform, red-

detuned laser in the radial plane would increase the amplitude of magnetron motion, an unstable

and undesirable outcome. Thus, to cool the magnetron motion energy must be supplied to it. A

focused laser beam offset from the center of the ion crystal is used to cool the cyclotron motion

(via Doppler cooling) and to reduce the amplitude of magnetron motion (Fig. 2.5). The beam is

offset from center such that it co-propagates with the rotation of the ion crystal and provides a

torque that reduces the radius of the crystal. The interplay of the focused perpendicular cooling

beam and the rotating wall can lead to the removal of energy from the radial modes [27], but the

ultimate temperature that is reached in practice remains under study [28].

2.4 The optical-dipole spin-dependent force

A key component of nearly all experiments performed with the Penning trap apparatus is a

spin-dependent force generated by way of an optical dipole force (ODF). This section will describe

in detail how this optical dipole force is produced and how it gives rise to a spin-dependent coupling

with the motion of the ion crystal.
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Figure 2.3: Level structure of 9Be+ at 4.5 T. Only the mI = 3/2 sublevels are shown, as after optical
pumping the nuclear spin remains in this state. The qubit states are colored yellow and labeled
with |↑〉 and |↓〉. Doppler cooling and state-selective readout is performed on the cycling transition
|↑〉 → 2P3/2(mJ = +3/2) with repumping out of the |↓〉 state back into the 2P3/2 manifold.
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Figure 2.4: Cross-sectional illustration of Penning trap and Doppler cooling beams. The trap
electrodes are depicted by the orange surfaces (again, on the cross-section) and the magnetic field
is along the ẑ-axis. Doppler cooling beams are directed along the trap/magnetic field axis (the
‘parallel’ Doppler cooling beam) and also perpendicular to this axis (the ‘perpendicular’ beam).
The parallel beam has a waist large enough to uniformly illuminate an ion crystal of several hundred
ions (∼1 mm) and the perpendicular beam is tightly focused and offset from the center of the crystal.

Figure 2.5: Schematic of the perpendicular cooling beam interacting with a rigidly rotating ion
crystal [27]. The perpendicular cooling beam has a waist wy and is offset from the center of the
crystal (defined by the x̂-axis in this graphic) by an amount d. The crystal has a radius Rc and is
rotating at a frequency ωr.
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Figure 2.6: Two beams are directed onto the ions at ±10◦ and with a difference frequency µ,
resulting in a 1D traveling wave optical potential with δk along ẑ. The spatial gradient gives rise
to an optical dipole force.

2.4.1 Optical-dipole spin-dependent force

To generate the ODF, off-resonant laser light is used to produce AC stark shifts (ACSS) on the

spin states |↑〉 and |↓〉, previously described as the 2s2S1/2(mj = +1/2) and 2s2S1/2(mj = −1/2)

states, respectively. Two beams are directed onto the ion crystal at angles of ±10◦, as illustrated

in Fig. 2.6. These two lasers couple the spin states to excited states in the 2p2P3/2 manifold,

as shown in Fig. 2.7. Considering only the nearest transitions, the |↑〉 state is coupled to the

2p2P3/2(mj = +1/2) state with a detuning of approximately 20 GHz and the |↓〉 state is coupled

to the 2p2P3/2(mj = −1/2) state with a detuning of approximately -20 GHz. The resulting optical

dipole force thus has opposite sign for the two spin states, and the magnitude of these forces may

be tuned to be equal. With this, then, there is a spin-dependent force applied to the ions. Note

that each laser individually couples these pairs of states off-resonantly, resulting in an ACSS from

each beam on both of the spin states. However, as will be shown in the subsequent section, the

net ACSS on the qubit from each beam can be nulled. In general, there will be some frequency

difference µ between the two beams, but this is a small difference on the order of 1 MHz.

The two lasers will interfere and produce a spatially dependent optical potential. Additionally,

the difference frequency µ may be set and controlled. If the difference vector of the two lasers δk

is along the ẑ-axis, then the optical potential is modulated by the term sin(δkẑ + µt). The result
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Figure 2.7: Relevant energy levels in Be+ for the ODF. The two beams off-resonantly couple the
two spin states to the excited state manifold. The positive (negative) detuning of roughly 20 GHz
for the |↑〉 (|↓〉) state relative to the nearest excited state level results in a force on each of the spin
states with opposite sign.
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for a single ion is a Hamiltonian of the form:

ĤODF = U sin(δkẑ + µt)σ̂z, (2.13)

where U is the zero-to-peak amplitude of the optical potential and σz is the Pauli spin matrix.

Assuming the axial spatial extent of the ions is small compared to 2π/δk, this expression may be

rewritten as

ĤODF = F0 cos(µt)
∑
i

ẑiσ̂
z
i (2.14)

for the case of i ions. Here F0 = UδkDWF , where DWF = exp(−δk2
〈
ẑ2

i

〉
/2) is the Debye-Waller

factor which characterizes the departure from the Lamb-Dicke confinement regime (δk
√〈

ẑ2
i

〉
� 1)

[29]. In the interaction picture, the axial position operator for the ith ion ẑi can be written in terms

of the axial normal modes of the planar array:

ẑi =
N∑
m=1

bjm

√
~

2Mwm

(
âme

−iwmt + â†me
iwmt

)
(2.15)

where ~bm and wm are the eigenvectors and eigenfrequencies of the m modes, respectively.

2.4.2 Polarization and frequency details

Up to this point, the Hamiltonian described took into account only the ACSS from the

interference of the two laser beams - individually each beam may also introduce an ACSS. However,

with the appropriate choice of polarization given a particular detuning from the excited states the

ACSS of each beam on the two spin states can be made equal, and hence the total ACSS on the

qubit cancelled. The result is that the qubit decoherence due to laser intensity fluctuations is

minimized. Additionally, the force on |↑〉 can be set equal in magnitude and opposite in sign to the

force on |↓〉 (F↑ = −F↓).

To null the ACSS from a single beam on the qubit, the ODF laser beams are linearly polarized

at an angle φp with respect to the ẑ-axis (see Fig. 2.8). The electric fields of the upper and lower

ODF beams are
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Figure 2.8: Sketch of ODF laser angles and polarizations. a) The ODF laser beams lie in the y-z
plane and intersect at an angle of ±θ = 10◦ with respect to the ŷ-axis. b) View looking in the −ŷ
direction. Both beams are linearly polarized with different angles of polarization relative to vertical
(ẑ-axis).
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~EU (~r, t) = ε̂UEU cos(~kU · ~r − ωU t)

~EL(~r, t) = ε̂LEL cos(~kL · ~r − ωLt). (2.16)

The ACSS of the qubit states for a single beam, then, are

∆↑,acss = A↑ cos2(φp) +B↑ sin2(φp)

∆↓,acss = A↓ cos2(φp) +B↓ sin2(φp) (2.17)

where A↑(A↓) is the AC Stark shift of the |↑〉 (|↓〉) state for a π-polarized beam (i.e. ε̂ parallel to ẑ)

and B↑(B↓) is the AC Stark shift of the |↑〉 (|↓〉) state for a σ-polarized beam (i.e. ε̂ perpendicular

to ẑ). The ACSS of the qubit transition is

∆acss = (A↑ −A↓) cos2(φp) + (B↑ −B↓) sin2(φp). (2.18)

If A↑−A↓ and B↑−B↓ have opposite signs, then there is an angle such that ∆acss = 0. Thus, each

beam has no net ACSS on the qubit transition. For a detuning of ∆ = −59 GHz from the cycling

transition (|↑〉 → 2p2P3/2(mj = +3/2)), this occurs at φp ≈ ±65◦ (see Sec. 4.3 for experimental

calibration). Recall that the difference frequency µ is small compared to the detuning ∆.

We can choose different polarizations of the two beams to get a spatially dependent ACSS

through a polarization gradient along the ẑ-axis, which results in a spin-dependent force along this

axis. Specifically, we cross the polarizations of the two beams with φp,u = 65◦ and φp,l = −65◦.

The resulting interference gives the previously mentioned axially dependent ACSS, which is the

same as previously but with a factor of 2 and a sinusoidal term:

∆↑,acss = 2(A↑ cos2(φp)−B↑ sin2(φp)) cos(δk · z − µt)

∆↓,acss = 2(A↓ cos2(φp)−B↓ sin2(φp)) cos(δk · z − µt), (2.19)
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where δk ≡ |~kU − ~kL| = 2k sin(θ) is the wavevector difference, µ = ωU − ωL is the frequency

difference (ODF beatnote), and φ = |φp,u| = |φp,l|. The spin-dependent force resulting from this

spatially dependent ACSS is F↑,↓(z, t) = F↑,↓ sin(δk · z − µt) where

F↑ = 2~δk(A↑ cos2(φp)−B↑ sin2(φp))

F↓ = 2~δk(A↓ cos2(φp)−B↓ sin2(φp)). (2.20)

With the appropriate choice of detuning ∆, the ACSS A↑,↓ and B↑,↓ combine in such a way that

F↑ = −F↓ ≡ F0. This detuning can be found experimentally, and the procedure is described in

Sec. 4.3. Note that the above derivations have assumed that δ~k is along the ẑ-axis such that

the wavefronts of the 1D optical lattice are aligned perpendicular to the ẑ-axis. We estimate the

misalignment error |θerr| ≤ 0.01◦. Further discussion of the alignment of the ODF wavefronts and

the estimation of the error is provided in Sec. 4.1.



Chapter 3

The NIST Penning trap apparatus

This chapter will provide an overview and some details of the NIST Penning trap apparatus.

Joe Britton, Brian Sawyer, Justin Bohnet, and John Bollinger designed and built the apparatus.

3.1 Mechanical and trap assembly

The NIST Penning trap consists of two sets of stacked cylindrical electrodes separated by

Macor insulating rings. The two sets of electrodes are used as a loading trap and an experiment

trap. Both are comprised of a set of 5 electrodes: two endcap electrodes (which are typically

grounded), a central electrode (which is segmented into 8 sectors for the experiment trap), and two

middle electrodes on either side of the central electrode. The trap is enshrouded in a fused silica

vacuum envelope which is connected to the UHV vacuum system. The trap and vacuum envelope

are inserted into the bore of a 4.5 T superconducting magnet in a vertical orientation. The magnet

rests on a floatable optical table with the vacuum system mounted to the top of the magnet. A

gimbal mount is used to allow for aligning the trap to the magnetic field axis. Laser and imaging

optical access both parallel and perpendicular to the trap axis is provided by mirrors fixed to a

platform attached to the underside of the magnet and a mount inserted up into the bore (see Fig.

3.1).
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Figure 3.1: Illustration of the laser beam paths to the ions up through the bore of the magnet. Left:
view from the side of the perpendicular and parallel beam paths. The perpendicular beam passes
through the trap and emerges on the opposite side of the magnet. The parallel beam is reflected
up along the axis of the trap and exits through a port on the top of the assembly. Right: Beam
paths for the pairs of ODF and EIT beams, where one of the EIT beams doubles as a repumper.
These beams are reflected off of static mirrors in the bore which set them at ±10◦ with respect to
the plane of the ions. The two pairs of beams are counter-propagating. Middle: top-down view of
the beam paths.
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Figure 3.2: Schematic of trap electrodes. Two Penning traps were constructed next to each other.
One trap is used for loading ions (delineated by the ‘L’ names, L1-5) and the other is the experiment
trap consisting of T1-4 plus a segmented electrode for the rotating wall (W1-W8).

Figure 3.3: Photograph of trap prior to insertion into fused silica vacuum envelope.

Figure 3.4: Photograph of trap inside fused silica vacuum envelope. The view is that of the ODF
beam path through the trap.
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3.1.1 Magnet

To produce the strong axial magnetic field for radial confinement of the ions, we use a room-

temperature bore superconducting magnet. The magnet is a Nalorac Cyrogenics Corporation model

4.5/125 manufactured in 1990 (happy 30th, magnet 1 ). The bore is 12.7 cm in diameter and the

Niobium Titanium superconducting solenoid produces a 4.5 T magnetic field with a current of ∼58

A. The superconducting main and shim coils are submerged in liquid helium contained within an

insulated dewar. An outer sheath of liquid nitrogen provides additional thermal shielding. The

liquid helium boil off rate is (an impressively low) ∼20 mL/h.

3.2 Loading and trapping

This section will give an overview of the typical loading, transport, and trapping parameters

for the NIST Penning trap. We load into the loading trap with a shallow trapping potential, then

deepen the trapping potential and transport the ions to the experiment trap. To load and collect

ions, the beryllium oven is turned on for a few seconds followed by the photoionization laser. Both

are left on for several seconds, producing beryllium ions near the center load trap. To collect

ions, the central electrode of the load trap (L3, see Fig. 3.2) is set to -5 V with all other electrodes

grounded. Once ions have been collected, they are transported to the experiment trap. The voltage

on the central load trap electrode is increased to -100 V, and subsequently the next electrode (L2)

is set at -100 V before L3 is grounded. This continues until the ions reach the segmented rotating

wall electrodes (W1−W8). At this point the rotating wall electrode voltage is increased to -610 V,

and the adjacent electrodes T2 and T3 have their voltages set to -534 V. The trap frequency for this

potential is wz/(2π) = 888.2 kHz (see the following section, 3.2.1). The transport process takes

about 1 minute, with 5 seconds between each step of the trap voltages. At this point the Doppler

cooling is turned on, and the ions may be ‘spun-up’ into a cold crystal (see Sec. 4.7).

1 Yes, the magnet is older than I am. Barely. Don’t ask about the age of the dye lasers.
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3.2.1 Trap potentials and characteristics

As was described in Sec. 2.1.4, the choice of trap geometry plus voltages applied to the

electrodes sets the potential at the ions. Through simulations of the trap potential, we determine

the electrode voltages that will yield the most desirable trapping potential. In general, a high trap

frequency (for better Lamb-Dicke confinement) and minimized higher-order anharmonic contribu-

tions is best, though it has been shown theoretically that a somewhat anharmonic potential can

lead to more uniform two-dimensional crystals [30].

Modeling of the NIST Penning trap electrodes (performed by Carson Teale) yielded the

following matrix of coefficients parameterizing the trap geometry:

Endcap electrodes (T1, T4) Middle electrodes (T2, T3) Center electrode (W1 −W8)

C0 0.0756 0.5157 0.487
C2 0.19197 cm−2 0.37467 cm−2 −0.56663 cm−2

C4 0.06738 cm−4 −0.53148 cm−4 0.46410 cm−4

C6 −0.00983 cm−6 0.29917 cm−6 −0.28934 cm−6

Table 3.1: Table of trap voltage multipole coefficients. The displayed values are multiplied by a
vector corresponding to the trap voltages applied to these electrodes (Vtrap = Vend, Vmid, Vcen) to
yield the coefficients Cn for some n.

Using this table of values, it is possible to calculate the expected potential the ions will

see in the trap. For a particular set of voltages, the trap frequency (COM mode frequency)

ωz can be estimated: ωz =
√

2qC2/mBe, where C2 is calculated from Table 3.1. Typically,

Vtrap = (Vend, Vmid, Vcen) = (0,−1.715 kV, −1.974 kV), where Vend, Vmid, and Vcen are the volt-

ages applied to the endcap electrodes, the middle electrodes, and the central segmented (rotating

wall) electrodes, respectively. With these voltages, ωz/(2π) = 1.60 MHz, which is very close to

the empirically measured value ωz/(2π) = 1.595 MHz. These voltages were chosen to empirically

minimize anharmonicities in the trapping potential (i.e. the C4 term in the potential). Based

on the simulated trap potential, this value of Vtrap would result in an anharmonic contribution of

r4
wC4 = −4.6 V, where rw = 1 cm is the electrode radius. This is a small quantity compared to the

harmonic potential coefficient r2
wC2 = 476 V.
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3.2.2 Photoionization

Neutral beryllium can be ionized in the NIST Penning trap by way of electron impact ion-

ization or photoionization via a two-photon process with continuous 235 nm laser light. Photoion-

ization offers several advantages, including element and isotope selectivity as well as increased

efficiency relative to electron impact. An additional advantage in the NIST Penning trap is that it

allows for loading ions centrally in the trap, since the photoionization beam can be aligned along

the trap axis and its waist controlled.

There are two steps involved in the photoionization process, as illustrated in Fig. 3.5. First,

235 nm photons resonantly drive the transition 1S0 → 1P1 and subsequently the valence electron is

excited from 1P1 to the continuum, a transition that requires less energy and thus can be driven by a

second photon resonant with the initial transition. At zero magnetic field, the 1S0 → 1P1 transition

wavelength is well-known to be 234.9329 nm, and the wavelength to reach continuum is 306.5 nm

[31]. However, at high magnetic field the 1P1 state is split into 3 components: mL = 0, which is

not shifted, and mL = ±1, which are shifted by ±62.28 GHz at 4.5 T. Since the photoionization

beam is aligned along the trap axis and thus parallel to the magnetic field, the ∆m = 0 transition

cannot be driven (as this would require π polarization parallel to the magnetic field). Taking into

account this ∼62 GHz shift, either of the mL = ±1 transitions may instead be driven.

3.3 Lasers

Four lasers are used to produce the ∼313 nm light used for Doppler cooling, the ODF,

repumping, and EIT cooling beams. All four lasers continuously output light at 626 nm, which

is subsequently frequency doubled by cavity-enhanced second-harmonic generation (SHG) [32]. A

pair of Toptica TA-SHG PRO systems produce 626 nm light used for EIT cooling, and one of which

doubles as the repumper. These are both grating-stabilized external-cavity diode lasers (ECDL)

which are amplified in a tapered semiconductor chip and frequency doubled in a resonant SHG

stage. Their specified output power is ∼500 mW with a linewidth better than 200 kHz. A second
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Figure 3.5: Level structure relevant for beryllium photoionization. The first step of the process is
a resonant excitation from 1S0 → 1P1. From there, a second photon excites the electron to the
continuum, ionizing the atom.
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pair of lasers are used for the Doppler cooling and ODF. These are both Coherent dye lasers 2

which output 626 nm light and are pumped by Coherent Verdi V series diode-pumped solid-state

(DPSS) lasers at 532 nm. The 626 nm output power is dependent on the pump power, but typically

ranges from ∼400− 800 mW. The Doppler cooling laser and one of the EIT cooling lasers are both

frequency stabilized to separate Iodine saturation spectroscopy setups. The ODF and repump

lasers are not frequency stabilized, though when the repump laser is being used for EIT cooling it

is phase locked to the other Toptica EIT cooling laser (see Sec. 5.3).

The 626 nm light is sent via optical fiber from the laser table to the experiment table. From

there, the light is frequency doubled after which each beam is sent through a double-pass AOM

arrangement that allows for rapid on/off switching as well as frequency and phase control. The

AOM retroreflection involves a three mirror configuration to mitigate beam steering from thermal

refraction effects in the AOM [33]. The ODF, parallel Doppler cooling, and EIT cooling beams are

∼1 mm in diameter and roughly symmetric, i.e. circular. The diameters are large compared to the

size of the crystal, ensuring uniform illumination of the ions. The perpendicular cooling beam is

tightly focused with a diameter of < 50 µm at the ions. Typical powers are: ∼15 mW for the ODF,

150 µW for the parallel cooling, and < 10 µW for the perpendicular cooling. The EIT cooling

beam powers are set according to the necessary detuning (see Ch. 5).

3.4 Imaging

Imaging of the ions is performed either along the axis of the trap (’bottom-view’) or perpen-

dicular to the trap axis (’side-view’). The bottom-view imaging uses an f/2 objective while the

side-view uses an f/5 objective. In either imaging orientation, photons can be collected either on a

spatially resolving electron multiplying charge-coupled device (EMCCD) camera (Andor iXon) or

a photomultiplier tube (PMT). Additionally, the on-axis bottom-view imaging can be performed

with a detector offering precise spatial and temporal resolution: a micro-channel plate (MCP) stack

with a photocathode and resistive anode. This MCP-based imaging PMT allows for tagging each

2 See footnote 1
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Figure 3.6: Ion crystals of various sizes imaged with single-ion resolution. The view is along the
trap axis.

collected photon with (x, y, t) coordinates, enabling a transformation into the rotating frame and

the formation of ion crystal images with single ion resolution (as in Figs. 3.6 and 3.7). For the work

documented in this thesis, all readout of the ion spin states was performed with global fluorescence

imaged onto the side-view PMT.

3.5 Microwaves

For global rotations of the spins, we use a resonant 124 GHz microwave source. The rele-

vant calibrations are described in Sec. 4.4. This section will summarize the microwave and RF

components used to produce the 124 GHz. Figure 3.8 provides an overview.

A low noise quartz oscillator at 100 MHz provides the reference signal which ultimately is

multiplied up to 124 GHz. This oscillator which serves as the phase reference is an LNFR-100,

produced by Spectra Dynamics. The LNFR-100 consists of two phase-locked quartz oscillators, one

at 5 MHz and the other at 100 MHz. For frequency offsets greater than 100 Hz, the phase noise is

determined by the 100 MHz crystal oscillator. By default, the phase noise for offsets below 2 Hz are

set by the external reference (5 MHz maser) though this frequency offset has been reduced to 0.25

Hz for the device used here. Between 100 Hz and 0.25 Hz, the 100 MHz output is disciplined by the 5

MHz oscillator. Phase locked to the 100 MHz oscillator is a Lucix Inc. 15.2 GHz dielectric resonator

oscillator (DRO). An FPGA controlled DDS phase locked to the 5 MHz maser outputs ∼300 MHz

which is mixed with the 15.2 GHz source. This allows for agile control of the phase and frequency of

the 124 GHz microwave source. A Polyphase Microwave single-sideband modulator (SSB140180A)
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Figure 3.7: Comparison of side-view and bottom-view (on-axis) imaging in the lab frame and also
in the rotating frame. Top: a view from the side of a 2D array of ions imaged on a CCD camera.
Bottom left: on-axis image of 2D ion crystal in the lab frame, again imaged on a CCD camera.
Rings appear because the crystal is rotating. Bottom right: on-axis image of a 2D ion crystal in
the rotating frame. Here each photon has been tagged with (x, y, t) coordinates and, because the
rotation frequency is known, a transformation into the rotating frame is possible.
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serves as the mixer and outputs ∼15.5 GHz. For rapid switching, a TTL-controlled absorptive

switch (HMC-C011 from Hitite) is used. Before the final amplification and multiplication stage,

the signal is sent through an Anatech 15.5 GHz bandpass filter. Finally, an amplifier-multiplier

chain (AMC) from Virginia Diode Inc. multiplies and amplifies up to ∼200 mW at 124 GHz (x8).

The output is routed to the ions by way of a WR8 waveguide left open-ended.
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Figure 3.8: Schematic of microwave chain used to produce 124 GHz. 100 MHz reference signal is
produced by a Spectra Dynamics Inc. LNFR-100 low noise quartz oscillator. A Lucix Inc. 15.2 GHz
DRO is phase locked to the 100 MHz oscillator, as is the ∼300 MHz output of an FPGA controlled
DDS used for fine phase and frequency control. These two signals are mixed together with a single-
sideband mixer from Polyphase Microwave. A TTL-controlled absorptive switch (Hitite) allows for
rapid switching. The ∼15.5 GHz signal is sent through a 100 MHz band pass filter centered at 15.5
GHz from Anatech Inc. Finally, the 15.5 GHz is sent to an amplifier-multiplier chain (AMC) from
Virginia Diode Inc. which outputs 124 GHz. This is sent via WR8 waveguide to the ions, which is
left open-ended (i.e. no horn is used).



Chapter 4

Alignment and calibrations

This chapter is concerned with experimental alignment and calibration techniques. For the

experimental work discussed in this thesis, certain parameters must be measured and controlled. So,

in what follows the processes for performing these measurements and calibrations will be delineated.

4.1 ODF alignment and rotating wall harmonics

The ODF Hamiltonian was discussed in detail in Sec. 2.4.1. In that section, the wavevector

δ~k of the 1D optical lattice produced by the two interfering laser beams was assumed to be parallel

to the ẑ-axis. If the wavefronts of the lattice are not normal to the ẑ-axis (see Fig 4.1), then the

ODF for a particular ion in the crystal will depend on the (x, y) position of that ion, complicating

the interaction generated. In this section, the procedure for aligning the ODF wavevector δ~k and

estimating the misalignment error will be described. With the technique described here, we estimate

the misalignment error can be |θerr| ≤ 0.01◦.

To minimize θerr and sensitively align δ~k, we minimize the decoherence of the spins with

ĤODF applied and the difference frequency µ tuned to a harmonic of the rotation frequency of the

ion crystal such that µ = nωr. Comparing the decoherence from pairs of harmonics allows for

extracting an estimate of the misalignment error θerr.

The sequence used is shown in Fig. 4.2. This is a Ramsey sequence with interaction time

τ during which ĤODF is turned on with µ = nωr. The final π/2 pulse about the ŷ-axis rotates

the spins down. With some misalignment of δ~k, there will be a coupling of the (harmonic of the)
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Figure 4.1: Illustration of ODF 1D lattice wavefronts (red lines). Ideally these wavefronts are
aligned with the ion array (blue dots) such that θerr = 0. For this work, λ = 2π/δ~k = 900 nm.

Figure 4.2: Illustration of experimental sequence used to optimize ODF wavefront alignment. a
Ramsey sequence with interaction time τ is used. The interaction ĤODF is applied for τ with the
frequency of the resulting spin-dependent force tuned to a harmonic of the rotation frequency of
the ion crystal, µ = nωr. The final π/2 rotation about the ŷ-axis rotates the spins down such that
any dephasing due to coupling into the rotation of the crystal appears on average as decoherence -
a shortening of the Bloch vector.
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rotation of the ion crystal to the spins that will result in precession of the spins. Averaged over many

iterations this signal becomes an inhomogeneous dephasing of the spins, which in this sequence is

translated into an effective shortening of the Bloch vector. Thus the signal to be minimized is

increased spin population in |↑〉, where ideally the spins would end in |↓〉 (with some shortening of

the Bloch vector due to photon scattering).

In more detail (and following notes from John Bollinger), the full interaction is

ĤODF =
∑
i

U cos(~keff · ~ri(t)− µt)σ̂iz, (4.1)

where ~keff = (~k⊥, kz) is the effective wavevector of the 1D optical lattice and

~ri(t) = (ρi cos(ωrt+ φi), ρi sin(ωrt+ φi), ẑi) is the position of ion i. Here the ion crystal is defined

as being in the x−y plane and the ODF wavevector is assumed to be in along the ẑ-axis with some

component ~k⊥ in the x− y plane.

The interaction can be rewritten as

ĤODF = U/2
∑
i

eikz ẑiei(k⊥,xρi cos(ωrt+φi)+k⊥,yρi sin(ωrt+φi)−µt)σ̂iz + c.c.. (4.2)

The above expression is accurate for a general misalignment in the x−y plane, but we can redefine

the axes, assume that k⊥,y = 0, and set k⊥,x = k⊥. Then, in the Lamb-Dicke regime:

ĤODF = DWF U/2
∑
i

ei(k⊥ρi cos(ωrt+φi)−µt)σ̂iz + c.c., (4.3)

where DWF = exp(−δk2
〈
ẑ2
i

〉
/2) is the Debye-Waller factor.

The exponential terms in the summation can be written in terms of Bessel functions:

eik⊥ρi cos(ωrt+φi)e−iµt + c.c. =
+∞∑

n=−∞
inJn(k⊥ρi)e

in(ωrt+φi)e−iµt + c.c.. (4.4)

Next we consider the cases where µ = nωr. For each value of n, Eq. 4.4 reduces to a static term plus

other terms with time-dependent exponentials that will tend to average to zero if the interaction

time τ is large compared to a rotation period. Thus, for µ = ωr Eq. 4.4 reduces to
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iJ1(k⊥ρi)e
iφi − iJ1(k⊥ρi)e

−iφi = −2J1(k⊥ρi) sin(φi). (4.5)

Then, for this harmonic of the rotation frequency Eq. 4.3 becomes

ĤODF = DWF U/2
∑
i

−2J1(k⊥ρi) sin(φi). (4.6)

Similarly, for µ = 2ωr, ĤODF = DWF U/2
∑

i 2J2(k⊥ρi) cos(2φi) and for µ = 3ωr, ĤODF =

DWF U/2
∑

i 2J3(k⊥ρi) sin(3φi), and so on.

For µ = ωr, Eq. 4.6 results in precession of the spins by an angle

θn=1 = DWF Uτ/~
∑
i

−2J1(k⊥ρi) sin(φi). (4.7)

The sequence depicted in Fig. 4.2 is sensitive to cos(θ), where θ is an angle relative to the x̂-axis,

and the measured signal is

〈P↑〉 = 1/2− 1/2 〈cos(θ)〉 . (4.8)

Using Eq. 4.7, where we now integrate over all ρ (for an ion crystal of radius R) and φ, and the

fact that
∫ 2π

0 cos(x sin(φ))dφ = 2πJ0(x), Eq. 4.8 can be rewritten as

〈P↑〉n=1 =
1

2
− 1

2

(
2

R2

∫ R

0
ρJ0

(
2DWF Uτ

~
J1(k⊥ρ)

)
dρ

)
. (4.9)

Assuming the argument of J0 is small, Eq. 4.9 can be generalized to

〈P↑〉n =
1

2
− 1

2

(
1−

(
DWF Uτ

~

)2 〈
Jn(k⊥ρ)2

〉)
, (4.10)

where
〈
Jn(k⊥ρ)2

〉
= 2/R2

∫ R
0 ρJn(k⊥ρ)2dρ represents an average over the area of the crystal.

Since the signal P↑ is proportional to
〈
Jn(k⊥ρ)2

〉
, then the ratio of the signal from adjacent

harmonics is

〈P↑〉n=m

〈P↑〉n=m−1

=

〈
Jm(k⊥ρ)2

〉
〈Jm−1(k⊥ρ)2〉

(4.11)

If k⊥ρ� 1 (that is, the alignment is good), then another small argument simplification is possible

(Jn(x) ≈ 1
n!(

x
2 )2 for x � 1) and a quantitative analysis of the alignment is possible. Performing

some algebra and integrating, Eq. 4.11 becomes
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Figure 4.3: Rotational harmonics for various angles of misalignment. From left to right, the
alignment is improved. The leftmost plot shows many harmonics of the rotational frequency and
sign of the axial drumhead modes - indicative of very poor alignment of the ODF wavefronts. In the
middle, the alignment has been improved but still several higher order harmonics are visible. On
the right, now the drumhead mode spectrum is clear and only the first harmonic of the rotational
frequency is visible - indicating good alignment of the ODF wavefronts. By comparing the ratios of
the peaks of these harmonics, it is possible to back out a quantitative estimate of the misalignment
angle (see main text).

〈P↑〉n=m

〈P↑〉n=m−1

=
1

4m(m+ 1)
k2
⊥R

2. (4.12)

Then, by solving for k⊥, the angle of misalignment can be estimated given the radius R of the ion

crystal since

tan(θerr) =
k⊥
δk

= k⊥
900 nm

2π
. (4.13)

So, with that it is possible to estimate the misalignment error of the ODF wavefronts. To

minimize such an error, the procedure we use is to perform the sequence in Fig. 4.2 and jump the

difference frequency µ between the first four harmonics of the rotation frequency. By minimizing

these features - and in particular, by minimizing the higher order harmonics first and then moving

to lower order harmonics - by walking the two beams with sets of motorized mirror mounts k⊥ can

likewise be minimized.

The alignment procedure is robust week-to-week and can be checked by scanning the ODF

difference frequency µ across several of the rotation frequency harmonics. By taking the ratio of

pairs of the features associated with the rotation harmonics, Eqs. 4.12 and 4.13 can be used to

ascertain the misalignment angle and determine if improvement is required.
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4.2 Spin-dependent force amplitude calibration

For many experiments performed with the NIST Penning trap, an independent calibration

of the applied spin-dependent force is necessary. In particular, for the theory used in extracting

the mode occupation or measuring displacements of the ion crystal (techniques used extensively in

the main experimental results of this thesis, Chs. 5, 6, 7) the amplitude of the force is a necessary

parameter. This section will explain two procedures used to measure the amplitude of the ODF.

The first involves measuring the ACSS of the beams individually with a known polarization, and

then translating this into the expected optical dipole force amplitude. The second method is a

more direct measure of the force, but relies on a more detailed analysis. The idea is to measure

the precession of the spins under the influence of the ODF Hamiltonian in a regime where ĤODF

is dominated by mean field spin interactions [13].

4.2.1 ACSS calibration

Measuring the ACSS of the ions actually serves two purposes: it allows for aligning the

beams by maximizing the intensity of the light on the ions, and allows for a measurement of the

ACSS that can be used to calibrate the amplitude of the ODF. To do this measurement, first

the spin-flip frequency (the qubit frequency, that is) is measured in a Rabi experiment. Then the

Rabi sequence is repeated, but now with one of the two ODF beams on during the microwave

π-pulse. The polarization for both ODF beams is rotated such that they are π-polarized, i.e. are

linearly polarized along the ẑ-axis. The spin-flip frequency will be shifted by an amount ∆acss,0.

In general, ∆acss = (A↑ −A↓) cos2(φp) + (B↑ −B↓) sin2(φp), where A↑(A↓) is the AC Stark shift of

the |↑〉 (|↓〉) state for a π-polarized beam (i.e. ε̂ parallel to ẑ) and B↑(B↓) is the AC Stark shift of

the |↑〉 (|↓〉) state for a σ-polarized beam (i.e. ε̂ perpendicular to ẑ). However in this case, φp = 0

and ∆acss,0 = A↑ − A↓. The spin-dependent force is set up such that ∆acss = 0 by rotating the

polarization of the beams to φp ≈ 65◦ (see Sec 4.3) subsequent to the ACSS measurement, and

thus
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(A↑ −A↓) cos2(φp) = −(B↑ −B↓) sin2(φp). (4.14)

With the additional requirement that F↑ = −F↓ (again, described in Sec. 4.3, and also from Eq.

2.20),

F0 = 2~δk(A↑ cos2(φp)−B↑ sin2(φp)) = 2~δk(A↓ cos2(φp)−B↓ sin2(φp)), (4.15)

it can be shown that B↑ = A↓ cos2(φp)/ sin2(φp). Thus,

F0 = 2~δk∆acss,0 cos2(φp), (4.16)

where ∆acss,0 is the ACSS (in units of angular frequency) with φp = 0 for both beams measured

separately and then averaged together. This is, then, a simple way to get an estimate of the

expected ODF.

4.2.2 Mean field spin precession calibration

A more rigorous approach to measuring F0, the amplitude of the spin-dependent force result-

ing from the ODF, involves applying the Ising Hamiltonian

H =
1

N

∑
i<j

Ji,j σ̂
z
i σ̂

z
j , (4.17)

where σ̂zi is the z-component of the Pauli spin matrix for ion i, and Ji,j is the amplitude of a

coupling between ions i and j. This interaction is produced by way of the usual spin-motion

coupling Hamiltonian, ĤODF = F0 cos(µt)
∑

i ẑiσ̂
z
i , with the detuning δ = µ − ωz = 2π/τ (where

τ is the interaction time) chosen to decouple the spin and motional degrees of freedom at the end

of the sequence [34]. By selecting a detuning significantly closer to the COM mode than any other

mode (for example, δ/(2π) = 1 kHz), the Ising interaction is independent of the distance between

the ions and the pairwise coupling between spins is homogeneous:

Ji,j ≈ J̄ =
F 2

0

4~mBeωzδ
. (4.18)
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Figure 4.4: Illustration of the sequence used to measure mean field spin precession. a) After the
ions are prepared in the state |↑〉, a spin echo sequence is applied with an initial variable rotation
of the spins by an angle θ and a final π/2 rotation about the x̂-axis. b) Bloch sphere illustration
of the spins precessing [13]. The numbers in black circles correspond to the point in the sequence
with the same number in a).

From this expression, F0 can be extracted if the quantity J̄ , which is the spin-spin coupling in

the all-to-all coupling regime, is measured. This can be done by applying the Hamiltonian in Eq.

4.17 and measuring the resulting mean field spin precession [13, 14]. The mean field prediction for

Eq. 4.17 is that this interaction for ion j can be modelled as an effective magnetic field due to

the remaining N − 1 ions, HMF =
∑N

j=1 B̄j σ̂
z
j /2 with B̄j = 2/N

∑
i 6=j Ji,j 〈σ̂zi 〉 [13, 14]. Mean field

theory refers to treating a Hamiltonian that describes the interactions between component objects

to first order in the fluctuations about the average value of the components. For this to be a valid

approximation, the product of the interaction strength and duration (J̄2τ) must be small. This

effective magnetic field B̄j will give rise to spin precession about the ẑ-axis in excess of what would

result from Larmor precession, which can be measured.

Figure 4.4 illustrates the sequence used to measure the mean field precession of the spins.

Following preparation of the spins in the |↑〉 state, a variable duration microwave pulse rotates

the spin by an amount θ. Upon application of the ODF Hamiltonian Eq. 4.17 the spins undergo

precession about the ẑ-axis by an amount that depends on the initial tipping angle θ. A final π/2

microwave rotation about the x̂-axis maps rotations into excursions above or below the equator of

the Bloch sphere. Read out is performed with global fluorescence imaging, and the probability of

detecting the |↑〉 state is:
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Figure 4.5: Mean field precession experimental data used for calibration of F0, the amplitude of
the spin-dependent force. The sequence used is depicted in Fig. 4.4. Here, the detuning δ/2π = 8
kHz and the arm time τ = 125 µs. The y-axis is the probability of the ions being in the |↑〉 state,
and the x-axis is the initial angle of rotation for the spins, θ. The blue points are experimental
data and the orange line is a fit for J̄ in Eq. 4.19. From the fit, J̄ = 1276.7 1/s and so, F0 = 63.6
yN from Eq. 4.18

.
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P↑ =
1

2

(
1− e(−Γ2τ) sin(θ) sin(2J̄ cos(θ)2τ)

)
. (4.19)

Fitting to Eq. 4.19 allows for extracting the value of J̄ , which in turns yields the amplitude of the

ODF, F0. Figure 4.5 shows an example of such an experiment and fit.

4.3 ODF wavelength and polarization calibration

As was explained in Secs 2.4.1 and 2.4.2, the wavelength and polarization of the light used

to produce the ODF are tuned such that the force on an ion in the state |↑〉 is equal and opposite

to the force on an ion in |↓〉 (F↑ = −F↓) and such that there is no net (time-independent) ACSS

on the qubit transition. This section will explain the empirical calibrations used to determine the

optimal wavelength and polarizations for the ODF beams.

The process for optimizing the ODF parameters involves multiple stages. After ensuring

the ODF beams are well-aligned (see Sec. 4.1) and for a particular value of the laser frequency,

the polarizations for the beams should be checked. The ODF laser beam path is schematized in

Fig. 4.6. The 313 nm output of a resonant cavity doubler is split into two paths, both of which

pass through a double-pass AOM arrangement to allow for precise and rapid frequency, phase, and

amplitude control. Ideally, both beams will have linear polarization at the ions, with the angle of

polarization relative to vertical (the trap axis) controlled by a computer-controlled λ/2 waveplate.

To counteract circular or elliptical polarization that can be mixed in due to reflections off of mirror

surfaces along the way to the ions, each beam passes through an λ/4 waveplate.

Setting the polarization of each beam nominally vertical (i.e. φp = 0, see Fig. 2.8), we rotate

λ/4 waveplate to maximize the ACSS’s individually using an experiment like that described in the

previous section 4.2.1. This should provide a good starting point with vertically polarized laser

beams at the ions. With the linear polarization of both beams optimized, the λ/2 waveplates can

now be set such that the ACSS on the qubit is nulled - that is that the ACSS’s on the |↑〉 and |↓〉 are

equal. This calibration can be performed with a Rabi experiment (4.2.1), but a Ramsey sequence
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with a longer interrogation time allows for finer frequency resolution and thus more precise nulling

of the ACSS on the qubit. The sequence is simply to rotate the spins to the equator of the Bloch

sphere, turn on one of the two ODF beams, let the spins freely evolve for some period of time,

and then attempt to rotate down. If the presence of the single ODF beam does not shift the qubit

transition frequency, then the spins will end up in the dark |↓〉 state. The sequence is repeated as

a function of the computer-controlled λ/2 waveplates, and fitting to the fringe allows for precisely

determining the optimal angle for achieving the desired polarization that nulls the ACSS on the

qubit. With long Ramsey sequences (∼1 ms), care must be taken to be centered on the proper

fringe - typically this is done by reducing the interaction time until it’s clear which feature should

be focused on.

When the polarizations of the laser beams are not purely vertical or horizontal, reflections

off of dielectric mirrors are no longer pure S- or P-polarized. This can result in some elliptical

polarization at the ions when the λ/2 waveplates are rotated by angles other than 0◦ or 45◦

(corresponding to vertical or horizontal polarization). For an individual beam this does not change

the condition that nulls the ACSS (i.e. the rotation angle of the λ/2 waveplate). However, if the

relative phase shifts between the vertical and horizontal polarization components of the individual

beams are not identical, then it is possible to acquire a spin-independent force that has a 90◦ phase

shift relative to the spin-dependent force. To null this spin-independent force and maximize the

spin-dependent force, the relative phase shift between the vertical and horizontal polarization of the

second beam needs to be set to π relative to the first beam. We do this by introducing a variable

phase shift to the horizontal polarization component relative to vertical for one beam, specifically a

λ/2 waveplate is introduced to the beam path with its fast axis aligned vertically but on a rotation

stage such that it may be twisted about an axis normal to the optical table. By performing a

spin-echo Ramsey type experiment (with final rotation down, such that the spins ideally end in

the |↓〉 state) with the ODF tuned resonantly with the COM mode, the spin-dependent force will

drive a spin-dependent displacement and subsequently reverse this displacement. However, if a

spin-independent force is present a signal will remain. Repeating this experiment many times while
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Figure 4.6: Schematic of the ODF laser beam paths. 626 nm laser light is piped over to the
experiment optical table via fiber (not shown) and is coupled into a resonant doubling cavity,
which outputs ∼100 mW of 313 nm light. A 50/50 beamsplitter directs two beams into a twin pair
of double-pass AOM setups, with the frequency of one set to µ/2 higher frequency such that there
is a difference frequency between the two beams of µ. Feedback stabilization is used to control
the power level in each beam and mitigate both noise and drift in the amplitude. Both beams
pass through a λ/2 and λ/4 waveplate - which allow for setting the proper linear polarization of
the beams - and one beam passes through a twisted λ/2 waveplate that acts as a phase shifter
for horizontal relative to vertical polarization of that beam. Sets of computer controlled motorized
mirror mounts are used for precise alignment of the beams on the ions. Finally, a pair of pickoffs
just before the magnet are used to set up an interferometer to monitor the beatnote between the
two beams and phase stabilize this signal.
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twisting the λ/2 waveplate allows for nulling the spin-independent force, and thus maximizing the

spin-dependent force.

Finally, the condition that F↑ = −F↓ should be verified. Satisfying this condition depends

on choosing the appropriate frequency for the ODF laser, as it is the detuning from the nearest

transitions out of the two qubit states that sets the ACSSs, and thus the spin-dependent force, for

these two states. The experimental sequence used to set this condition is similar to that described in

Sec. 4.2.2, except the initial microwave pulse is set to be a π/2 rotation and the second application

of the ODF has detuning −δ i.e. µ is switched from positively detuned relative to the COM mode

to negative. The result is spin squeezing in the first arm that is - ideally - subsequently undone in

the second arm. The π pulse in the middle of the sequence flips |↑〉 → |↓〉 such that if F↑ 6= −F↓

there will be a rotation of the spins about the ẑ-axis. Varying the duration of the final rotation

about the x̂-axis will reveal this rotation by way of oscillations about the equator of the Bloch

sphere. This experiment can be repeated for different laser frequencies until the signal is flat, and

no oscillations are observed.

4.4 Qubit calibrations

Any quantum experiment relies on coherence in some form: the ability of the elements of the

system to interfere with each other is a crucial part of what makes the experiment ‘quantum’. Loss

of coherence (decoherence) results in degradation (or in some cases destruction) of the experiment.

The longevity of a quantum state is important because experiments are not instantaneous. Thus

it is critical that the coherence time of our qubit exceed the duration of a single iteration of an

experiment. However, noise in some form invariably finds its way in, and must either be mitigated

or measured. This section will address calibrations performed to measure the regular and dominant

noise sources present in our system that affect the qubit.
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4.4.1 Spin flip frequency

The first steps with performing any measurements with the qubit involve calibrating the

rotations required. That is, π and π/2 qubit rotations about different axes resonantly driven with

our microwave source must be calibrated by measuring both the transition frequency between the

two levels in the qubit (i.e. the spin-flip frequency) as well as the time required to drive the

transition (the π time, tπ).

The simplest way to do this is to perform a Rabi experiment, where - after cooling and

preparing the spins in the |↑〉 state - the microwave drive is tuned to near the spin-flip frequency

and turned on for a period of time t, causing the spins to rotate away from |↑〉 and populate |↓〉.

The population in |↑〉 is written

< P↑ >= 1− 1

1 +
(

∆
Ω

)2 sin2

Ωt

2

√
1 +

(
∆

Ω

)2
 , (4.20)

where ∆ is the frequency detuning of the driving field relative to the transition frequency, t is the

driving time, and Ω = π/tπ is the Rabi rate.

By varying the detuning ∆ across the transition frequency, the population is transferred from

|↑〉 to |↓〉 and the minimum in < P↑ > can be fit to extract the spin-flip frequency. Figure 4.7 a)

shows an example of such a Rabi experiment frequency scan where the data is fit to with Eq. 4.21

to extract the spin-flip frequency. Likewise, the driving time t can be varied with ∆ = 0 and tπ

can be determined (Fig. 4.7 b)).

The frequency resolution of this Rabi experiment is limited by the time the drive is applied,

tπ, which for the NIST Penning trap is typically ≈ 45 µs. For improved frequency resolution, a

Ramsey sequence may instead be used. Here, the frequency resolution is instead set by the free

evolution period by between two microwave π/2 rotations. The population in the state < P↑ > as

a function of detuning ∆ is

< P↑ >= 1− sin2

(
∆T

2

)
, (4.21)

where T is the free precession time. Figure 4.8 illustrates a calibration of the spin-flip frequency

using a Ramsey sequence with T = 700 µs.



46

Figure 4.7: a) Rabi experiment where the frequency of the drive is scanned across the spin-flip
transition. The black points are data with tπ = 43.68 µs, from b). The blue line is a fit using Eq.
4.20 and gives a spin-flip frequency of fsf/(2π) = 124.01940657(4) GHz. Note: the x-axis is offset
by 124 GHz, for readability. b) Rabi experiment where the duration of the drive is varied. The
black points are data using a spin-flip transition frequency measured just before, as in a). The blue
line is a fit using Eq. 4.20 and from it tπ = 43.683(2) µs.

Figure 4.8: Central fringe of Ramsey experiment where the frequency of the drive is scanned across
the qubit spin-flip transition. Black points are experimental data for a Ramsey interaction time
T = 700 µs. The blue line is a fit using Eq. 4.21. The fit yields a spin-flip transition frequency of
f/(2π) = 124.019405995(3) GHz. Note: the x-axis is offset by 124 GHz, for readability.
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4.4.2 Spin dephasing: magnetic field fluctuations and photon scattering

Noise is the limitation for most experiments, and characterizing the noise present in the

system is crucial for understanding it. In the NIST Penning trap experiment - aside from (the

(nearly) unavoidable) projection noise - spin dephasing due to magnetic field fluctuations and

photon scattering from the off-resonant lasers used to produce the ODF (since Rayleigh rather

than Raman scattering is dominant [35]) is the predominant source of noise. This section will

explain the characterization that is regularly performed to ascertain the spin dephasing present in

the system.

Since magnetic field fluctuations are an important source of noise that gives rise to dephasing

of the spins, and though this noise can be mitigated by floating the optical table [36], nearly all

experiments performed with the NIST Penning trap are in a spin-echo Ramsey sequence. So, to

characterize the relevant spin dephasing due to magnetic field fluctuations, we perform a spin-echo

Ramsey experiment while varying the free evolution time. Figure 4.9(a) shows the experimental

data and a fit used to extract the observed dephasing, which we model as Gaussian noise due to

magnetic field fluctuations. The contrast (ŷ-axis) represents the the length of the Bloch vector with

1 being fully coherent and a contrast of 0 meaning the state has decohered. If δ is the shot-to-shot

frequency deviation of the spin-flip frequency from its mean, then the length of the Bloch vector

can be written as < σ̂x >=< cosφ >= exp(−0.5(2τδrms)
2), where φ = δ2τ is the phase difference

between the microwaves driving the spin flip and the spins and 2τ is the total interaction time of

the sequence. By fitting to the decay of the Bloch vector length (the contrast) as plotted in Fig.

4.9, the rms frequency fluctuations of the spin-flip frequency due to magnetic field fluctuations can

be extracted. Typically, δrms is on the order of 10s of Hz.

Having characterized the background noise due to magnetic field fluctuations, the next step

is to turn on the ODF beams - the other significant contributor to spin dephasing. Each of the two

ODF beams causing spin dephasing due to off-resonant light scattering. In the regime the NIST

Penning trap operates in, Rayleigh scattering is the dominant source of decoherence over Raman
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Figure 4.9: a) Dephasing due to magnetic field fluctuations. Blue points are data and the orange
line is a fit that yields rms spin-flip frequency fluctuations of 48 Hz. b) Dephasing due to photon
scattering from the off-resonance lasers that produce the ODF. The blue and orange points are
data for the single ODF beam decoherence rates, ‘upper’ and ‘lower’ beams respectively. The green
points are data for both beams on together. The black lines are fits to the data. In this case, the
upper, lower, and combined rates are 34, 41, and 81 1/s, respectively.
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scattering [35]. Typically, Γel ≈ 4Γram. As a result, the dominant effect of photon scattering here

is spin dephasing rather than spin-flip errors. To empirically measure this dephasing rate, again a

spin-echo Ramsey sequence is used - now with the ODF turned on during the two free evolution

periods each of time τ (for a total interaction time of 2τ). Similar to before, the contrast is given by

< σ̂x >= exp(−Γtot2τ), where Γtot = 1
2(Γram + Γel). This procedure is performed with each beam

individually, followed by both beams together. Figure 4.9(b) is an example of such a dataset. As

a result of the ACSS being nulled as well as the amplitudes stabilized for each beam, decoherence

due to laser power fluctuations is negligible. Additionally, good agreement between the sum of the

individual decoherence rates and the combined decoherence rate indicates additional decoherence

due to spin-motion entangelement is not present. Thus the dominant noise source - spin dephasing

due to photon scattering (in particular, elastic Rayleigh scattering) - may be characterized.

4.5 Spin precession induced by ion motion

Measuring the spin precession that is produced through the application of a spin-dependent

force (Eq. 2.14) gives information that can be used to evaluate the occupation of a particular

motional mode of the ion crystal (Sec. 4.6 and Ch. 5) as well as driven motion of the crystal

(Ch. 6). This technique is useful in the Penning trap setup, as it is simpler to implement than

using Raman sidebands for the case of a qubit frequency of 124 GHz. This section will summarize

results [12] that describe the observed spin precession due to the appropriate application of Eq.

2.14, which is relevant for much of the rest of this thesis. More details are available in that paper,

as well as [37].

The COM mode is, for the Penning trap experiment, the most used mode. Therefore, the

derivation in [12] outlined here considers just the COM mode. The interaction Hamiltonian 2.14

for the spins coupling just with the COM mode is

ĤODF = F0 cos(µt+ φ)
z0√
N

(
âe−iωzt + â†eiωzt

) N∑
i=1

σ̂zi , (4.22)
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where z0 =
√

~/(2mBeωz) is the ground state wave function size of a single ion, â(â†) is the lowering

(raising) operator for the COM mode, and φ is the phase of the ODF. With the ODF frequency

µ ≈ ωz, the resulting spin-dependent displacement dominates over other signals (for moderately

large excitations, see Sec. 5 for details) and the evolution of the system due to Eq. 4.22 is dictated

by the product of spin-dependent displacement operators

D̂(α) =
N∏
i=1

exp([αâ† − α?â]σ̂zi ). (4.23)

For µ = ωz, the amplitude of the spin-dependent excitation of the COM mode is

α(τ, φ) = −i F0z0τ

2~
√
N
eiφ, (4.24)

where τ is the time the ODF is applied. A spin-independent displacement is defined as

D̂(α0) = exp([α0â
† − α?0â]. (4.25)

If the ions begin in a coherent state of COM motion, then the initial state is |ψ〉 = |↑〉 |α0〉.

With a π/2 qubit rotation, the state becomes |ψ〉 = 1/
√

2(|↑〉+ |↓〉)D̂(α0) |0〉. After application of

the ODF for a time τ , the state evolves to

|ψ〉 =
1√
2
e−iθ |↑〉 |α+ α0〉+

1√
2
eiθ |↓〉 |−α+ α0〉 (4.26)

where θ = Im(αα?0). By evaluating the expectation values
〈
Ŝx

〉
and

〈
Ŝy

〉
, it can be shown

that the effect of the ODF is to cause a coherent rotation of the spins about the ẑ-axis by an

amount θcoh = 4Im(αα?0). This angle can then be read out by applying another qubit rotation and

performing state-dependent readout. The spin precession θcoh is a sensitive measure of COM motion

excited by electric fields (see Chs. 6 and 7) and also can be used as a diagnostic for the occupation

of a motional mode, as will be outlined in the subsequent section (and also used extensively in Sec.

5).
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4.6 Measuring the mode occupation

The thermal occupation of the COM mode is a useful diagnostic, and also a parameter needed

for other experimental analysis. This section will give an overview of the procedure used to perform

this measurement, as well as the theory needed to extract a value for the COM mode occupation.

From the previous section, application of the ODF resonant with the COM mode µ = ωz

results in a rotation of the spins by an angle θcoh = 4Im(αα?0). If the sequence used is instead a

spin echo (useful for mitigating noise from magnetic field fluctuations) as depicted in Fig. 4.10,

then the spin-dependent displacement is modified to

α =
F0z0

2~
√
N

(1− eiδτ )

δ

(
1− e(iδ(τ+tπ)+φODF)

)
, (4.27)

where τ is the duration of each ODF application on either side of the π-pulse, tπ is the duration

of the π− pulse, δ = µ− ωz, and φODF is the phase of the ODF in the second arm relative to the

first. For the sequence in Fig. 4.10, φODF = 0 and the final qubit rotation results in a signal

< P↑ >=
1

2

(
1− e−Γtot2τe−2|α|2(2n̄+1) cos(4J)N−1

)
, (4.28)

where n̄ is the COM mode mean phonon number, and Γtot is the dephasing rate due to photon

scattering from the ODF lasers (Sec. 4.4.2). The spin-spin coupling J (described in Sec. 4.2.2) has

a dependence on the frequency detuning δ, which is given by

J =
F 2

0 z
2
0

4~2Nδ2
(2δτ + sin(δ(2τ + tπ)) + sin(δtπ)− 2 sin(δτ)− 2 sin(δ(τ + tπ)). (4.29)

Using the sequence in Fig. 4.10 and varying the ODF frequency µ across the COM mode

frequency ωz, the lineshape of the COM can be fit to and the COM mode thermal occupation can

be extracted. Figure 4.11 shows one such scan with typical parameters, F0 = 66 yN and τ = 200

µs and with a fitted value of n̄ = 4.92 ± 0.4 consistent with the Doppler cooling limit. Note that

for the sequence used here, the signal exactly on resonance with the COM mode is nulled: the spin

precession accumulated in the first arm of the ODF is cancelled by that accumulated in the second
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Figure 4.10: Sequence used to read out the COM mode occupation. The spins are prepared in the
|↑〉 state before being rotated down along x̂. With the ODF frequency tuned to resonance with the
COM mode frequency µ = ωz, the ODF is applied for a time τ and spin precession occurs. The
amplitude and phase of the motion will be governed by a thermal distribution, which is reflected
in shot-to-shot variation of the angle of precession. Following a π rotation of the spins around the
x̂-axis, another application of the ODF results in an equal amount of spin precession (again, for
the case µ = ωz) - but since |↑〉 → |↓〉 due to the π-pulse, the initial rotation is undone. The result
for the case µ = ωz, then, is that the spins end up in the dark |↓〉 state.

Figure 4.11: Experimental data, fit, and theory curves illustrating the COM mode thermometry.
The blue dots are experimental data for the sequence in Fig. 4.10 with τ = 200 µs and F0 = 66 yN.
The orange solid line is a 2-parameter fit to the data for the mode frequency ωz = 1592.04± 0.03
kHz and mean phonon number n̄ = 4.92 ± 0.4. The fit makes use of Eq. 4.28. The red dashed
line is a theory curve from Eq. 4.28 but with J = 0, i.e. ignoring the contribution of the spin-
spin interactions. The purple dashed line is the same expression but with n̄ = 0, illustrating the
contribution of the zero-point motion. The green dashed line is a theory curve (again, Eq. 4.28)
but now with α = 0, i.e. ignoring the spin-motion coupling term and highlighting the spin-spin
component of the interaction.



53

arm. If the phase of the ODF in the second arm was shifted by π relative to the first arm, then

these two signals would accumulate coherently and instead there would be a peak on resonance.

This feature will come in handy later, when cancelling thermal noise is crucial for sensing small

displacements caused by resonant electric fields (see Ch. 7). The dashed lines are theory for different

limits. The orange dashed line neglects the contribution from the spin-spin interactions (that is,

J = 0 in Eq. 4.28). In the regime relevant for this data, this is a reasonable approximation. The

spin-spin contribution is in green (α = 0) and the zero-point motion (n̄ = 0, J = 0) is in purple. An

interesting feature of this technique is that it is sensitive to the zero-point motion. In a different

parameter regime (in particular, when F0 is large and/or n̄ is small), both the zero-point motion

and the spin-spin interactions play a significantly larger role in the COM mode lineshape (see Ch.

5).

4.6.1 COM mode heating rate

The same experiment described in the preceding section can be used to ascertain the heating

rate of a mode. In particular, we are interested in the heating rate of the COM mode. This can

be done by applying the sequence from Sec. 4.6 but with a variable wait time after the state

preparation. The mode will heat during this wait, and by measuring the mode occupation for

various wait times the heating rate can be extracted. Figure 4.12 shows an example of this heating

rate measurement following EIT cooling. A fit to this data yields a heating rate of 58±5 quanta/s.

A typical upper bound on the heating rate is approximately 100 quanta/s. Note that the COM

mode heating rate due to electric field noise increases linearly with the number of ions. Therefore,

this measurement performed with N = 100 ions provides a single-ion heating rate (due to noisy

electric fields) limit of 0.6 quanta/s.

4.7 Spinning up the ions

The method for loading ions has been detailed in Ch. 3. However, after loading ions we

follow a protocol to gather the ions to the center of the trap and cool them to a Coulomb crystal,
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Figure 4.12: By measuring the COM mode occupation after a variable wait, the heating rate can be
extracted. Blue points are data following a fit to the COM mode lineshape, as was demonstrated
in Sec. 4.6. The orange line is a fit to the data and gives a heating rate of 58± 5 quanta/s.
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which is what this section will describe.

When loading via electron impact ionization, it has been empirically observed that the ions

do not appear in the center of the trap. This could be due to off-center loading, or it could be

related to higher-than-desired energy in the ions due to the ionization or transport processes. As

a result, the parallel Doppler cooling (Ch. 2) laser does not interact with the ions and they are

not cooled. Thus, steps must be taken to gather and cool the ions: ‘spinning up’ the ions. With

photoionization, the ions appear in the center of the trap and are cold immediately after loading.

However, due to an effect currently not understood, the COM mode of the ion crystal immediately

after loading is excited (has an elevated mode occupation). To mitigate this, the ions are left in

the trap for some time (typically more than one hour) without the Doppler cooling lasers on (to

avoid converting to BeH+), whereupon the COM mode has relaxed to a more typical state. At

this point, the ions need to be spun up because they have expanded outwards due to a small net

torque.

To gather the ions to the center of the trap, a torque is applied with the perpendicular

cooling laser (Ch. 2). The intensity of the perpendicular laser is maximized and the focusing lens is

displaced by ≈ 2 mm such that the focused beam is displaced as far from the center of the trap as

the trap geometry allows. Moving the perpendicular beam off-center enables this light to interact

with ions in this region. To compress the ions and move them toward the center of the trap, where

the parallel cooling laser will more effectively cool them, the perpendicular cooling laser frequency

is swept from red- to blue-detuned with respect to the typical Doppler cooling frequency (Ch. 2).

The parallel cooling light is blocked with a remotely controlled shutter prior to sweeping to higher

frequencies to prevent heating the axial modes of the ions. At a blue-detuned frequency, photons

interact with the magnetron (rotational) motion of the ions. The effect is that the perpendicular

cooling laser provides a torque by giving energy to the magnetron motion, compressing the ions.

The laser position is stepped back (in roughly 200 µm increments) to close to the center, and the

laser frequency is swept to the blue at each step. At the conclusion of this process, the ions have

been compressed (’spun-up’) and are effectively cooled by both parallel and perpendicular Doppler
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cooling beams, resulting in a Coulomb crystal of ions.

4.8 Ion number calibration

Once the ions have crystallized and the Doppler cooling lasers are aligned, it is useful to learn

the number of 9Be+ ions that are present in the crystal. To do this, we vary the radial confinement

by changing the rotation speed of the crystal with the rotating wall. If the ions are initially relaxed

into a 2D array, increasing the rotation speed will compress the ions and at some point transition

to a 3D crystal with 2 planes. This transition from a single plane to two planes of ions occurs

at a particular frequency that depends on the number of ions. The axial, out-of-plane, drumhead

modes can be characterized with a stiffness matrix. When the eigenvalues of this matrix are real,

the crystal is stable. The point at which the ion crystal transitions between one and two planes is

an instability that occurs when the eigenfrequencies become imaginary. This is analogous to the

zigzag transition for ions in a linear string. By numerically varying the rotation frequency and

determining the eigenvalues of the stiffness matrix, the frequency for the transition from 1 to 2

planes is identified as the point when the eigenvalues become imaginary [38].

As a result, the transition frequency may be used as a proxy for ion number (Fig. 4.13).

Typically, this allows for estimating the ion number with an uncertainty of ∼5%. Of course, on-

axis imaging with single ion resolution allows for exactly counting the number of ions. In practice,

this imaging has not always been set up and is more cumbersome to use. However, it serves as a

good check and has been used to confirm the validity of the one-to-two plane transition proxy as

an ion number calibration.

4.9 Trap alignment via zero-frequency modes

Ideally, the symmetry axis of the Penning trap and the axis of the magnetic field would

be identical. The magnetic field defines the symmetry axis for the ion crystal: a planar crystal

will be perpendicular to the magnetic field. However, in practice this is challenging to achieve.

A misalignment between the magnetic field and electrode symmetry axis will thus result in an
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Figure 4.13: One-to-two plane transition frequency for different numbers of ions, calculated numer-
ically [38]. The red points correspond to the number of ions that provides a closed hexagonal shell
structure (with the number of shells s = 10, 9, 8, 7, 6, 5, 4, 3, 2 from left to right). The dashed line
is a linear interpolation between the points.
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Figure 4.14: Sideview images of excited zero-frequency plasma modes. The excitation of these
modes at particular rotation frequencies is indicative of a misalignment of the trap relative to the
magnetic field (see main text). a) A mode is visibly excited with just the perpendicular cooling
beam. At this point the trap is not well-aligned. b) After some effort to better align the trap to
the magnetic field axis, the crystal rotation frequency can be increased up to 1.1 MHz (pictured)
with no observable excitations of plasma modes.

asymmetry in the trap. This will result in torques produced both by ion image charges in the

electrodes (that otherwise would cancel) and by the restoring force of the harmonic potential from

the electrodes. The resulting net torque will tend to expand the ions, and may also lead to heating

of the radial modes. Thus, static magnetic field errors (i.e. a tilt of the trap with respect to the

axis of the magnetic field) can excite plasma modes [39] and cause heating of the ions, as well as

unwanted torques and mixing of radial and axial degrees of freedom. Measuring the excitation of

plasma modes provides a way of minimizing the magnetic field misalignment error.

To align the trap to the magnetic field, heating due to excitation of zero-frequency (electro-

static) plasma modes is minimized. With the ions rotating at a mode frequency, the presence of

a static field error will excite the mode. Typically, this is done with the dipole rotating wall, as

the quadrupole rotating wall seemed to produce some constant heating at particular higher fre-

quencies - the cause of which is unknown. If the Doppler cooling laser is set to its usual detuning,

fluorescence will decrease if the plasma is heated. If the cooling laser is substantially detuned,

the fluorescence will instead increase. By measuring this fluorescence on a PMT while tilting the

trap, the excitation of the mode can be nulled and the alignment of the trap to the magnetic field

improved.
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Figure 4.15: With the parallel beam detuning from resonance, the counts collected on a PMT
serve as a useful proxy for heating resonances due to excitations of plasma modes. By scanning
the rotation frequency and measuring the counts in the sort of experiment described in the next,
zero-frequency modes can be observed and minimized. a) Initial scan of rotation frequency while
collecting photons from parallel Doppler cooling beam. A pair of resonances at ∼200 and ∼270
kHz are observed as well as a broad heating resonance indicative of poor alignment of the trap axis
to the magnetic field. b) After improving the alignment, no heating resonances are observed over
this range of frequencies, indicating good alignment of the trap axis to the magnetic field.

Figure 4.16: After minimizing heating resonances from lower frequency modes, a higher frequency
mode (at 700 kHz) is observed and minimized. The sideview images and counts vs rotation fre-
quency scans correspond top to bottom. By tilting the trap relative to the magnetic field axis, the
excitation of this mode is reduced (from left to right).
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4.10 Parallel beam alignment

Another source of unwanted torques due to asymmetries - like the alignment of the trap to

the magnetic field - is the (mis)alignment of the parallel cooling beam to the ion crystal (magnetic

field axis). If the parallel beam is perpendicular to the plane of the ion crystal, then it will exert no

torque and couple only to the axial degree of freedom. However, if there is some misalignment, then

the parallel beam will in fact torque the ion crystal. This may be another mechanism for coupling

between axial and planar modes - an unwanted effect. To rectify misalignment, torque due to the

parallel beam may be observed (without the presence of the perpendicular beam) and empirically

minimized by adjusting alignment. However, a more rigorous approach involves minimizing Doppler

shift fluorescence asymmetry from the parallel beam.

A component of the parallel beam in the plane of the ions can be observed by way of asym-

metric illumination due to the Doppler shift from rotation of ions - a fast rotation means this is

a more pronounced effect. To do this, the ions are spun up to a rapidly rotation state with the

perpendicular cooling beam. With the perpendicular beam far blue-detuned the ion crystal will

become very spread out - beyond the Brillouin limit [40]. With the ions in this rapidly rotating

state, the perpendicular beam is switched off and just the parallel is brought in (very slowly) from

far red-detuned to close to resonance. As the ions begin to fluoresce from the parallel beam, the

symmetry of the illumination will become apparent. By walking the parallel beam around, any

asymmetry can be corrected and the alignment improved.

4.11 Trapping potential anharmonicity

The ideal potential for a Penning trap is purely harmonic along the ẑ-axis: terms in the

multipole expansion (Sec. 2.1.4) C4 and above should be zero. Based on modeling of the trap

electrode geometry (Sec. 3.2.1), it is possible to set the voltages on the appropriate electrodes such

that the C4 contribution is nulled. In practice, this is an imperfect approach and there may remain

some anharmonicity to the potential. To better null this potential anharmonicity, an empirical
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Figure 4.17: For a rapidly rotating ion crystal, a component of the parallel Doppler cooling beam
in the plane of the crystal will result in an asymmetry of the observed fluorescence. a) Bottom view
image of an ion crystal with poorly aligned parallel cooling beam. There is a visible asymmetry in
the observed fluorescence. b) After realigning the parallel beam, the asymmetry is reduced. The
apparent increased fluorescence on the upper left section of the crystal is due to background light
scatter (the overall fluorescence is much reduced here, necessitating higher gain and thus higher
background). c) A sideview image taken in parallel with a). An asymmetry is also visible from the
side. d) Another sideview image, now taken simultaneously with b). The ion crystal is uniformly
illuminated, indicating good parallel beam alignment.
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approach would be useful.

One way of doing this is to look for a shift in the COM mode frequency as a function of rotation

frequency. For a cloud of pure beryllium ions in a harmonic potential, the COM mode frequency is

independent of the rotation frequency. However, if there is an anharmonic C4 contribution to the

potential, the COM mode frequency will depend on the rotation frequency [41] (or, equivalently,

the radial extent of the crystal).

From [41], the shifted COM mode frequency is given by

ω2 = ω2
z

(
1 +

6

5
β4
b2 − a2

r2
w

)
, (4.30)

where ωz is the trap frequency (the unshifted COM mode frequency), a and b are the radius and

half-length of the ion cloud, respectively, rw = 1 cm is the electrode radius, and β4 = r2
wC4/C2 is

a unitless parameter describing the first anharmonic correction. With α = b/a and assuming this

is a small correction:

δω

ωz
≈ 6

10
β4

a

rw

2
(α2 − 1). (4.31)

Equation 4.31 gives the fractional shift in the COM mode frequency due to an anharmonic

correction to the trapping potential. By empirically measuring the COM mode frequency as a

function of the rotation frequency or radial extent of the cloud, it is possible to minimize this shift

and thus minimize the anharmonic component of the potential. Figure 4.18 illustrates Eq. 4.31 for

a few values of C4 as a function of the rotation frequency while holding all other parameters fixed.

Note that this analysis assumes a pure 9Be+ ion cloud. When impurities are added, additional

frequency shifts will be present that are dependent on the rotation frequency of the crystal.

4.12 Magnetic field gradient

Axial gradients in the magnetic field may exist. If the bore of the superconducting magnet is

clear, then the magnetic field may be measured and shimmed such that the gradient is minimized.
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Figure 4.18: In the presence of an anharmonic trapping potential, the COM mode frequency has
a dependence on the rotation frequency (radial extent of the ion crystal). The y-axis is the shift
away from the bare COM mode frequency, plotted as a function of the rotation frequency on the
x-axis. The blue, black, and orange points are for r4

wC4 = −100, 0, and 100 V, respectively.
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However, the introduction of the trap and other equipment into the bore may result in gradients

in the field appearing. The magnetic field gradient can be measured, however, by displacing an

ion crystal along the trap axis and measuring the qubit transition frequency (spin flip frequency).

Since this frequency depends on the magnetic field, if the magnetic field is varying along the ẑ-

axis this will be reflected in the spin flip frequency. Figure 4.19 illustrates an example of such

a measurement. Each point is a measurement of the spin flip frequency performed in a Ramsey

sequence, for different axial displacements of the ions. Ideally, this can be used to null out any

gradient present, but this can be challenging as there is generally some risk of a magnet quench

associated with inserting the lead into the magnet to adjust the superconducting shim coils.
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Figure 4.19: Measurement of magnetic field gradient. The ions are displaced a known distance
along the axis of the trap by a static, calibrated voltage. Then, the spin flip frequency is measure
in a Ramsey sequence. By plotting the measured frequency of the spin flip (which depends on the
magnetic field) vs the displacement, any gradient in the magnetic field may be measured. In this
case, the gradient is 3.15e-4 MHz/µm (44586.046 gauss / 124013.46 MHz) = 1.13e-4 gauss/µm.



Chapter 5

Electromagnetically-induced transparency cooling

This chapter will focus on the experimental demonstration of electromagnetically-induced

transparency (EIT) cooling in the NIST Penning trap. Following an explanation of motivation and

a survey of prior work, the general concept of EIT cooling will be described. Subsequently, a brief

theoretical description will be provided. More theoretical details relevant for this experiment have

been working out by collaborators [42, 43]. The experimental results have been summarized and

published [17]. However, more detail of the experimental setup and results will be provided in this

chapter.

5.1 Overview, interest, and prior work

Generally speaking, achieving colder temperatures of atomic (and many physical systems)

enhances performance. For trapped ions, higher fidelity operations and greater sensitivities are

possible by reducing the thermal occupation of relevant modes to below the Doppler limit, or even to

the motional ground state. Of course, there are schemes that do not require such measures. Ground

state cooling offers practical advantages to Doppler cooling - at the expense of some overhead - and

also is a fundamentally interesting regime to work in, particularly so for large ensembles.

Though there are several methods for doing this, resolved sideband cooling is the traditional

sub-Doppler cooling technique used in trapped ion systems. This method is well understood and, for

small numbers of ions, it is straightforward to cool all motional modes to their ground state [44, 45].

The downside of resolved sideband cooling is that each mode must be individually addressed and



67

cooled. For a 100-ion crystal in a Penning trap, this means sequentially cooling 100 modes - if only

one set of modes (say, the axial modes) are to be cooled. Clearly this is a hassle to implement. So,

alternative sub-Doppler cooling methods are preferred.

Enter electromagnetically-induced transparency (EIT) cooling. Before getting into the details

of what this technique is or how it works or is implemented, let’s first consider its promise. The

claim is that EIT cooling is a fast, broadband cooling method that can get an ion’s motional

mode(s) to its ground state. The hope, then, is that one could make use of EIT cooling to quickly

and simultaneously cool all the axial modes of an ion crystal with hundreds of ions.

Originally proposed at the turn of the millennium [46, 47], EIT cooling was quickly demon-

strated [48] and continued to prove useful for small systems [49, 50]. More recent work showcased

the ability to simultaneously cool many modes to their groundstate in both 1D [51] and 2D (this

work) [17] configurations. EIT cooling in 2D has recently been extended to RF trap systems with

the use of a double-EIT scheme [52].

Electromagnetically-induced transparency, an effect also known by the name coherent popu-

lation trapping [53], refers to a quantum interference phenomenon wherein destructive interference

gives rise to optical transparency. That is, a dark state in which the system scatters no photons is

produced. To achieve this effect, a 3-level atomic system and two lasers are required. Figure 6.1

(a) depicts a 3-level system with two ground states |g1〉 and |g2〉 and an excited state |e〉, as well

as the two fields ω1 and ω2 that couple the lower states to the excited one.

Ignoring ion motion, the effect of the two laser fields is to cause the system to evolve into a

dark state. The strong radiation field dresses the atomic states, and these dressed states experience

a light shift δ = (
√

Ω2 + ∆2 − ∆)/2, where Ω =
√

Ω2
1 + Ω2

2 (Fig. 5.1 (a,b)). This effect will be

considered more carefully in the following section, but the result is that the excitation amplitudes

due to the two atom-photon couplings destructively interfere. With the addition of a weak probe

laser, the absorption profile of the dressed atomic system can be visualized (Fig. 5.2). A broad

resonance is centered on the dressed excited state |−〉, while a narrow Fano-shaped profile [53] is

centered on the dressed virtual state |+〉 (which is at a frequency ∆ + δ higher relative to the
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Figure 5.1: (a) Atomic 3-level scheme for EIT. Two ground states are coupled to an excited state
via two lasers with shared detuning ∆ from the excited state. (b) Dressed states experience a light
shift δ. (c) With ion motion at frequency ω, sideband transitions may be driven.
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undressed excited state). Meanwhile, at the detuning ∆ there is a null in the absorption intensity:

the atom will not absorb photons at this frequency.

Ion motion means absorption becomes possible at sidebands of the motional frequency: the

ion can give up (receive) a motional quantum in exchange for receiving (giving up) a photon. Thus,

if the light shift is set equal to the motional frequency δ = ωcom the motion-removing sideband

will lie at the center of the Fano-shaped absorption peak. The motion-adding sideband, however,

will see dramatically reduced absorption - and this asymmetry between the motion-removing and

motion-adding sidebands is what gives rise to cooling. Figure 5.1 (c) illustrates this concept.

The three relevant dressed states now are |g, n〉, |+, n− 1〉, and |g, n− 1〉. For the case where

δ = ωcom, the transition from |g, n〉 → |+, n− 1〉, which results in the loss of a motional quanta n,

is resonantly driven and subsequently spontaneously decays to |g, n− 1〉. Note that the motion-

removing sideband will lie on the absorption peak only for ∆ > 0, that is the lasers must be

blue-detuned with respect to the excited state. Should ∆ < 0, heating rather than cooling will

instead occur. To cool motional modes, the δk of the two lasers must be aligned along the same

axis as the modes to be cooled.

5.2 Theoretical description

The theory for EIT cooling has been described in great detail in numerous places - here I

will give just a brief overview of the relevant theory, following [47]. For a general and complete

description see [46, 47], for an experimentalist’s overview [49] and [51] cover this in different ways,

and finally [43] gives a thorough treatment of the problem from the master equation, as well as

relevant theoretical discussion for the experiment described here.

Given the three-level system already described and illustrated in Fig. 5.1, as well as the

two laser fields with Rabi frequencies Ω1 and Ω2 (with Ω =
√

Ω2
1 + Ω2

2) and shared detuning ∆

(with ∆ > 0), the Hamiltonian for this system in the rotating frame is H = H0 + V0 where

H0 = −~∆(|g1〉 〈g1| + |g2〉 〈g2|) and V0 = ~
2∆(Ω1 |e〉 〈g1| + Ω2 |e〉 〈g2| + H.C.), which is due to

interactions with the lasers. The system will evolve to a dark state - the superposition of the
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Figure 5.2: (a) Absorption intensity (in arbitrary units) for a weak laser probing the 3-level system
in Fig. 5.1 [42]. The broad resonance is centered on the dressed excited state |−〉, while the dark
state (where the absorption goes to zero) occurs at a frequency ∆ above the excited state |e〉 (i.e.
∆ + δ above |−〉). The narrow Fano-profile is centered on the light-shifted dressed excited state
|+〉. (b) Zooming in on the Fano-profile and the dark resonance illustrates the large asymmetry
between the motion-removing and motion-adding sidebands [28]. ∆p is the probe detuning from
the excited state |e〉. Because the Fano-profile is broad compared to the bandwidth of modes to be
cooled, setting δ = ωcom is sufficient to cool all the axial modes.
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two ground states decoupled from the excited state: |ΨD〉 = 1
Ω(Ω2 |g1〉 − Ω1 |g2〉). This state is

an eigenstate of H and, since it has no component of the excited state |e〉, is ‘dark’. The two

dressed states can be written as |Ψ+〉 = cos θ |e〉 + sin θ |ΨC〉 and |Ψ−〉 = sin θ |e〉 + cos θ |ΨC〉,

where tan θ =
√

∆2+Ω2−∆
Ω and |ΨC〉 = 1

Ω(Ω1 |g1〉 + Ω2 |g2〉). The state |ΨC〉 is orthogonal to both

|ΨD〉 and |e〉.

Thus, if δ = ω where ω is the mode frequency to be cooled, the transition |ΨD〉 |n〉 →

|Ψ+〉 |n− 1〉 will be driven. Since |Ψ+〉 can decay back to the ground state and again back to

|ΨD〉 |n− 1〉, this provides a cycling transition for cooling. The limit of the final phonon occupation

is set by heating due to driving the (blue-sideband) transition |ΨD〉 |n〉 → |Ψ−〉 |n+ 1〉, since the

carrier transition is canceled (the ions remain in the dark state). The result is a cooling limit

given by the mean final phonon occupation of the mode(s) satisfying the EIT cooling condition

〈n̄〉 =
( γ

4∆

)2
, where γ = γ1 + γ2 is the sum of the rates of decay from the excited state into the

ground states |g1〉 , |g2〉. Thus, larger detunings ∆ result in lower mode occupation. The cooling rate

has the same scaling with ∆, and is given by W ∼ η2Ω2/γ = η24ω(ω+ ∆)/γ (where η is the Lamb-

Dicke parameter) for the EIT cooling condition Ω2 = 4ω(ω+∆) (from δ = ω = (
√

Ω2 + ∆2−∆)/2)

[47].

5.3 Experimental challenges and setup

EIT cooling has been successfully demonstrated in several experiments, as described earlier.

However, this work involved several challenges and novel solutions. In particular, theoretical mod-

eling was performed to verify that EIT cooling would be effective for large (N > 100) 2D arrays of

ions and to account for the rotation of the ion crystal [42]. Recall that the ions in the NIST Penning

trap rotate at wr ≈ 180 kHz, which produces large Doppler shifts (hundreds of MHz) for ions at

the edge of the crystal. The Doppler shift depends on the rotation speed, but also the ion number.

Increasing the ion number and holding the rotation frequency fixed results in a crystal with larger

radial extent and therefore increased Doppler shifts at the perimeter. As a result, the detuning ∆

chosen must be sufficiently large to compensate for these Doppler shifts and prevent a substantial
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number of ions from seeing ∆ > 0, which would cause heating. With this effect accounted for, the-

ory predicted and experiment confirmed that EIT cooling will work in a Penning trap. The large

number of ions actually turns out to be an advantage, as the EIT cooling rate scales favorably with

the ion number due to quantum many-body effects [42, 17]. The scaling of the cooling rate with

ion number was not investigated experimentally because controlling small numbers of ions (< 20)

is challenging, and this is the regime where most of the change in the cooling rate is expected. This

effect was not experimentally observed in recent work with large numbers of ions in an RF trap

[52], however this may be due to an elevated heating rate caused by noisy electric fields that scales

unfavorably with ion number.

To implement EIT cooling required several key experimental advances, to be detailed in this

section. A challenge for EIT cooling in a Penning trap is the large Zeeman splitting of the ground

state hyperfine levels that must be coupled to the excited state in the 3-level setup. Since Penning

traps use strong magnetic fields, this splitting can be very large: in our system the 4.5 T magnetic

field results in a 124 GHz splitting. This means that the two lasers that provide the EIT cooling

must coherently span the 124 GHz frequency splitting. To span the 124 GHz frequency splitting

between the two hyperfine ground state levels (Fig. 5.3), a phase lock between two diode lasers

with an adjustable frequency offset was implemented. Setting the detunings and Rabi frequencies

of the lasers accurately is crucial for getting cooling, and so control over the frequency and intensity

of the light is required. The frequencies of these lasers was also stabilized absolutely by way of

saturated absorption spectroscopy with Iodine. Additionally, two new beam paths were needed in

order to deliver the laser light to the ions. The alignment of the EIT δk vector normal to the ion

crystal array is critical and requires careful alignment of optics. To cool the axial modes of the ion

crystal, we aligned the δk vector to < 0.2◦.

To achieve the 124 GHz frequency offset lock, we use two Toptica systems (described in

more detail in Sec. 3.3) based on an external-cavity diode laser with an infrared output that is

subsequently doubled to 626 nm in a resonant second harmonic generation stage. This light will

ultimately be doubled again to 313 nm via another cavity-enhanced SHG stage. By picking off
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Figure 5.3: Level diagram of Be+ in the 4.46 T magnetic field. The two EIT beams couple the two
hyperfine levels of the ground state - which are separated by 124 GHz - to the excited state and
are blue-detuned from this excited state by ∆.
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Figure 5.4: Schematic of microwave electronics for the 31 GHz frequency offset phase lock. A 31
GHz reference signal is mixed with an agile 300 MHz FPGA controlled DDS to allow for computer
control of the frequency offset. This signal is mixed with the 31 GHz beatnote formed on a
photodetector from the IR ports of the two Toptica lasers. The mixed down output is a phased
error signal which is sent to the FALC loop filter unit, which sends feedback to the laser diode.

some of the infrared light of the two lasers, we can set up a phase lock with a frequency offset

of 31 GHz (Fig. off-lock-schematic). The infrared light is coupled into a fiber coupler and fed

into a 30 GHz photodiode. The output of the photodiode is mixed with a reference signal. The

31 GHz reference is produced by a frequency-doubled 15.2 GHz Dielectric Resonator Oscillator

(DRO) which is mixed with 300 MHz from a computer-controlled DDS, which lets us control

the precise offset frequency. The mixed down signal is sent to a Toptica Fast Analog Linewidth

Control (FALC) PID. The PID output is connected to the DC coupled current modulation on the

‘pi’ Toptical laser’s DL100 (i.e. directly to the diode). Additionally, we lock the frequency of one

laser to an Iodine line via saturated absorption spectroscopy, the choice of which sets the detuning

∆ from the excited state.

To align the EIT beams to the ions, we counterpropagate the two beams with respect to the

ODF beams. Since we have established a very precise method for aligning the ODF beams such

that their δk is along the axis of the trap (perpendicular to the plane of the ion crystal), we can

simply overlap the EIT beams with the ODF beams. We do this over several meters of path length

on either side of the trap and estimate that our alignment error with respect to the axis of the trap

is < 0.2◦. After performing this alignment we measure the ACSS and make very small adjustments

to the beam alignment to maximize the ACSS, ensuring the beams are well centered on the ions.
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Figure 5.5: Schematic of laser setup for EIT cooling. The blue spheres represent the ions with
their spins (arrows). The beams generating the spin-dependent optical-dipole force (ODF) (green)
intersect in the plane of the ions with the EIT cooling beams (red) counter-propagating relative to
the ODF beams. The ODF beams interfere at the position of the ions and form a traveling wave
potential (green fringes).
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Small changes to the angle seem to play an important role in getting the EIT cooling to work.

The lab procedure for setting the parameters will be outlined here. The offset lock frequency

is controlled via DDS and can be precisely set by measuring the spin flip frequency in a Ramsey

experiment and adjusting the frequency offset of the lock to match this. Based on the ion number

and rotation frequency of the crystal, a detuning is selected that ensures that no ion sees a Doppler

shift large enough to cause ∆ < 0. The detuning itself has not seemed terribly important, as long

as the Rabi frequencies for the lasers and the chosen detuning satisfy the EIT cooling condition

δ = ωcom. The heating rate of the ions is negligible on the timescale of the EIT cooling, and so

cooling faster doesn’t provide an advantage. To set the Rabi frequencies, we measure the ACSS’s

for each beam and adjust the power individually to match the desired ACSS. In practice, in order

to do this we had to substantially detune the lasers away - ∆ of only 400 MHz with 50 MHz Rabi

frequency meant it was impossible to measure ACSS. We then note the power for the correct ACSS

while detuned, bring the laser back to the chosen detuning, and reset the power to the now known

value. With ∆ chosen and the laser powers set, we lock one laser to the appropriate Iodine line,

then turn on the frequency offset phase lock to stabilize the second laser to the first.

5.4 Results

To quantify the efficacy of the EIT cooling, we perform sequential measurements of the COM

mode occupation - as was outlined in Chapter 5 - with solely Doppler and then both Doppler and

EIT cooling. For the sake of clarity, this mode occupation measurement will be briefly described

here. The axial motion of the ions is coupled to their internal spin state via a spin-dependent

optical-dipole force (ODF) produced by a traveling wave potential gradient from two interfering off-

resonant lasers. This coupling is described by a Hamiltonian of the form Ĥ = F cos(µrt)
∑N

j=1 ẑj σ̂
z
j ,

where F is the ODF amplitude, and ẑj and σ̂zj are the position operator and the Pauli spin matrix

for ion j, respectively. The frequency of this spin-dependent force µr is tunable, and (with the

collective spin vector on the equator of the Bloch sphere) when it matches the frequency of motion

of the ion crystal spin precession occurs. This spin precession is mapped into spin population in a
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Figure 5.6: Experimental sequence used to make a measurement of the COM mode occupation with
just Doppler cooling. The ions are Doppler cooling and then prepared in the |↑〉 state. A microwave
pi/2 pulse rotates the spins to the equator of the Bloch sphere. Application of the ODF allows for
motion of the ion crystal at the ODF difference frequency µr to be mapped onto the spins. The
ODF is applied for a variable time τ , depending on experimental parameters and the temperature
of the mode. A microwave pi pulse in the middle of the sequence is used for dynamical decoupling.
A final pi/2 pulse rotates the spins into the measurement basis, and the Doppler cooling laser is
used for a projective measurement of the spin state.

Ramsey experiment. Figure 5.6 illustrates this procedure. The ions are prepared in the |↑〉 state, a

resonant microwave π/2 pulse rotates the spins around the y axis to align with the x axis, and the

ODF produces spin precession for an interaction time of 2τ . Midway through the ODF interaction,

the spin precession is interrupted by a π pulse, implementing a spin-echo. A final π/2 pulse is

applied that brings the ions to the |↓〉 state, if no dephasing occurred. Spin dephasing leads to a

finite |↑〉 state probability (which we refer to as the bright fraction), which we measure through

state-dependent resonance fluorescence on the Doppler cooling transition. The method is described

in detail in Ref. [37]. A subsequent experiment is then preformed, with exactly the same sequence

as was just described - except now EIT cooling will be applying following the Doppler cooling (see

Figure 5.7). By fitting to the data, we can extract the mode occupation for the COM mode for

both cases and verify that EIT cooling surpasses the Doppler cooling limit.

Figure 5.8 shows measurements of the bright fraction as the ODF difference frequency µr is

stepped across the COM mode frequency ωCOM. The decrease in the bright fraction observed when

Figure 5.7: This is the same sequence as Fig. 5.6, but now with a variable amount of EIT cooling
following the Doppler cooling but prior to state preparation.
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Doppler cooling is followed by EIT cooling indicates a decrease in dephasing due to the lower COM

mode occupation. To extract the mean COM mode occupation n̄, we fit to an analytical expression

for the |↑〉 state probability

P (|↑〉) =
1

2
[1− exp (−2Γτ)CssCsm] , (5.1)

where the coefficients Css = (cos 4J)N−1 and Csm = exp
(
−2|α|2(2n̄+ 1)

)
describe the phonon-

mediated spin-spin interaction, and the dephasing that arises from spin-motion coupling, respec-

tively. Here, N is the number of Be+ ions and 2τ is the total ODF interaction time. The spin-

dependent displacement amplitude α and spin-spin coupling J are functions of τ , the spin-echo

π-pulse duration tπ, the optical dipole force amplitude F and the frequencies µr and ωCOM.

Figure 5.8 also shows least-squares fits of Eq. (5.1) to the experimental measurements where

ωCOM and n̄ are free parameters. All other parameters are empirically measured. As was described

in Chapter 5, the magnitude of the spin-dependent optical dipole force F is measured experimentally

via a mean-field spin precession experiment[13]. Likewise, the decoherence rate Γ is independently

calibrated and compared to theory. This spin decoherence is primarily due to photon scattering,

but contributions due to the finite Lamb-Dicke parameter are also present.

From Eq. (5.1) and Fig. 5.6, the observed signal will include both a temperature-dependent

spin-motion component (Csm) and a spin-spin component (Css) that does not depend on the temper-

ature. Thus, measurements after only Doppler cooling are dominated by motion-induced dephasing,

while for the EIT cooling measurements the spin-spin component dominates. Note that the contri-

butions from both the spin-spin and zero-point motion are never zero, and thus the lineshape for

the COM mode cooled to its motional ground state n̄ = 0 is not identically zero.

After EIT cooling we obtain consistent measurements of n̄ = 0.11 ± 0.18 , demonstrating

near ground state cooling for the COM mode with greater than 100 ions. For Doppler cooling only,

occupancies of n̄ = 4.6± 0.2 are obtained, consistent with the Doppler cooling limit.

To determine a cooling rate for the COM mode, we measured the COM mode occupation n̄

for increasing durations of EIT cooling (Fig. 5.9). The measured cooling rate is well described by
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Figure 5.8: Temperature measurement of the COM mode at frequency ωCOM = 2π× 1.59 MHz for
a crystal with 158±10 ions. The black dots are the measured fraction of ions in the |↑〉 state after
Doppler cooling only, and the red dots after Doppler cooling followed by 200 µs of EIT cooling. The
solid lines are least squares fits of Eq. (5.1) to the data. The ODF interaction time was 2τ = 500
µs. The fitted mean COM mode occupations are n̄Dop = 4.6 ± 1.1 after Doppler cooling only and
n̄EIT = 0.11± 0.18 after EIT cooling.
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an exponential with 1/e time of τcool = 27.6± 1.7 µs. The measured heating of the COM mode is

negligible on this time scale (see Chapter 5).

This measured cooling rate is faster than the average rate expected from N independently

cooled ions (blue curve in Fig. 5.9). This observation is consistent with detailed numerical simu-

lations of EIT cooling with smaller crystals, where the cooling rate of the COM mode is found to

increase with N [42]. The simulations also reproduce the experimentally observed initial heating

during the first few microseconds, which is caused by transient internal transitions until the ions

reach the approximate dark state.

5.5 Summary and outlook

As was discussed previously, a main appeal of EIT cooling is the broad frequency bandwidth

over which it can effectively cool modes simultaneously. This is particularly useful for large sys-

tems with many modes, or for systems with unresolved modes. In the case of the Penning trap

experiment, there are many drumhead modes (∼N, where N > 100 is the number of ions in the

crystal) most of which are not resolvable. Thus, EIT cooling is an appealing choice for sub-Doppler

cooling.

We verified experimentally that the bandwidth of the cooling - given our choice of parameters

- was sufficient to effectively cool all the axial drumhead modes. Figure 5.10 shows spin-dephasing

measurements for after only Doppler cooling and after both Doppler and EIT cooling. This exper-

iment is performed in the same manner as described earlier in this chapter, except now the range

over which µr is scanned covers all the axial modes. This experiment demonstrates that all axial

modes may be sub-Doppler cooled simultaneously - that is, with a single application of EIT cooling

and no changing of parameters. Each data point in Fig. 5.10 represents the exact same experiment

being carried out, except that µr is being varied. However, we are not able to extract the mode

occupation for any given mode, primarily because the modes are not resolvable but also because

theory comparisons have been challenging. As a result, we can qualitatively state that a single

application of EIT cooling cools all axial modes below the Doppler limit.
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Figure 5.9: EIT cooling transient for the COM mode of a crystal with N = 190 ± 10 ions. The
mean occupation of the COM mode n̄ is plotted versus the EIT cooling time. The black dotted
line is an exponential fit to the data. The blue curve shows the average cooling transient computed
for single ions. To approximately incorporate the radial crystal structure, we compute single-ion
transients for each distance in the crystal from the trap center, and then average by weighting each
transient by the number of ions at that radius. The thickness of the curve accounts for a 10%
uncertainty in the powers of the EIT lasers.

Figure 5.10: Scan over all the axial drumhead modes. The red points are data taken with Doppler
cooling, blue points are data after Doppler and 200 µs of EIT cooling for a crystal with 158 ± 10
ions. The significant reduction in the amplitude indicates a lower temperature for all of the modes.



82

Though we cannot state quantitatively the mode occupation for the (unresolvable) lower fre-

quency modes, we observe that they are substantially cooled beyond the Doppler limit. Comparison

to theory is challenging, as our theoretical understanding of the axial mode structure at the time

of this study suggested that the modes should be well-resolved - obviously this is not the case.

However, by assuming drumhead mode frequency fluctuations that linearly increase from 1 kHz

for the highest frequency tilt mode to more than 10 kHz for the lower frequency drumhead mode,

it was possible to obtain qualitative agreement with the EIT cooling signal of FIg. 5.10. With

this assumption, the experimental results are consistent with near ground state cooling of all the

drumhead modes. Recent theoretical work [43, 28] suggests that the apparent frequency instability

of the axial modes stems from in-plane mode temperatures significantly above the Doppler cooling

limit with E × B mode temperatures on the order of 10 mK sufficient. This frequency instability

has the effect of blurring the axial modes, and made comparing experimental data to theory chal-

lenging. As a result, the main conclusion for the efficacy of EIT cooling over all the axial modes

is that qualitatively it successfully cools all axial modes (to a similar degree) to well below the

Doppler limit and to a mode occupation that is consistent with being near ground state cooled.

An outstanding challenge to implementing EIT cooling on a day-to-day basis is the sensitivity

of the cooling to alignment. At times, with poor alignment apparent rapid heating of the ions was

observed. Though this issue is straightforwardly mitigated by improving the overlap with the ODF

beams, it is not currently known what the impact of small misalignments of the EIT δk vector on

the in-plane modes might be. Since there is no direct experimental diagnostic of in-plane mode

temperature and an elevated in-plane mode temperature may give rise to frequency fluctuations of

the axial drumhead modes, experiments sensitive to frequency fluctuations of the COM mode must

take this into account. Preliminary experimental results indicate that EIT cooling may lead to an

increased instability of the COM mode frequency (see Ch. 7). Improved alignment or the use of

three-dimensional crystals (see Ch. 8) may mitigate this effect.

Successful demonstration of near-groundstate cooling of the ion crystal can directly lead to

future experimental improvements. As a result of the reduced axial mode occupation, the effective
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wavelength of the optical lattice which produces the ODF can be reduced while remaining in the

Lamb-Dicke confinement regime. By increasing the angle of incidence of the ODF relative to

the plane of the ions (i.e. increasing δk), the amplitude of the resulting spin-dependent force is

increased. Since the ratio of the spin-dependent force relative to the photon scattering rate is

a fundamental limit for this apparatus, such an increase would be a significant boon to future

quantum simulation and sensing projects. Additionally, the COM mode occupation n̄COM is also

a direct limitation to experiments concerned with sensing small electric fields resonant with the

COM mode and their subsequent displacements of the mode (7).



Chapter 6

Off-resonant amplitude sensing

This chapter constitutes some of the primary results of the thesis: the sensing of center-of-

mass displacements of a 2D crystal of ions. Here I will give an overview of the set of experiments

performed and detail both the experimental and theoretical work. The work described here was

published [18, 19], and builds on earlier results [37, 12, 54].

6.1 Overview

In this chapter we experimentally and theoretically analyze a technique to measure the center-

of-mass (COM) motion of a two-dimensional, trapped-ion crystal of ∼100 ions with a sensitivity

smaller than zZPT , the amplitude of the zero-point motion defined as zZPT = 1√
N

√
~

2mωz
≈ 2 nm.

Measuring the amplitude of mechanical oscillators has engaged physicists for more than 50 years

[55, 56] and has produced exciting advances both in fundamental physics and in applied work.

From large scale gravitational wave detectors [57], to mesoscopic optomechanical resonators [58,

59, 60, 61, 62], to small scale single-ion sensors [63, 64, 65, 66, 67], new avenues of fundamental

and applied physics have been opened as the limits of amplitude sensing have improved. Outside

of the practical applications of better sensors, the limits to which a displacement smaller than the

ground state wave function can be determined in a single measurement is of fundamental interest

in quantum metrology. Experiments are now routinely able to measure displacements smaller than

the zero-point motion [62, 59, 64, 66, 18, 19].

Ions trapped in a harmonic potential are a natural platform to explore the fundamental limits
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of amplitude sensing. Crystals of laser-cooled, trapped ions behave as atomic-scale mechanical

oscillators [68, 54, 37] with tunable oscillator modes and high quality factors (∼106). Furthermore,

laser cooling enables ground-state cooling and non-thermal state generation of these oscillators.

Measurements of weakly driven coherent amplitudes, both smaller and larger than the zero-point

fluctuations, have been demonstrated in traps with very small numbers of ions [64, 65, 66, 69, 67],

but few sensing experiments have been conducted on larger trapped-ion crystals [54, 18, 19]. Larger

ion crystals have the benefit of reduced spin-projection noise, improving the sensitivity for detecting

weak electric fields.

For the work described in this chapter, the COM motion is excited off-resonantly, i.e. is

driven at a frequency far from the motional modes. We employ a time-varying spin-dependent

force F0 cos (µt) that couples the amplitude of the COM motion with the internal spin degree of

freedom of the ions [11, 12]. When the frequency µ matches the frequency ω of a driven COM

oscillation, Zc cos (ωt), spin precession proportional to Zc occurs. This amplitude-dependent spin

precession is analogous to the optomechanical frequency shift of a cavity mode [58]. In contrast to

the continuous measurement typical of optomechanics experiments, we measure the spin precession

only at the end of the experimental sequence, with a precision imposed by spin projection noise

[70] and photon scattering [35].

In what follows, the basic protocol will be outlined, as well as general details regarding

the experimental sequences used. Two main results will be described in this chapter: a set of

experiments performed without control of the relative phase between the ODF and the classical

drive and another set of experiments with this phase controlled. The work here is concerned with

measurements of classical COM motion far from resonance with the COM mode itself. This provides

a fundamental limit to the amplitude sensitivity - the measurement imprecision - in a regime free

from thermal, zero-point, or frequency noise associated with the COM mode.
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6.2 Basic protocol and review of spin-motion coupling

The apparatus used for these measurements was described in Ch. 3, the Hamiltonian gen-

erated with the spin-dependent ODF in Ch. 2.4, and the generic experimental sequence in Ch. 4.

In short, a pair of laser beams, detuned from the nearest optical transitions by ∼20 GHz, interfere

to form a one-dimensional (1D) traveling-wave potential that produces a spin-dependent optical-

dipole force (ODF). Optical pumping prepares the initial state |↑〉N ≡ |↑↑ · · · ↑〉 with high fidelity.

At the end of the experiment we measure the probability P↑ for an ion spin to be in |↑〉 from a

global measurement of state-dependent resonance fluorescence on the Doppler cooling transition,

where spin |↑〉 (|↓〉) is bright (dark).

If the ions are localized axially over an extent small compared with the wavelength of the 1D

traveling-wave potential (Lamb-Dicke confinement), then the ODF couples the spin and motional

degrees of freedom through the interaction (see Sec. 6.3 for more details)

ĤODF = F0 cos (µt)
∑
i

ẑiσ̂
z
i . (6.1)

Here F0 = U δkDWF is the magnitude of the ODF, where U (δk) is the zero-to-peak potential

(wave vector) of the 1D traveling-wave, µ is the frequency difference between the ODF beams,

and ẑi and σ̂zi are the position operator and Pauli spin matrix for ion i. The Debye-Waller factor

DWF = exp(−δk2
〈
ẑ2

i

〉
/2) reduces F0 due to the departure from the Lamb-Dicke confinement

regime [29]. For this work, the Debye-Waller factor depends on whether only Doppler cooling was

used, as in Sec. 6.4 where DWF ≈ 0.86, or supplemental EIT cooling was used as well, as in Sec.

6.5 where DWF ≈ 0.92. The potential U , and therefore F0, is determined from two independent

calibrations: measurement of the AC Stark shifts on the ions and the meanfield precession of the

spins (see Ch. 4 and [13]), which agree to within 5%. Typical maximum values for this work range

from (U/~)/(2π) ' 10.4 - 22.88 kHz resulting in F0 ' 40 - 88 yN.

Equation (6.1) describes a dependence of the spin transition frequency on the axial position

of the ions and the ODF frequency µ. We excite a small, classically driven COM motion of constant

amplitude ẑi → ẑi +Zc cos(ωt+ δ) with a weak RF drive on a trap endcap electrode (see Fig. 6.1)
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Figure 6.1: Representation of ion spins arranged in a 2D triangular lattice, along with a cross-
sectional illustration of the Penning trap, characterized by an axial magnetic field B = 4.45 T and
an axial trap frequency ωz = 2π × 1.57 MHz. The blue dots represent ions. Cylindrical electrodes
(yellow) generate a harmonic confining potential along the ẑ-axis. Radial confinement is provided
by the Lorentz force from ~E× ~B-induced rotation in the axial magnetic field. The beams generating
the spin-dependent optical-dipole force (green arrows) cross the ion plane at ±10◦, forming a 1D
traveling-wave potential (green lines) with δk = 2π/(0.9µm). An AC voltage source is connected
to the trap endcap and used to drive an axial oscillation with calibrated amplitude Zc.
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Figure 6.2: Illustration of a Ramsey sequence with a 90 degree phase shift between the initial and
final π/2 pulses. This sequence is first order (linearly) sensitive to rotations θ in the x-y plane of
the Bloch sphere.

at a frequency ω far from ωz. Here, δ is the relative phase between the ODF and the classical drive.

If ω ∼ µ, Eq. (6.1) produces an approximately constant shift in the spin transition frequency. With

δkZc � 1, this shift is given by

ĤODF ≈ F0 Zc cos((ω − µ)t+ δ)
∑
i

σ̂zi
2
. (6.2)

For µ = ω, the static shift of the spin transition frequency is simply ∆(Zc) = (F0/~)Zc cos(δ).

We measure ∆(Zc) from the resulting spin precession in an experiment like that shown in

Figs. 6.2 and 6.3. Ideally, spin precession can be measured using a Ramsey-type experiment. First,

the ions are prepared in the |↑〉N state, followed by a microwave π/2 pulse about ŷ that rotates the

spins to the x̂ axis. The spins precess for an interaction time τ so that the resulting spin precession

on resonance (µ = ω) is θ = θmax cos(δ), where θmax ≡ (F0/~)Zc τ . After a final π/2 pulse about

either ŷ or x̂, the final state readout measures the population of the spins in |↑〉. Here Γ is the

decay rate from photon scattering from the off-resonant ODF laser beams [35]. To detect small

amplitudes with the available F0 in our set-up, we extend the spin-precession time to τ ≥ 20 ms

and τ ≥ 8 ms for the experiments in Secs. 6.4 and 6.5, respectively. To avoid decoherence due to

magnetic field fluctuations and coherently accumulate spin precession, we use a quantum lock-in

[71] sequence where during the interaction time τ the spin precession is interrupted by a train of

π-pulses that are synchronized with phase jumps enforced on the ODF beams (see next section).

The choice of final axis for the final π/2 pulse in this Ramsey sequence depends on the type
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Figure 6.3: Illustration of a Ramsey sequence with the initial and final π/2 pulses having the same
phase. This sequence is second order (quadratically) sensitive to rotations θ in the x-y plane of the
Bloch sphere.

Figure 6.4: The stability of the relative phase between the ODF and the classical drive impacts the
shot-to-shot angle of precession θ. On the left, a consistent coherent rotation (θ) of the collective
Bloch vector (red arrow) is possible from shot-to-shot if the relative phase is well stabilized. On
the right, shot-to-shot variation of the relative phase results in random amounts of spin precession
with each shot of the experiment. The blue arrows represent different realizations of the experiment
each with a random relative phase. Though θmax = θ, where θ represents the maximum coherent
rotation, the average rotation is zero. As a result, the measurable signal is effectively a reduction
in the Bloch vector (red arrow).
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of signal being measured. Figure 6.2, which uses a π/2 about x̂ for its final spin rotation, is linearly

sensitive to θ and thus also displacements of the ion crystal. The rotation θ is directly mapped

to populations. However, if the angle of rotation varies randomly from shot-to-shot (see Figs. 6.4

and 6.3) this sequence is not ideal. In this case, the average value of the rotation is zero, and the

average collective Bloch vector would remain on the equator of the Bloch sphere. Though the noise

in the measurement would increase and could be measured, instead the collective Bloch vector is

rotated down after the accumulated spin precession with a π/2 about ŷ. In this case, the signal

is effectively a reduction in the length of the (averaged) Bloch vector due to the spin dephasing

from shot-to-shot. Though this approach suffers compared to the first method in that the signal is

now second-order sensitive to θ, it is useful in the case where the phase of the driving field to be

measured is unknown or uncontrolled. An advantage, however, of this quadratic protocol is that -

for small angles of precession - the projection noise in the measurement is greatly reduced relative

to the linear protocol, which (ending with the Bloch vector near the equator of the Bloch sphere)

has near maximal projection noise.

6.3 Quantum lock-in and Hamiltonian with classical excitation

In the prior section, Eqs. 6.1 and 6.2 were given as the relevant Hamiltonians. However, some

key assumptions must be made to arrive at these equations, and in fact these assumptions break

down in the regime studied in this chapter. Importantly, another term in the Hamiltonian should

be included when µ ≤ U/~ and for this work becomes relevant when µ ≈ 400 kHz or less. This

section will outline the basic protocol for canceling this unwanted term in the ODF Hamiltonian,

which is achieved by periodically advancing the phase of the ODF in what has been elsewhere

termed a quantum lock-in sequence [71]. An additional benefit of performing this periodic phase

advance of the ODF is that it allows for straightforwardly implementing dynamical decoupling.

To achieve the maximum sensitivity, the total interaction time τ should be extended as long as

possible. However, magnetic field fluctuations limit the coherence of the qubit. To mitigate this,

shorter free evolution periods of time T separated by qubit rotations can be used, where noise at
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Figure 6.5: m = 2 CPMG sequence with total ODF interaction time 4T . ϕ is the phase of the ODF
beatnote. The χi labels represent the periods over which the accumulated phase is considered in
the text.

frequencies below T−1 is suppressed.

In what follows, we consider the relevant ODF Hamiltonian for the case that µ ≤ U/~. The

interaction of the spin degree of freedom with the 1D traveling-wave potential is

ĤODF = U
∑
i

sin(δk · ẑi − µt− φ)σ̂zi

= U
∑
i

sin(δk · ẑi) cos(µt+ φ)σ̂zi − U
∑
i

cos(δk · ẑi) sin(µt+ φ)σ̂zi . (6.3)

Here we explicitly include a phase φ for the traveling-wave potential. If δk 〈ẑi〉 � 1, then

〈cos(δk · ẑi)〉 ∼ 1, and the spin precession due to the second term will be bounded by (U/~)/µ.

Typically, (U/~)/µ � 1 and thus this term is ignored in most treatments. However, at low

frequencies µ ≤ U/~ this term becomes important, but it can be canceled by advancing the phase

of the ODF by ∆φ = µ(T + tπ) at each microwave π−pulse of the sequence (see Fig. 6.5, also

Fig. 6.6). For the first iteration of this experiment (described in Sec. 6.4), an extended version

of the Carr-Purcell-Meiboom-Gill (CPMG) sequence depicted in Fig. 6.5 was used. However, in

subsequent experiments (Sec. 6.5), a short delay between setting the ODF phase and start of

the sequence td was discovered. With the phase-incoherent protocol, this delay led to a negligible

contribution to the background, and was therefore neglected. As a result, a CPMG sequence was

appropriate to use. However, the phase-coherent protocol discussed in Sec. 6.5 is more sensitive,

and so td cannot be ignored. As a result, it was found that a Periodic Dynamical Decoupling (PDD)

sequence was superior in that it allowed for better cancellation of the unwanted background term.
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Figure 6.6: Illustration of spin echo sequence - the simplest version of the PDD scheme, with only
a single π pulse. The final π/2 pulse is about the x-axis.

For simplicity, we derive this cancellation for the simple spin-echo sequence shown in Fig. 6.6,

but this derivation holds for sequences with an odd number of π-pulses. The total spin-precession

accumulated from this background interaction is

θbck = −U
~

∫ t1

t0

sin(µt+ φ0)dt

+
U

~

∫ t3

t2

sin(µt+ φ0 −∆φ)dt,

(6.4)

where t0 = td, t1 = T , t2 = T + tπ + td, and t3 = 2T + tπ are the times at which the ODF lasers

are turned off/on, and td is a delay between setting the ODF phase and the start of the sequence.

The resulting spin-precession is then

θbck =
U

µ~
{cos[µT + φ0]− cos[µtd + φ0]

+ cos[µ(T + tπ + td) + φ0 −∆φ]

− cos[µ(2T + tπ) + φ0 −∆φ]}.

(6.5)

By applying a phase advance ∆φ = µ(T + tπ), all of the terms in Eq. (6.5) cancel, and therefore,

this background interaction is removed for arbitrary µ. This analysis holds for sequences with an

odd number of π-pulses, and with a phase advance ∆φ = µ(T + tπ) after each π-pulse.

To maintain the spin-motion interaction of Eq. 6.3 under this phase advance, the classical

drive must be applied at a particular frequency or the duration of the experiment must be tuned.

Specifically, we set

ω

2π
=

2n+ 1

2(T + tπ)
(6.6)
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for some integer n, which for the work discussed here is approximately 400 kHz. Then when

µ = ω, ∆φ = π and the quantum lock-in phase advance of Ref. [71] is recovered, accumulating

spin-precession from the first term of Eq. 6.3. The term that survives our modulation scheme is

ĤODF ' U
∑
i

sin(δk · ẑi) cos(µt+ φ)σ̂zi . (6.7)

We now impose a weak, classically driven COM motion of constant amplitude and phase

ẑi → ẑi +Zc cos(ωt+ δ). This can be thought of as the center of the Penning trap being moved by

±Zc at a frequency ω far from the trap axial frequency ωz. With δk Zc � 1, we obtain

ĤODF ' U
∑
i

(δk Zc cos(δk · ẑi) cos(ωt+ δ) cos(µt+ φ) + sin(δk · ẑi) cos(µt+ φ)) σ̂zi . (6.8)

The second term of Eq. (6.8) is the usual term that gives rise to spin-motion entanglement with

the drumhead modes and to effective spin-spin interactions [13, 14]. We assume we can neglect this

term because we tune µ far from any drumhead modes.

Deep in the Lamb-Dicke confimenent regime, the cos(δk · ẑi) factor in the first term of Eq.

(6.8) equals one. Here we account for the possibility of not being deep in the Lamb-Dicke con-

finement regime. In this case, and assuming a thermal distribution of modes, 〈cos(δk · ẑi)〉 =

exp(−δk2
〈
ẑ2
i

〉
/2). This factor is known as the Debye-Waller factor DWF . For our conditions all

ions have approximately the same Debye-Waller factor, DWF ≈ 0.86 [14].

With µ ∼ ω, Eq. (6.8) can be written as

ĤODF = (U · δk ·DWF ) Zc cos((ω − µ)t + δ − φ)
∑

i

σ̂z
i

2
, (6.9)

which is Eq. (6.2) with F0 = U · δk ·DWF .

6.4 Off-resonance, phase-incoherent sensing

To begin the process of characterizing the limits of sensing small displacement amplitudes

with the 2D crystal of ions, we perform measurements where ω is far from resonance with the trap

axial frequency ωz. This allows us to determine the read-out imprecision in a regime free from
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thermal noise associated with any of the motional modes. Thus, we can calibrate what the smallest

detectable displacement is.

Additionally, we implement a protocol where the phase of the measured quadrature randomly

varies from one iteration of the experiment to the next. This random phase arises as a result of an

experimental limitation: we could not control the optical phase of the ODF relative to the phase of

the classical driving field. However, this technique is appropriate for sensing a force whose phase

is unknown or not stable. For N = 85 ions and zZPT ≡ 1√
N

√
~

2mωz
≈ 2 nm, we detect amplitudes

Zc = 500 pm in a single implementation of the experimental sequence, and as small as 50 pm after

averaging over 3,000 iterations of the sequence.

We allow the phase δ to randomly vary from one iteration of the sequence to the next,

effectively measuring a random quadrature of the motion for each experimental trial. Different

experimental trials therefore result in a different precession θ, as indicated in Fig. 6.4. We measure

the collective dephasing (or decoherence) averaged over many experimental trials 〈P↑〉 = 1
2 [1 −

e−Γτ 〈cos(θ)〉]. Here the brackets 〈·〉 denote an average over many iterations of the sequence.

Averaging over the random phase δ yields

〈P↑〉 =
1

2

[
1− e−ΓτJ0(θmax)

]
, (6.10)

with J0 the zeroth-order Bessel function of the first kind.

For this work, we use a Carr-Purcell-Meiboom-Gill (CPMG) sequence with m = 8 ODF-π-

ODF segments (τ = 2mT ) as shown in Fig. 6.7. As the number of segments in the CPMG sequence

(m) is increased while the total time τ is held fixed, the ODF arm time T decreases resulting in

suppression of noise from magnetic field fluctuations. The choice of m = 8 was made by balancing

the reduction in background noise with increased number of π pulses versus error accumulated by

over- or under-rotation over the course of many π pulses. Figure 6.8 illustrates this effect.

To create the steady-state COM axial oscillation Zc cos(ωt+ δ), we applied a continuous AC

voltage to an endcap of the Penning trap at a frequency ω/(2π) near 400 kHz. This frequency

was chosen because it was far from any motional mode frequencies of the ion crystal, and there
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Figure 6.7: Illustration of m = 8 CPMG sequence. a) Ramsey sequence with final π/2 rotation
about ŷ. The classical drive (orange) is on through the whole sequence, and the ODF (green) is
turned on between the two π/2 rotations for a total time τ . b) Dynamical decoupling sequence used
to mitigate presence of noise (in particular from magnetic field fluctuations) to allow for increase
the total time τ . The total ODF interaction time τ = 16T for this CPMG sequence. The phase is
advanced after each π pulse (see Fig. 6.5).

Figure 6.8: Characterization of background signal for various CPMG sequences. Here, the total
time τ is held fixed at 24 ms, but the number of π pulses (i.e. the value m) and thus the arm time
T is varied. The result is that noise (from magnetic field fluctuations) is suppressed at frequencies
below T−1. With additional π-pulses, error from over- or under-rotation may accumulate.
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were no observed noise sources. Thus, the background, i.e. the signal without the driven COM

axial motion such that Zc = 0, was fully characterized by decoherence due to photon scattering

and is given by 〈P↑〉bck = 1
2

[
1− e−Γτ

]
. Figure 6.9 demonstrates the fact that the background is

characterized by photon scattering. By performing the m = 8 CPMG sequence with neither ODF

beam on, followed by each individually, and finally both together and comparing the experimental

results with theory assuming decoherence due to photon scattering with a decay rate Γ calibrated

independently (see Ch. 4).

We calibrated the displacement of the ions due to a static voltage applied to the endcap

by measuring the resulting movement of the ion crystal in the side-view imaging system. From

this calibration, we determined that a 1 V offset results in a 0.97(5) µm displacement of the ions

(Fig. 6.10). We estimate that the corrections for using this DC calibration to estimate Zc for an

ω/(2π) ≈ 400 kHz drive is less than 10 %.

6.4.1 Lineshape

To model the lineshape of the signal, it is necessary to account for the accumulated phase due

to the spin-dependent ODF potential without making the simplification that ω = µ. This results in

a characteristic response function for each sequence. The lineshape of this sequence is derived (see

Appendix A.1) using the modulation discussed in the first section and assuming a delta function

source at a frequency ω. This lineshape is used to generate the theory curves of Figs. 6.11 and

6.12. In general, for a CPMG sequence it is necessary to calculate the phase evolution during 2m

terms of length T, for a total interaction time of 2mT.

As shown in the Appendix A.1, the expression for population in |↑〉 - now with a dependence

on the ODF difference frequency µ - is

〈P↑〉 =
1

2

[
1− e−ΓτJ0(θmax(µ))

]
, (6.11)

where θmax(µ) is defined in Eq. A.14. Equations 6.11 and A.14 are used to obtain the theoretical

line shapes in Figs. 6.11 and 6.12.
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Figure 6.9: Characterization of the background signal for the τ = 24 ms m = 8 CPMG sequence as
a function of the strength of the ODF. The blue points are without the ODF, where the signal is
dominated by magnetic field fluctuations. The green and orange points are with only the lower and
upper ODF beams on, respectively. For the red points, both ODF beams are on. The purple dashed
line is theory that includes the independently measured photon scattering rate and magnetic field
fluctuations.

Figure 6.10: Calibration of applied voltage to displacement. A DC voltage was applied to the trap
electrode and the displacement of the ion crystal was measured with the sideview imaging EMCCD
camera. By varying the DC voltage and measuring the displacement, a calibration of the voltage
to displacement can be extracted from a linear fit: 0.97(5) µm/V
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Figure 6.11 shows the emergence of the measured spin precession signal out of the background

as the amplitude Zc is increased from 500 pm to 5 nm. Figure 6.12 shows the effect of varying the

strength of the ODF coupling F0 while holding the amplitude Zc fixed at 500 pm. In this case, for

the maximum value of F0 the signal has begun to saturate. As F0 is increased, the background also

increases due to the elevated rate of photon scattering. The measured lineshapes agree well with

the theory prediction just described, involving no free parameters.

6.4.2 Assessing the signal-to-noise

Figure 6.13 shows the background and the measured resonant (µ = ω) response to a Zc =

485 pm oscillation for a range of ODF strengths F0/F0M , where F0M is the maximum F0 possible

with the set-up from the time (∼40 yN). Agreement with Eq. (6.10) involving no free parameters

is excellent. For both Figs. 6.11 and 6.13 the background is within 6 % of that determined by

independent measurements of the photon scattering decay rates of each ODF beam [13]. The

amplitude Zc = θmax/(τF0/~) can be determined from the difference 〈P↑〉 − 〈P↑〉bck. We note that

〈P↑〉 − 〈P↑〉bck depends on θ2
max. Therefore, the sensing protocol described here directly measures

Z2
c . The inset of Fig. 6.13 shows a determination of Z2

c for a range of ODF strengths. The

uncertainties were calculated from the measured noise of the 〈P↑〉 − 〈P↑〉bck measurements using

standard error propagation. These uncertainties go through a minimum, indicating an optimum

F0/F0M value for determining Z2
c .

To explore the ultimate amplitude sensing limits of our protocol, we performed repeated pairs

of P↑ measurements, first with Zc = 0 to get the background, and then with Zc 6= 0. For a given

Zc, 3,000 pairs of measurements were used to determine the average difference 〈P↑〉 − 〈P↑〉bck and

the standard deviation σ (P↑ − P↑,max) of the difference for a single pair of measurements. For each

Zc, F0/F0M was set close to the value that maximizes the signal-to-noise ratio for determining Z2
c .

This occurs for relatively small θmax such that 1
2 (1− J0 (θmax)) ≈ θ2

max/8. Then, the signal-to-noise
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Figure 6.11: Lineshape of the spin precession signal for amplitudes Zc of 500 pm (red diamonds), 1
nm (blue triangles), 2 nm (green squares), and 5 nm (orange circles) for τ = 20 ms. Black triangles
are the background, with the drive turned off. Dashed lines are predictions with no free parameters.
Error bars represent standard error. Here N = 90 ions and F0 = 7.9 yN.

Figure 6.12: Lineshape of the spin precession signal for various values of F0 with τ = 20 ms. Dashed
lines are predictions with no free parameters. Error bars represent standard error. Here N = 90
ions and Zc = 500 pm.
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Figure 6.13: Top: Bloch sphere representation [72] of spin dephasing for Zc = 485 pm. Each
blue vector represents an experimental trial with a different phase δ (see text). From left to right,
the spread in the blue vectors corresponds to θmax = 0.470, 1.41, 3.62 radians and F0/F0M =
0.1, 0.3, 0.77, where F0M is the maximum optical-dipole force. Our experiment measures the length
of the Bloch vector averaged over many trials, denoted by the thick red vector. Main plot: As
a function of ODF strength, the background (black diamonds) with no applied drive and signal
(blue points) for a 485 pm amplitude and total ODF interaction time τ = 24 ms is shown. The
red dashed line is a fit to the background. The black dashed line is the prediction with no free
parameters, given the background fit. Here N = 75 ions and F0M = 41.3 yN. Inset: Black points
are experimentally determined values for Z2

c . Red dashed line is the calibrated value of Z2
c . Error

bars represent standard error.
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Figure 6.14: Amplitude sensing limits for N = 85. Black points are the experimentally measured
signal-to-noise for determinations of Z2

c from single pairs of P↑, P↑,max measurements as a function
of the experimentally imposed Zc. Our measurement for Zc = 25 pm is consistent with zero. Red
dashed line is the prediction for the signal-to-noise including projection noise and the random COM
mode quadrature measured each trial. Blue solid line is the predicted limiting signal-to-noise for
small amplitudes (Eq. (6.13)), assuming only projection noise and parameters relevant for our
set-up. Error bars represent standard error.



102

ratio for determining Z2
c from a single pair of P↑, P↑,max measurements is approximately

Z2
c

δZ2
c

≈
〈P↑〉 − 〈P↑〉bck

σ (P↑ − P↑,max)
. (6.12)

Figure 6.14 displays Eq. (6.12) from measurements acquired with Zc ranging from 10 nm to as

small as 0.025 nm. Excellent agreement is observed with a model (dashed red line) that assumes the

only noise sources are projection noise in the spin-state detection and fluctuations in P↑ produced

by random variation in the phase δ from one experimental trial to the next.

For amplitudes Zc & 500 pm, fluctuations in P↑ due to the random variation of the phase δ

for different experimental trials dominates. This situation is depicted by the middle Bloch sphere

of Fig. 6.13. Here the fluctuations in P↑ are comparable to the difference 〈P↑〉 − 〈P↑〉bck, limiting

the signal-to-noise of a single determination of Z2
c to ∼1. As Zc decreases, this noise and the signal

decrease while projection noise stays approximately the same, resulting in a decreasing Z2
c /δZ

2
c .

For small Zc, the sensitivity is determined (see A.2) by N , δk, and the ratio of the spontaneous

decay rate to the optical potential ξ ≡ Γ/ (U/~), according to

Z2
c

δZ2
c

∣∣∣∣
limiting

≈ 0.097

√
N(DWF )2(δk)2

ξ2
Z2
c . (6.13)

For N = 85 and values of DWF , δk, and ξ = 1.156 × 10−3 relevant for our set-up, Eq. (6.13)

predicts Z2
c /δZ

2
c ≈ [Zc/0.2 nm]2, displayed as the blue line in Fig. 6.14. On the log-log plot the

slope of 2 is the result of a signal proportional to Z2
c along with a constant readout noise of the

spins (here projection noise). We perform 16 pairs of measurements in 1 s, so the signal-to-noise

Z2
c /δZ

2
c ≈ [Zc/0.2 nm]2 for a single pair of measurements corresponds to a long averaging time

sensitivity of (100 pm)2 /
√

Hz (recall that our protocol measures Z2
c ).

6.5 Off-resonance, phase-coherent sensing

The prior section (6.4) of this chapter described a protocol for sensing displacements of the

ion crystal in the case where the phase between the classical driving field and the ODF used to

make the measurement is not controlled and is random from shot-to-shot of the experiment. In this
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section, the focus is a protocol that exploits a stabilized relative phase and thus allows for coherently

sensing the displacement of the ions. To stabilize this relative phase required improvements to the

experimental apparatus, which will be described in detail in Section 6.5.1.

As was described in Section 6.2, for the phase incoherent case an experimental sequence using

a rotation of the spins about the y-axis was employed. Such a sequence is second-order sensitive to

displacements of the crystal, and thus the ultimate sensitivity was reduced (given the presence of

spin-dephasing due to photon scattering) compared to a sequence with a final rotation about the

x-axis, which is first-order sensitive to displacements.

For this work, EIT cooling was also used to produce a long-term stable n̄z ∼ 1.6 COM

mode temperature. The addition of EIT cooling improves our sensitivity to small displacements by

improving the Lamb-Dicke confinement, which increases the effective spin-dependent force - here,

F0 = 88 yN.

Following discussion of the improvements made to the apparatus, this section will outline

and document the observed order-of-magnitude improvement in sensitivity to displacements. In

addition, details of the sequence and calibrations used, as well as documentation of the characteristic

lineshapes observed, will be provided. The phase stabilization of the ODF achieved through this

work [19] opens new avenues of research including parametric amplification of the spin-motion

interaction [66, 73], which will be explored in the near future.

6.5.1 Experimental improvements

To implement the phase coherent protocol outlined in Section 6.2, the relative phase between

the ODF and the classical drive must be controlled. Since the classical drive phase is set by a

computer-controlled DDS, it is the phase of the ODF at the ions that must be stabilized. The phase

stability of the ODF at the ions requires stabilizing both the optical phase of the ODF beatnote and

the axial position of the ions. The wavelength of the ODF optical lattice is 900 nm, so to achieve a

phase stability better than 10◦ the equilibrium position of the ions must be maintained to within

25 nm. For our trap, this requires limiting drifts in the approximately 2 kV confining potentials to
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less than 5 mV. In addition, vibrational noise on the apparatus will give rise to phase instability of

the ODF relative to the ions - this effect was mitigated by floating the optical table on which the

apparatus rests. To stabilize the ODF phase, the beam paths are enclosed to reduce interfermetric

drifts between the two ODF beams, and the ODF beatnote is sensed and feedback stabilized before

the beams enter the room temperature bore of the superconducting magnet (∼1 m from the ions,

see Fig. 6.15).

The first step in controlling the ODF optical phase at the ions was to interferometrically

measure the beatnote and stabilize it. Figures 6.15 and 6.16 illustrate the scheme used to feedback

stabilize the ODF beatnote. Just before the two beams are sent into the bore of the magnet and

up to the ions, a pair of pickoff mirrors direct light from each beam into an interferometer. This is

done approximately 1 meter from the ions, which is about as close to the ions as is possible to pick

off light from the beams. The two beams combine on a photodetector and a beatnote is formed.

This beatnote (for this work µ ≈ 400 kHz, but this can be increased up to µ = ωz, see Ch. 7) is

mixed with the output of a DDS whose frequency and phase is computer-controlled. The output

of the mixer, then, is the phase error of the beatnote relative to the reference signal at ∼400 kHz.

The error signal is amplified and filtered before being sent to a NIST Digital Servo, which serves

as the PI-loop feeding back on the error signal. The output of the servo is a voltage intended to

stabilize the beatnote, however to feedback on one of the ODF beams we use the RF input to

the AOM which controls the frequency and phase of the beam. Thus, the feedback output from

the PI-loop must be mixed with the RF drive signal at 210 MHz, as illustrated in Fig. 6.16. We

use the frequency modulation input port of a signal generator, which subsequently outputs a 29

MHz frequency-modulated sine wave. This output is doubled in frequency and filtered before being

mixed with the 152 MHz output of a DDS. The signal is passed through a final tuneable bandpass

filter centered at 210 MHz before the frequency-modulated RF drive centered at 210 MHz is sent

on to the AOM controlling one of the two ODF beams.

To quantify, assess, and improve the phase stability of the ODF at the ions, we use the spin-

echo sequence shown in Fig. 6.17. These experiments are performed with ∆µ = ω−µ = 0, i.e. with
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Figure 6.15: Schematic of feedback stabilization of ODF beatnote. To produce the ODF, laser light
at 626 is sent via fiber to the experiment table and subsequently frequency doubled to 313 nm.
A 50/50 beamsplitter routes the light into two double-pass AOM setups, for fast switching and
frequency control (not shown, see Fig. 4.6). To counteract phase noise accumulated over the few
meter path lengths of the two beams, feedback is applied to one of the AOMs. Two pickoffs about
1 meter from the trap are used to route light into an interferometer and a beatnote is formed at
400 kHz. This signal is mixed down with a 400 kHz signal from an FPGA controlled DDS (such
that the exact frequency can be controlled in the course of running the experiment) to produce an
error signal, amplified, and sent to a NIST digital servo PID. The signal output from the digital
servo must be mixed-up to 210 MHz (see next figure).
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Figure 6.16: Since the AOM being used has a center RF driving frequency of 210 MHz, the
output from the PID loop must be mixed-up to 210 MHz. The output voltage is sent to the
frequency modulation port of an Agilent 33421A signal generator set to an output of 29 MHz with
an amplitude appropriate for driving the AOM. This signal is doubled in frequency, filtered, and
mixed with a 152 MHz DDS signal. With another stage of filtering, the frequency modulated 210
MHz RF signal is sent on to the AOM to stabilize the 400 kHz beatnote.

Figure 6.17: Illustration of sequence used to measure the stability of the relative phase between the
ODF and the classical drive. δ is the relative phase and is initialized at π/2 such that the two fields
oscillate out of phase and no spin precession should be accumulated. After the π pulse, the ODF
phase is advanced by φ = π such that any spin precession accumulated is added coherently over
the two arms of the sequence. If the relative phase remains δ = π/2 over the course of the sequence
and from shot-to-shot, then after the final rotation π/2 about x̂ the Bloch vector will remain along
the x̂-axis (see Fig. 6.19).
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the frequency of the ODF equal to that of the drive, and with an ODF phase advance ∆φ = π,

so that the spin-precession is accumulated in each arm. To be first-order sensitive to the phase

noise of the ODF, the initial relative phase is set to δ = π/2. Also, a large classical displacement

amplitude (Zc ∼ 5.5 nm) is used with θmax ∼ 0.7π to improve the phase noise sensitivity.

If from one realization of the experiment to the next the phase δ = π/2 remains constant,

then no spin-precession occurs in either of the ODF arms, and the Bloch vector remains along the

x-axis for each trial as shown in Fig. 6.19 (a). Then, following the final π/2-pulse about the x-axis,

the noise in the detected bright fraction is limited to spin projection noise. However, if the phase of

the ODF varies from one experimental trial to the next, then the resulting spin-precession causes

dephasing of the Bloch vector for different iterations of the experiment as shown in Fig. 6.19 (b),

which results in increased noise in the bright fraction after the final π/2-pulse.

With this experimental protocol we can now assess the stability of the relative phase and

investigate potential noise sources that may be limiting the stability. Figure 6.18 illustrates the

initial phase stability and subsequent improvement using the same experimental sequence described

previously. Initially, the bright fraction wandered from full bright to full dark (Fig. 6.18 (a)) over

the course of a few seconds. After improving the laser phase stability and motional stability of the

ions, the phase is significantly more stable (Fig. 6.18 (b)-(e)), though there is some residual noise

above projection noise (illustrated in Fig. 6.18 (f), which is without the classical drive and near

projection noise limited). Several steps were taken to improve the relative phase. First, electrical

noise was reduced by disconnecting the high voltage power supplies used for the trap electrodes

from the DAC used to remotely control them, and further mitigated by connecting the T2 and

T3 electrodes (the electrodes on either side of the central, segmented electrode, see Ch. 3) to the

same power supply so that residual noise on those electrodes is common mode for the ion crystal

between them (Fig. 6.18 (c)). Then, optical phase instabilities driven by air currents over the ODF

beam pathlength were mitigated by sealing the bore of the magnet (which acts like a chimney) and

covering the ODF beam path on the optical table (Fig. 6.18 (d)). Finally, vibrational noise from

the ground which causes the trap to move relative to the ODF laser beams is mitigated by floating
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Figure 6.18: Improving the stability of the relative phase between the classical drive and ODF. The
following plots use the sequence outlined in the text and in Figs. 6.17 and 6.19. a) Here the relative
phase was left uncontrolled and varies randomly from shot-to-shot. b) Triggering the experimental
sequence such that the DDS phases for the classical drive and ODF are synchronized. The relative
phase at the ions wanders over 180◦ in a few seconds. c) Electrical noise - from the DAC used
to set the trap voltages remotely, ground loops, and other unknown sources - affects the phase.
Here the high voltage power supplies are set to ‘local’ mode and are disconnected from the DAC.
Additionally, the electrodes T2 and T3 (the electrodes on either side of the central, segmented
electrode, see Ch. 3) are connected together. d) Boxing up the ODF beam path on the optical
table as well as sealing the bore of the magnet mitigates the effects of air currents on the relative
phase stability at the ions. e) Floating the table removes some low frequency vibrations that jostle
the trap relative to the ODF laser beams. f) Comparison to the same experiment, but with the
classical drive switched off.



109

the optical table (Fig. 6.18 (e)).

Figure 6.19 (c) shows the resulting bright fraction of a 210±20 ion cloud over 2000 iterations

of this phase stability experiment and represents the ultimate phase stability so far achieved. Each

experiment lasts 9 ms, so this set of experiments analyzes the stability over a 18 second interval.

The red dashed lines represent the standard deviation of spin projection noise. The phase remains

relatively constant over the 18 second interval as shown by the data in Fig. 6.19 (c) with some fast

shot-to-shot noise that increases the standard deviation of the bright fraction by about a factor of

two over projection noise.

From this increased noise in the bright fraction, we calculate the corresponding phase noise

of the ODF. The population of spins in the |↑〉 state at the end of this experimental sequence is

P↑ =
1

2

[
1− e−Γτ sin(θ)

]
, (6.14)

where θ = θmax cos(δ) when ∆µ = 0 and Γ is the rate of spin-decoherence, which is predominantly

due to off-resonant light scatter from the ODF beams. We assume δ = π/2 + ∆θ, where the

shot-to-shot phase noise ∆θ is small. Solving Eq. (6.14) for ∆θ, we find

∆θ ≈
eΓτ (1− 2P↑)

θmax
. (6.15)

Figure 6.19 (d) is a histogram of the phase noise for the data shown in Fig. 6.19 (c). The dashed

vertical red lines correspond to the 2◦ standard deviation from converting projection noise to phase

noise, and the blue dashed curve is a Gaussian fit to the measured phase noise with a standard

deviation of about 5 degrees. This measurement includes projection noise, and is therefore a

conservative estimate of the phase stability. With this phase stability, other sources of noise and

background offsets should be the limiting factors for the phase-coherent sensing experiments.

Slow drift of the ODF phase on the ions - most likely due to evolving air currents - means

that though the shot-to-shot phase stability is good, over the course of many 10s of seconds to

minutes the relative phase evolves. Thus, prior to any experiment the relative phase is scanned.

From a fit to the scan we set the relative phase of the two fields (classical drive and ODF) so they
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Figure 6.19: To measure the phase stability of the ODF at the ions, a spin-echo sequence is used in
which the relative phase between the driven displacement and ODF is initially set to δ = π/2. With
the ODF and driven displacement out-of-phase, no spin-precession occurs in either application of
the ODF. Therefore, in the absence of phase noise (a), the Bloch vector remains pointing along the
x-axis. However, in the presence of phase noise (b), spin-precession is accumulated, and the Bloch
vector undergoes different amounts of spin precession from one trial of the experiment to the next.
(c) After the final π/2-pulse about the x-axis, the shot-to-shot variations in the spin-precession
are rotated into noise in the measured bright fraction (black data) over that expected from spin
projection noise (red dashed lines). (d) Using a theory model, this increase in the noise in the
bright fraction is interpreted as 5◦ Gaussian phase noise between the driven motion and oscillating
spin-dependent force (dashed blue curve).
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are in-phase. For data-taking over longer periods of time, this phase scan is checked periodically

(typically every 20 seconds) to ensure it doesn’t drift off. Figure 6.20 shows an example of a scan

over this relative phase with a sinusoidal fit. The phase offset is extracted and used to set the ODF

phase such that it matches the classical drive phase.

6.5.2 Phase-coherent lineshapes

Having improved the relative phase stability from ‘random’ to ‘controlled’ and characterized

the phase noise to have a standard deviation of about 5 degrees, we proceed with extending the

phase-coherent protocol to sense small displacements of the ion crystal. This section will describe

in detail the sequence used to perform this measurement and the theoretical and experimental

characterization of the lineshape (or response function) of the signal.

This section mirrors Secs. 6.3 and 6.4.1 in its general formalism, though the exact sequence

used for this work differs from that described in Sec. 6.4. For reference, the relevant full Hamiltonian

is repeated here:

ĤODF = U
∑
i

sin(δk · ẑi) cos(µt+ φ)σ̂zi − U
∑
i

cos(δk · ẑi) sin(µt+ φ)σ̂zi . (6.16)

With a classical COM motion characterized by a displacement amplitude Zc and frequency

ω, the Hamiltonian becomes:

ĤODF ≈ F0 Zc cos((ω − µ)t+ δ)
∑
i

σ̂zi
2
. (6.17)

As before, we consider how to extend the sequence to longer times to enhance the sensitivity.

The optimum sensitivity to small displacements requires a Ramsey sequence with a long free-

precession duration (on the order of several milliseconds) as shown in Fig. 6.21 (a), which makes this

protocol susceptible to spin decoherence from magnetic field fluctuations. To mitigate this effect,

we employ multiple equally spaced π-pulses about the x-axis in a Periodic Dynamical Decoupling

sequence (PDD) as shown in Fig. 6.21 (b). By shortening the free-precession interval T we suppress
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Figure 6.20: Calibration for relative phase between ODF and classical drive. Fitting to this oscil-
lation allows for extracting the relative phase offset between the ODF and the classical drive and
ensures that the two fields are in phase for the following experiment. The calibration sequence used
matches the experimental sequence to follow.
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Figure 6.21: a) A sketch of the equivalent Ramsey sequence of this experimental protocol consisting
of microwave pulses (grey boxes), and application of the ODF (green boxes) while the ion crystal
is being driven by a classical drive (orange box). For the given ODF strength, a long free-evolution
duration is required to obtain the optimum sensitivity to small displacements (τ = T ). b) To
suppress magnetic field fluctuations, the free-precession period is divided into smaller sections by
π-pulses about the x-axis with appropriate phase advances of the ODF (τ = 8T ). The duration of
these pulses are not drawn to scale.

magnetic field noise for frequencies below T−1. With no phase advance of the ODF ∆φ after these

microwave π-pulses, this spin-echo protocol would also cancel the precession from the spin-motion

coupling. However, with the proper ∆φ (Sec. 6.3), the desired spin-precession signal is accumulated

in each arm.

When ∆µ = ω − µ 6= 0, spin-precession from the spin-motion interaction of Eq. (6.17) still

occurs, but the phase evolution throughout the sequence must be taken into account as well. This

results in a characteristic line shape for the given experimental sequence. In this section, we theo-

retically and experimentally analyze the line shape from a constant amplitude driven displacement.

For simplicity, the derivation assumes the spin-echo sequence shown in Fig. 6.1 (b), but using

trigonometric identities the phase factors reduce to the same analytical expression for spin-echo

sequences with m = 2n − 1 (for n any nonzero integer) π-pulses. We also neglect td (where, again,

td is a delay between setting the ODF phase and the start of the sequence) here, since T � td, so

the effect on the signal is negligible. This brief derivation mirrors that described in Appendix A.1.

The spin-precession accumulated in a general sequence is

θ(µ) =
F0Zc
~

∫
cos (∆µt+ δ) dt

=
F0Zc
~

2 sin
(

∆µ
2 T

)
∆µ

χ(µ, ω),

(6.18)
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where the phase evolution of each ODF arm is included in χ(µ, ω) =
∑

j χj(µ, ω) and is determined

by the particular sequence that is used. For an application of the spin-motion coupling starting at

ti and ending at tf

χj = cos

[
∆µ

2
(ti + tf ) + δ

]
, (6.19)

so for the two arms of the spin-echo sequence with the timings and phase advance discussed in

Sec. 6.5.2

χ1 = cos

[
∆µ

2
T + δ

]
, (6.20)

and

χ2 = cos

[
∆µ

2
(3T + 2tπ) + µ (T + tπ) + δ

]
. (6.21)

Summing these terms and using the drive frequency of Eq. (6.6), we find

θ(µ) =
F0Zcτ

~
sinc

(
∆µ

2
T

)
cos

(
∆µ

2
T + δ

)
, (6.22)

where τ = (m+ 1)T is the total time the ODF is applied. Again, this expression is dependent on

the particular sequence used, but is valid for the spin-echo sequences with m = 2n − 1 π-pulses

discussed here.

Shown in Fig. 6.22 are the measured line shapes for a spin-echo sequence with m = 7 π-pulses.

When no drive is applied (Zc = 0), the bright fraction remains near 0.5 independent of the ODF

frequency. As the displacement amplitude is increased, a signal emerges from the background.

On-resonance with δ = 0, the bright fraction is decreased for small displacement amplitudes. In

contrast, for the largest displacement amplitude (Zc = 1.11 nm), the bright fraction is increased

on-resonance since the induced spin-precession exceeds π. Figure 6.23 demonstrates control over

the relative phase between the classical drive and ODF. The same sequence is used as in Fig. 6.22

with a displacement amplitude of 300 pm (blue data in Fig. 6.22).

The curves shown in Figs. 6.22 and 6.23 are theory with no adjustable parameters. Equa-

tion 6.14 is used to convert the calculated spin-precession accumulated for the spin-echo sequence

(Eq. (6.22)) to a bright fraction. The theory agrees well with the experiments for a range of

displacement amplitudes and ODF frequencies.
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Figure 6.22: Measured bright fraction versus ODF detuning for various displacement amplitudes
(symbols). The error bars represent one standard deviation of uncertainty. These line shapes are
for a m = 7 spin-echo sequence with an arm time T = 850µs and the 2D crystal array consists
of N ∼ 69 ions. They are well described by theory (curves) given by Eqs. 6.14 and 6.22 with no
adjustable parameters.

Figure 6.23: Measured bright fraction versus ODF detuning for φ = 0, π/2. The error bars represent
one standard deviation of uncertainty. These line shapes are for a m = 7 spin-echo sequence with
an arm time T = 850µs and the 2D crystal array consists of N ∼ 69 ions. They are well described
by theory (curves) given by Eqs. 6.14 and 6.22 with no adjustable parameters.
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6.5.3 Assessing the phase-coherent signal-to-noise

Following a similar procedure as in Ref. [18] and Sec. 6.4.2, we determine the ultimate

amplitude sensing limit of this protocol by performing repeated pairs of P↑ measurements with the

spin-dependent force applied at the same frequency as the classical drive. Instead of using one of

the two measurements to measure the background (Zc = 0) as was done in Ref. [18], the ability to

control the relative phase between the classical drive and ODF allows us to advance the phase by

π between the first P 1
↑ (δ = 0) and second P 2

↑ (δ = π) experiments. This reverses the relative sign

of the signal, and by taking the difference

〈P 2
↑ 〉 − 〈P 1

↑ 〉 = e−Γτ sin(θmax), (6.23)

we remove common offsets in the background and increase the size of the signal for this pair of

experiments by a factor of two. Equation 6.23 can be used to estimate θmax and the displacement

amplitude Zc through θmax = F0Zcτ/~.

To assess the stability of the measurement, the Allan deviation can be calculated as a function

of the number of experiments performed. Figure 6.24 is a plot of the Allan deviation of the measured

bright fraction P 2
↑ − P 1

↑ for 3000 iterations of this measurement. The noise in these measurements

averages down as the square root of the number of iterations M indicating good long-term stability

of the experimental set-up.

The standard deviation δθmax in estimating θmax is determined by the standard deviation

(ideally spin projection noise) σ(P 2
↑ − P 1

↑ ) in the difference signal measurements through

σ(P 2
↑ − P 1

↑ ) = e−Γτ cos(θmax)δθmax. (6.24)

Since

Zc
δZc

=
θmax

δθmax
(6.25)

the maximum sensitivity to small displacements occurs when θmax/δθmax is maximized. Using

Eq. 6.25 and solving for θmax and δθmax from Eq. (6.23) and Eq. (6.24), respectively, we can

calculate the angle at which the optimal sensitivity is achieved. Figure 6.25 is a plot of the amplitude
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Figure 6.24: Allan deviation of the bright fraction measured over ∼3000 iterations of the experiment
for the Zc = 49 pm data set. The fit (red dashed line) shows that the noise in the bright fraction is
uncorrelated over this experimental interval, and therefore averages down as the square-root of the
number of experiments. Each iteration of the experiment (two m = 7 spin-echo sequences) lasts
about 30 ms.
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sensitivity versus the angle of spin-precession for a range of displacement amplitudes Zc, where

θmax is controlled by varying F0. Note that increasing the strength of the ODF also increases the

rate of photon scattering, which needs to be included when finding the angle. Measurements and

theory show that the optimum sensitivity to displacements occurs for θmax ∼ 0.2π for the largest

displacement amplitudes Zc ∼ 200 pm reported here. For these large displacements, we lower the

ODF strength to remain at this optimum sensitivity.

The optimal sensitivity for small displacements requires higher ODF strength. Higher ODF

strength increases the impact of photon scattering, and θmax/δθmax is maximized at small θmax as

shown in Fig. 6.25 where small angle approximations to Eqs. 6.23 and 6.24 are valid. For small

θmax,

θmax

δθmax
≈
〈P 2
↑ 〉 − 〈P 1

↑ 〉
σ(P 2

↑ − P 1
↑ )
. (6.26)

We define the experimentally determined signal-to-noise ratio SNR of a single pair of measurements

as

SNR ≡
〈P 2
↑ 〉 − 〈P 1

↑ 〉
σ(P 2

↑ − P 1
↑ )
. (6.27)

Therefore, for small amplitudes Zc, the SNR provides a measure of the signal-to-noise ratio Zc/δZc

for determining Zc in a single pair of measurements.

Assuming the noise is limited by spin projection noise such that δθmax = eΓτ/
√

2N , limiting

amplitude sensitivity of this protocol is (see A.3)

Zc
δZc

∣∣∣∣
limiting

≈ DWF(∆kZc)
√

2N
Uτ

~
e−ξUτ/~, (6.28)

where ξ = Γ/(U/~) ∼ 1.14× 10−3 is the ratio of the spin-decoherence to the strength of the optical

potential. For a given number of ions, the amplitude sensitivity increases for longer applications

of the ODF potential until spin-decoherence diminishes the contrast. Equation 6.28 is maximized

when Γτ = 1, which for a typical Γ ∼ 147 s−1 sets τ ∼ 6.8 ms. This motivates the duration of the

protocol we implemented and corresponds to an ultimate amplitude sensitivity of

Zc
δZc

∣∣∣∣
ultimate

≈ F0τ

~e
√

2NZc =
Zc

36 pm
, (6.29)
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Figure 6.25: Amplitude sensitivity versus the angle of spin-precession for a range of displacement
amplitudes Zc. Here τ = 6.8 ms is fixed, and the θmax is controlled by varying the strength of
the ODF from 0 to 3F0M , where F0M is the maximum ODF achievable at the time. The cir-
cles correspond to measurements with Zc = 195 pm (error bars represent one standard deviation of
uncertainty from repeated trials of the experiment), and the diamonds identify the location of max-
imum ODF strength. For Zc = 195 pm, the optimum amplitude sensitivity under these conditions
occurs for θmax ∼ 0.2π, which requires ODF strengths below the maximum. As the displacement
amplitude is decreased, the maximum amplitude sensitivity occurs at smaller spin-precession angles
where the full ODF strength is required. The theory curves assume the experimentally observed
25% increase in the observed noise over spin projection noise.
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for the N = 88 ions and F0 = 88 yN of these experiments.

Figure 6.26 shows the measured SNR for determining Zc from a single pair of measurements.

Each SNR measurement was calculated from about 3000 pairs of experiments where the relative

phase of the classical drive and the ODF was changed by π between the measurements. The symbols

and curve in black correspond to the previous phase-incoherent measurements and projection noise

limited theory, respectively. In those experiments, a 500 pm displacement amplitude was detected

with a single measurement SNR of 1, and an amplitude of 50 pm was detected after averaging over

the 3000 pairs of experiments. Due to the shot-to-shot phase noise inherent in this scheme, the

SNR was limited to approximately 1 for amplitudes Zc & 500 pm.

With the phase-coherent protocol (blue data in Fig. 6.26), a displacement amplitude of 49 pm

is detected with a SNR of 1 with a single pair of measurements, which corresponds to an order-of-

magnitude improvement in the amplitude sensitivity. This amplitude is larger than that predicted

by Eq. (6.29) mainly due to additional noise in the bright fraction. This excess noise most likely

results from magnetic field fluctuations at frequencies above T−1, and ideally a sequence with

additional π-pulses (smaller T ) would reduce this noise. However, errors in the microwave pulses

currently limits this protocol to 1.25× spin-projection noise with a m = 7 spin-echo sequence.

The solid blue curve of Fig. 6.26 is a full calculation of the SNR defined in Eq. (6.27)

for the conditions of the experimental measurements and taking into account a 25% increase in

the experimental noise over spin projection noise. The agreement is good for large amplitudes

(Zc & 50 pm). The solid blue curve approaches the approximate result given by Eq. (6.29) modified

by the excess experimental noise for small angles (Zc . 100 pm). At these smaller displacement

amplitudes, the theory deviates from the experimental results. This is due to an apparent ∼2%

offset in the background between the first P 1
↑ and second P 2

↑ measurements. This offset was

determined by extrapolating a linear fit of the signal 〈P 2
↑ 〉 − 〈P 1

↑ 〉 to zero displacement amplitude

(see Fig. 6.27). We believe this offset is due to a small amount of cross talk between experimental

control signals and the rf potential applied to the end cap electrode. When the theory signal is

reduced by this experimental offset, we have good agreement between theory and experiments for
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Figure 6.26: Amplitude sensing limits for a crystal of N ∼ 88 ions. The black symbols and curve
show the previous phase-incoherent measurements and projection noise limited theory of Ref. [18],
respectively. With the phase-coherent scheme (blue symbols), a displacement amplitude of 49 pm
is detected with a single measurement SNR of 1, which corresponds to an order-of-magnitude
improvement in the sensitivity to small displacements. At the smallest amplitudes, the SNR for the
phase-incoherent scheme scales as (Zc/δZc)

2. For the phase-coherent scheme, theory predicts first-
order sensitivity to the displacement amplitude (solid blue curve). However, at small amplitudes,
the SNR measurements fall off faster than this prediction due to an offset in the background between
the two m = 7 spin-echo measurements (see text and Fig. 6.27). We find good agreement between
theory and experiment when this offset is included in the theory (blue dashed curve). Both of
these phase-coherent theory curves assume the measured 25% increase in the background noise
over projection noise. The smallest detected amplitude with the ∼3000 experiments used here is
5.8 pm. The error bars represent one standard deviation of uncertainty from repeated trails of the
experiment.



122

all displacement amplitudes (dashed blue curve). Measurements for amplitudes Zc < 5.8 pm will

require either a careful calibration of this offset or determining the source of the offset and getting

rid of it entirely.

The offset in the background levels between the first P 1
↑ (δ = 0) and second P 2

↑ (δ = π) signal

measurements impacts the current sensitivity of this protocol for determining small amplitudes.

Figure 6.27 (a) shows the measured bright fraction at small amplitudes for these two experiments.

The predicted linear dependence with Zc is observed. However, linear fits (dashed curves) show an

offset from expected background (bright fraction of 0.5 at zero displacement amplitude).

In Fig. 6.27 (b), we plot the difference between these two experiments, which is used as

the experimental signal in Eq. 6.27. By taking the difference, we remove common drifts in the

background as seen by the reduction in the scatter of the data away from the linear fit. However,

an approximate 2% offset remains. We believe this offset is due to a small amount of cross talk

between experimental control signals and the rf potential applied to the end cap electrode. This

offset is rather robust since the data shown in Fig. 6.27 was taken over several hours on two different

days. Further investigation will be required to calibrate or reduce this offset.

The slope of the SNR in Fig. 6.26 shows the benefit of the first-order amplitude scaling of

this phase-coherent protocol over the second-order amplitude scaling of the prior phase-incoherent

work [18]. If Zc is reduced by some factor n, the phase coherent scheme requires n2 measurements

to average down the noise. In contrast, the phase incoherent scheme requires n4 measurements.

Each iteration of this phase-coherent experiment consists of two m = 7 spin-echo sequences,

and lasts a total duration of about 30 ms. Therefore, the displacement sensitivity of this technique

is approximately 8.4 pm/
√

Hz. This implies force and electric field sensitivities of (12 yN/ion)/
√

Hz

and (77µV/m)/
√

Hz, respectively.

6.6 Summary and outlook

This chapter gave a detailed overview of a pair of experiments [18, 19] concerned with mea-

suring off-resonantly drive displacements of a 2D crystal of ions. Both sets of experiments made
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Figure 6.27: a) Symbols show the measured bright fraction for the first P 1
↑ (δ = 0) and second

P 2
↑ (δ = π) sensing experiments. The scatter of these points around a linear fit (dashed lines)

reflects the change in the background offset between successive experimental trials. b) This scatter
is reduced by using the difference in the two experiments as the experimental signal. However,
an offset in the background of approximately 2% remains. The error bars represent one standard
deviation of uncertainty and are comparable to the symbol size.
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use of a spin-dependent force, produced by an optical dipole force, to couple the spin and motional

degrees of freedom of the ions. With such an interaction, it is possible to map the motion of the

ions on to their spins, which can be read out with a precision set by projection noise and pho-

ton scattering. In addition to providing reasonably good force and electric field sensitivity, these

experiments are useful in that they set a lower bound on the displacement amplitudes that can

be measured with a particular protocol, even when the protocol is applied on resonance with the

COM mode. Thus, this chapter serves as documentation of the calibration of the measurement

imprecision of our protocol in the absence of thermal noise and back action.

The first experiment [18] was performed without control of the relative phase between the

ODF and the classical drive. The result was the detection of a displacement of 500 pm with a single

measurement signal-to-noise of 1. The 50 pm amplitude detected in Fig. 6.14 at a frequency ω far

from resonance corresponds to an electric field detection of 0.46 mV/m or 73 yN/ion. By stabilizing

this relative phase, an enhancement in sensitivity was achieved [19] by using a phase coherent

protocol that allows for repeatedly measuring the same quadrature of motion. This resulted in an

order of magnitude smaller displacement measured with SNR = 1. Further improvements can be

made by increasing the ratio ξ = Γ/(U/~), either by reducing spontaneous decay (not possible in

this current setup) or increasing U relative to Γ by way of, for example, parametric amplification

(8.2).

This improvement has also opened the door for additional experiments - now performed

resonantly with the COM mode. Probing on resonance with a measurement imprecision below zZPT

(where zZPT is the amplitude of the zero point motion) will be sensitive to thermal fluctuations and

back action due to spin-motion entanglement [12]. This motivates the investigation of potential

back-action-evading protocols with trapped ion set-ups. For the phase coherent measurement of

a single quadrature, back action due to spin-motion entanglement can be evaded through the

introduction of the appropriate correlations between spin and motion [64]. The advantage of probing

on resonance with the COM mode is that a significantly weaker electric field may ring up over time

the same minimal displacement detectable here. Thus, a large improvement in the sensitivity to
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electric fields is expected. The following chapter details experiments documenting this enhanced

sensitivity to electric fields and further exploration of the quantum limits of amplitude and electric

field sensing.



Chapter 7

Amplitude and electric field sensing resonant with the center-of-mass mode

In this chapter, recent experimental results for sensing displacement amplitudes excited by

electric fields resonant with the COM mode will be discussed. These results build on the work

described in Ch. 6 as well as references [18, 19].

7.1 Overview

In this chapter we experimentally and theoretically analyze a protocol for sensing small

displacements of a single bosonic mode of a two-dimensional, trapped-ion crystal of ∼100 ions. We

demonstrate a sensitivity beyond the standard quantum limit (SQL), defined as the precision with

which a displacement could be measured with a coherent state.

This result builds upon previous work performed far detuned from the COM mode [18] and

relies upon recent stabilization of the optical phase [19]. In the far-detuned limit [19], we measure

displacement amplitudes limited by projection noise and photon scattering due to the off-resonant

lasers used to produce ĤODF. In this off-resonance regime, our experimentally measured sensitivity

of 29 dB smaller than the ground-state wavefunction extent represents the maximal achievable

displacement amplitude sensitivity for the current experimental parameters. To reach the ultimate

limits of electric field sensing, it is necessary to perform this measurement resonantly with the

COM mode. The sensitivity to electric fields can in principle be increased by order the quality

factor of the mode (∼ 106), although on-resonance with the COM mode thermal noise and back-

action will limit the sensitivity to displacements. We demonstrate a sensitivity to displacements
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resonant with the COM mode that is 7 dB below the SQL for displacement sensing, resulting in

a displacement sensitivity of 60 pm/
√

Hz. For sensing amplitudes resulting from a field resonantly

driving the COM mode, the SQL is just the ground state wave function extent, which is the

minimum amplitude detectable with a coherent state. In addition, we assess the sensitivity of

our protocol to electric fields and compare this to a classical benchmark. The quantum enhanced

protocol is experimentally bench-marked at 3 dB below the SQL for a time-dependent amplitude,

with an electric field sensitivity of 250 nV
m /
√

Hz. Since an electric field produces a signal (an

amplitude of motion) that increases with driving duration T , the SQL depends on T . Some of the

best RF electric field sensors are Rydberg atoms [74]. With these systems, it is possible to generate

entangled states to beat the SQL [75] and reach sensitivities approaching 100 µV
m /
√

Hz [76]. Such

sensors demonstrate a broad bandwidth of sensitivity [74] and can be useful as an accurate standard

[77].

7.2 On-resonance amplitude sensing

To measure a displacement of the ion crystal, we couple the spin and bosonic degrees of

freedom of the ion crystal via the Hamiltonian:

ĤODF =
g0√
N

(
â+ â†

)
Ŝz + δâ†â, (7.1)

where g0 is the coupling strength and δ is the detuning of the spin-dependent force from the center-

of-mass (COM) mode. With δ = 0, this interaction drives spin-dependent displacements (see Fig.

7.1). To decouple from the thermal noise, zero-point motion, and back-action associated with

resonantly driving the COM mode with a spin-dependent force, this interaction can be reversed

by setting g0 = −g0 (more accurately, performing a spin rotation such that |↑〉 → |↓〉). With the

application of a spin-independent drive between the two applications of ĤODF, a measurement of

the displacement of the COM mode limited only by projection noise and spin dephasing effects

can - in principle - be made. Effectively, this protocol [78, 64] traces out an area in the phase-
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Figure 7.1: Illustration of protocol used for sensing displacement β. The ions are first Doppler
cooled and optically pumped into the |↑〉 state. A microwave π/2 pulse aligns the spins along the
x̂-axis. Application of the ODF for a duration τ with frequency µ = ωcom drives a spin-dependent
displacement. The π-pulse in the middle of the sequence flips up to down, allowing for cancellation
of spin precession accumulated during the first ODF arm. Simultaneously, a weak drive is applied
to an endcap electrode at frequency ω = ωcom driving a spin-independent displacement. A second
application of the ODF at the same frequency µ cancels the signal accumulated in the first arm
and maps the spin-independent displacement onto the spins. A second π/2 pulse maps the spin
precession accumulated either into spin population with a rotation about x̂ (as shown) or into
contrast with a rotation about ŷ (not shown). Finally, the spin state is read out via a projective
measurement.

space of the COM mode, as illustrated (along with the sequence) in Fig. 7.1. In the absence of

a spin-independent force (the quantity to be measured), the return of the motional wavepacket to

the phase-space origin indicates a disentangling of the spin and motional degrees of freedom. As a

result of the decoupling of the spin and motion, the spins are ideally insensitive to the thermal noise

and zero-point motion. The generation of spin-phonon entanglement is what gives this protocol

its sensitivity, but making measurements of this entangled state is challenging, as it would involve

measuring both the spin and phonon degrees of freedom. Reversing the spin-dependent force allows

for a simpler measurement of just the spins. An alternative physical picture is that application of

ĤODF resonant with some motion induces a shift in the qubit frequency and results in precession

of the collective Bloch vector, analogous to the optomechanical frequency shift of a cavity mode.

Changing the sign of the spin-dependent force flips the direction of the spin precession, and so in

this protocol the second application of the ODF cancels the spin precession due to thermal noise

and zero-point motion of the mode. Frequency fluctuations of the COM mode will also impact the

achievable sensitivity. For the current experiment, the frequency stability of the COM mode is the

dominant - though not fundamental - limitation.
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We use a Penning trap to confine and control single-plane Coulomb crystals of N∼100

Be+ ions, as described in [11, 12, 14], as well as Chs. 2 and 3. The motion of the ion crys-

tal can be treated as 2N in-plane modes and N axial modes characterized by the center-of-

mass mode frequency at ωz/(2π) = 1.59 MHz. The 2S1/2 ground-state valence electron spin

|↑〉 (|↓〉) ≡ |mJ = +1/2〉 (|mJ = −1/2〉) is the spin-1/2 degree of freedom with a frequency splitting

of 124 GHz. A resonant microwave source is used to perform global rotations of the spin ensem-

ble. To couple the spin and motional degrees of freedom, a spin-dependent force is produced by

interfering a pair of off-resonant (detuned from the nearest optical transitions by ∼20 GHz) laser

beams to form a one-dimensional (1D) traveling-wave potential. The resulting light shifts produce

a spin-dependent optical-dipole force (ODF) with a frequency µ. With this frequency tuned to

near the COM mode, i.e. δ = µ−ωz ≈ 0, the spin-dependent force drives spin-dependent displace-

ments. We initialize the system with Doppler cooling and optical pumping to prepare the state state

|↑〉N ≡ |↑↑ · · · ↑〉. Readout is performed with a projective global measurement of state-dependent

fluorescence on the Doppler cooling transition, where spin |↑〉 (|↓〉) is bright (dark).

Figure 7.1 illustrates the experimental sequence. After preparing the ions in the state |↑〉N ,

a microwave π/2 pulse rotates the spins to align along x̂ such that |ψ (0)〉 = |0〉ph ⊗ |(N/2)x〉. For

simplicity we assume the ions begin in the motional ground state such that the COM mode phonon

occupation n̄ = 0. Next, ĤODF is applied for duration τ such that |ψ (τ)〉 ≡ D̂SD(α0) |ψ (0)〉,

creating the state

|ψ (τ)〉 =

N/2∑
m=−N/2

cm |αm〉ph ⊗ |m〉 , (7.2)

where D̂SD(α0) = e(α0â†−α?0â)Ŝz with α0 = g0τ/
√
N , cm are the coefficients of the initial coherent

spin state in the z-basis, αm = mα0, and Ŝz |m〉 = m |m〉. Note, Eq. 7.2 is derived within the Lamb-

Dicke limit, i.e. it assumes the ions have an axial extent that is small compared to the wavelength

of the traveling wave optical potential that produces ĤODF. A small coherent displacement β is

achieved by applying a calibrated AC voltage to an endcap electrode (see Sec. 6.4 and Fig. 6.10),
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producing an oscillating electric field with a frequency matched to the COM mode. With the proper

choice of phase, this spin-independent displacement is orthogonal to the initial separation of the

bosonic state with Ûβ = eiβ(â+â†). To undo the spin-dependent displacement, we rotate the spins

about the x̂-axis by π such that |↑〉 → |↓〉 and vice versa, and then reapply ĤODF with δ = 0. With

|ψ (2τ)〉 ≡ D̂SD(α0)R̂x(π)Ûβ |ψ (τ)〉, the resulting state is

|ψ (2τ)〉 =

N/2∑
m=−N/2

cme
2iβαm |β〉ph ⊗ |−m〉 . (7.3)

The displacement β can be estimated by measuring the observable Ŝy, which is accomplished by

rotating the spins about the x̂-axis by π/2 and making a projective measurement in the z-basis.

The measured signal is < Sy >= (N/2)e−2Γτ sin(θm) where θm = 2α0β.

We perform this experiment with a relative phase shift of π in the applied spin-independent

force between pairs of measurements and take the difference of these results to subtract background

offsets or common mode noise from shot-to-shot. The optical phase must be stabilized [19] (Sec.

6.5.1) and drifts compensated for by regular calibrations to maintain the orthogonality between Ûβ

and D̂SD(α0). We estimate the relative phase is maintained within 5 degrees over the course of a

single application of the experimental sequence (see Sec. 6.5.1). The experiments are performed

only with Doppler cooling such that the ions are prepared in a thermal state with n̄ ≈ 5. EIT

cooling, which can allow for near ground state cooling of the axial modes (see Sec. 5), was not used

because it was experimentally observed to worsen the frequency fluctuations of the COM mode.

This is thought to be caused by heating of the in-plane modes of the ion crystal due to imperfect

alignment of the EIT cooling beams, which can give rise to axial mode frequency instabilities [28].

The protocol described in this section and illustrated in Fig. 7.1 remains valid regardless of whether

the ions are initialized in their motional ground state or a thermal state. However, the case n̄ 6= 0

does result in some modification of the theoretical expressions used to compare with experiment

outcomes, and will be discussed later in this chapter.

Prior to performing measurements, a pair of calibration experiments are used to ascertain
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both the COM mode frequency as well as the phase of the ODF at the ions. Due to slow conversion

of Be+ to BeH+ (from residual background hydrogen gas) and possibly rearrangements of the ion

crystal, the COM mode frequency can vary and it is necessary to periodically and precisely measure

its frequency. Figure 7.2 is an example of a typical calibrating scan of a moderately large amplitude

RF drive applied for several ms (a ‘tickle’) to an endcap electrode with a frequency that is varied

across the COM mode. When the COM mode is excited, the increased motional amplitude due

to the driven motion causes a reduction in the number of photons collected during detection with

the Doppler cooling laser. Fitting to this feature gives a value of the COM mode frequency with

resolution of 10s of Hz. To calibrate the relative phase between the ODF and the classical drive,

the initial phase of the ODF is varied and the resulting oscillation is fit to in order to extract the

phase offset that results in both fields being in-phase. Figure 7.3 is an example of such a scan over

the phase.

7.3 Understanding contributions to experimental noise

Prior to extracting the limiting sensitivity of the experimental measurement, the background

noise must be fully understood and explained. The sources can be broken down into effects in-

dependent of the COM mode and those that arise due to the presence of the mode. We have

characterized the measurement imprecision of our technique in a regime free from thermal effects

and back-action [19] and have found our sensitivity to be limited by spin dephasing due to photon

scattering, projection noise, and some residual technical noise. Performing this measurement res-

onantly with the COM mode means motional thermal noise, zero point motion, and back-action

effects will be present.

Figure 7.4 represents a study of the COM mode lineshape (Fig. 7.4 (a) & (b) for the case of

no spin-independent displacement. We characterize the contributions in Fig. 7.4 for both the case

in which the noise processes add (Fig. 7.4 (a), with no reversal of the spin-dependent displacement)

and in which they are canceled (Fig. 7.4 (b)). In Fig 7.4 (a), the frequency of the spin-dependent

force is swept across the COM mode resulting in a characteristic lineshape. Here the final π/2
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Figure 7.2: Calibration of COM mode frequency via RF tickle. An RF drive excites the COM
mode and the resulting increase in the amplitude of motion causes a decrease in fluorescence from
the Doppler cooling laser used for detection.

Figure 7.3: Experimental signal used to set the phase of the ODF relative to the phase of the spin-
independent rf tickle. Here the same sequence is employed as that used for measuring a displacement
amplitude of the ion crystal (Fig. 7.1), but with a moderately large spin-independent drive applied
while the phase of the ODF is varied. This enables extracting the phase offset necessary for the
ODF to be in-phase with the classical drive.
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Figure 7.4: (a) Theory showing the lineshape of the center of mass mode without the π-pulse
in the middle of the sequence and with the final π/2 pulse about y (no signal would result in a
bright fraction of 0). The purple curve is the measurement imprecision / background set by photon
scattering, green is the zero-point motion, red is the induced spin-spin interaction (back-action),
orange is the thermal motion, and blue is all effects together. (b) Theory showing the lineshape
of the COM mode with the π-pulse. Colors are the same as in (a). Black points are experimental
data. Theory parameters in both (a) and (b) are taken from independent measurements. Note the
lack of signal in (b) exactly at the COM mode frequency.

Figure 7.5: Measurement of COM frequency fluctuations by nominally setting δ = 0 and measuring
the increase of < P↑ > above the expectation from spin dephasing as a function of the protocol
duration. The orange line is a fit to the data (black points), yielding rms frequency fluctuations
of σ/(2π) = 30 Hz. The blue dashed line is theory including only spin dephasing due to photon
scattering.
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pulse is about ŷ such that the spins lie in the y − z plane and a projective measurement of the

Bloch vector length |< ~S >| is performed, plotted in Fig. 7.4 in terms of the bright fraction

< P↑ > = 1
2(1 − |< ~S >|). The background signal away from the mode is set by spin dephasing

due to photon scattering from the off-resonant ODF lasers (Sec. 4.4.2). The zero-point motion

contributes at a similar level, and both this and the thermal motion produce a signal due to spin

dephasing resulting from an effective shift in the qubit frequency when ĤODF is applied and µ is

equal to a motional frequency of the ions [12, 18]. Finally, there is the contribution due to spin-spin

interactions. These spin-spin interactions generate spin squeezing when δ 6= 0, which is a form of

back-action as it leads to a shortening of the Bloch vector. As the mode occupation is reduced to

zero, only the thermal noise is reduced - the other sources of noise remain the same. By reversing

the spin-dependent displacement with the application of a π pulse in the middle of the sequence,

spin noise due to thermal and zero-point motion as well as back-action effects can be canceled on

resonance (Fig. 7.4 (b), δ = 0).

However, if the COM mode frequency changes from one experimental trial to the next, this

cancellation will be imperfect. We characterize this effect by measuring < P↑ > with δ = 0 while

varying the duration of the ODF (Fig. 7.5). Frequency fluctuations of the COM mode will result

in the bright fraction < P↑ > increasing above the expected background due to photon scattering.

By fitting to the increase in background, the amplitude of frequency fluctuations can be estimated.

Typically, the rms amplitude of frequency fluctuations is σ/(2π) ≈ 40± 20 Hz.

Another potential source of noise is damping of the COM mode. This might occur by energy

transfer out of the COM mode and to the other axial or in-plane modes. To assess whether

this is an issue for this experiment, we perform a ring down experiment wherein a large coherent

motion is excited by a drive applied to an endcap electrode and the excited COM mode amplitude

is subsequently measured following a variable wait duration. The amplitude of the motion is

calibrated to be Zc ≈ 50 nm, about an order of magnitude larger than the thermal axial extent

of the COM mode zcm =
√

~
2NmBeωz

(2n̄+ 1) = 5.5 nm, with N = 120, ωz/(2π) = 1.59 MHz, and

n̄ = 4.6. The motion is read out by mapping it onto the spin state with a spin-dependent ODF and
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Figure 7.6: Experimental ring down sequence for quantifying the damping of the COM mode. After
cooling and preparing the spins in the |↑〉 state, a large coherent motional displacement is driven
up with an RF drive applied to a trap electrode. Following a variable wait duration, the motion of
the COM mode is read out. Here, the rms sum of both quadratures of the motion is measured by
performing a π/2 spin rotation in the middle of the sequence, followed by a π/2 shift in the ODF
phase.
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Figure 7.7: Experimental data for the ring down sequence described in the text and in Fig 7.6. An
exponential decay is fit to the data and yields a decay rate of κ = 1/(300 ms).

performing a projective measurement of the spins. The relative phase of the driven motion relative

to the ODF is left uncontrolled and varies randomly from shot-to-shot of the experiment (see [18]

and Sec. 6.4). The protocol used in [18] and Sec. 6.4 measures a single quadrature of the motion,

but for this case we would like to measure both quadratures so that the sensitivity to the relative

phase φ is removed and the signal-to-noise ratio is not limited by fluctuations in φ (Fig. 6.14). Note

that the signal is sensitive to the rms sum of the spin precession in each arm of the sequence. Figure

7.6 illustrates the sequence used. By applying a π/2 rotation about the x-axis in the middle of the

sequence followed by a π/2 phase shift of the ODF, both quadratures are mapped into rotations of

the spins: θ1 = θmax cos(φ) and θ2 = θmax sin(φ), where θmax = F0Zcτ~ with τ the duration of each

ODF arm. The signal, then, is 〈P↑〉 = 1
2

[
1− e−Γ2τ 〈cos(θ1) cos(θ2)〉

]
≈ 1

2

[
1− e−Γ2τ cos(θmax)

]
,

where this approximation is valid for small angles. Figure 7.7 shows the results of an experiment

where the previously described sequence is applied and the wait duration following excitation of

the COM mode is varied. Typically, no reduction in the signal is observed for over 100 ms. By

fitting to this data with an exponential decay, a value of 1/κ = 300 ms is extracted, where κ is the

exponential decay rate.

Theoretical modeling suggests that upon including the dominant contribution from COM fre-
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quency fluctuations, we can neglect both spin dephasing and damping of the COM mode. Though

both dephasing due to photon scattering and damping of the COM mode are experimental limita-

tions, they contribute roughly equally and are dwarfed by the frequency fluctuations of the COM

mode.

7.4 Sensing small amplitudes of motion

Having characterized background noise and performed necessary calibrations, we move for-

ward with measuring small displacement amplitudes of the ion crystal and analyzing the sensitivity

of our protocol. We begin by assessing the the sensitivity to small amplitudes of motion. To do

this, we apply a weak drive resonant with the COM mode for a short duration tdrive = tπ = 44.4 µs,

as illustrated in Fig. 7.1.

To assess the measured signal-to-noise ratio and compare to theory (see Fig. 7.8), we vary

the amplitude of the spin-independent displacement β. We relate the unitless parameter β to a dis-

placement Zc through β = Zc
√
N/(2z0), where z0 =

√
~/(2mwz) is the ground state wavefunction

size for a single ion and Zc = FDtdrive/(2mBewz) is the zero-to-peak amplitude of the COM motion

after a drive interval tdrive with a force per ion FD. We determine the displacement amplitude

Zc through an independent calibration of the electric field generated through the application of

a static voltage offset applied to a trap electrode [18, 19]. The force applied to an ion, then, is

FD = (∆z)mBew
2
z , where ∆z is the displacement due to a static electric field. The signal-to-noise

ratio for a single experiment Zc/δZc ≡ θm/δθm is extracted by repeatedly measuring Sy. We take

the difference between pairs of subsequent measurements with a π phase shift in the amplitude β

such that S1
y = −S2

y = (N/2)e−2Γτ sin(θm). For small angles, θm = (e2Γτ/N)(S2
y − S1

y) and so

δθm = (1/N)
√

(∆S1
y)2 + (∆S2

y)2/ cos(θm), (7.4)

with (∆S1
y)2 = (∆S2

y)2 = (N/4) cos2(θm). Plugging in the expressions for the variances into

the Eq. 7.4 and recalling the angle of spin precession to be measured is θm = 2α0β with α =

g0τ/
√
N , the signal-to-noise ratio for a pair of measurements is Zc/δZc = 2

√
2βg0τe

−2Γτ . For the



138

experiments described here, g0/(2π) = 3.7 kHz parameterizes the strength of the spin-dependent

force. The corresponding decay rate due to spin dephasing from off-resonant photon scattering is

Γ = 290 s−1. The value of g0 is determined through independent calibration, as g0 =
√

2J̄δ where

J̄ = F 2
0 /(4~mBeωzδ) is the homogenous all-to-all coupling between the spins (see Sec. 4.2.2) and

δ = µ − ωz is the detuning of the ODF from the COM mode. Including the dominant source of

noise - COM mode frequency fluctuations - and neglecting damping of the COM mode, the resulting

expression is [79]

Zc
δZc
|single =

2βg0τe
−2Γτ√

1 + (2n̄+ 1)g2
0σ

2τ4 + 4
9g

4
0σ

2τ6
, (7.5)

where we define the signal-to-noise ratio of a single measurement as Zc/δZc|single = 1√
2
Zc/δZc, and

σ is the amplitude of the rms frequency fluctuations. To extract the single measurement signal-

to-noise, the signal is divided by 2 and the noise is divided by
√

2, such that the signal-to-noise is

reduced by
√

2. In addition, Eq. 7.5 includes the contribution of the initial thermal state. Typically,

n̄ ≈ 5 following Doppler cooling. Note that this term (the second in the denominator) is relevant

only when the COM mode frequency is unstable (i.e. σ 6= 0).

Figure 7.8 shows the experimental signal-to-noise ratio for a single measurement compared to

theory. The signal-to-noise data is produced by taking the average of the difference

< S1
y > − < S2

y > in pairs of experiments, dividing by the standard deviation of all the data, and

further dividing by
√

2 to produce the single measurement signal-to-noise ratio. For small angles

θm,

Zc
δZc
|single,exp ≈

< S1
y > − < S2

y >√
2 σ(S1

y − S2
y)

. (7.6)

We find good agreement between the data and theory that assumes COM mode frequency fluc-

tuations within values determined experimentally. In addition, the signal-to-noise follows a linear

trend to zero as the amplitude is reduced, demonstrating that there is no significant offset in this

data due to effects other than the applied displacement amplitude.
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Figure 7.8: Signal-to-noise ratio versus displacement amplitude. The black points are measurements
of the signal-to-noise ratio of a single measurement with statistical error bars. The arm duration is
τ = 200 µs. The red shaded area represents theory for a range of COM mode frequency fluctuations,
with an upper bound of σ/(2π) = 80 Hz and a lower bound of σ/(2π) = 40 Hz. In addition, the
theory assumes a 18% increase in background noise above projection noise.
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Figure 7.9: Sensitivity - in units of variance of the dimensionless displacement (δβ)2 - for the
protocol as a function of the duration of one application of the ODF τ . Black points are experimental
data with statistical error bars. The amplitude of the displacement is Zc = 990± 100 pm and the
single measurement signal-to-noise is approximately 1. The solid blue line is the limiting sensitivity
given only dephasing due to photon scattering, with Γ = 290 s−1. The red shaded area represents
the expected range of sensitivities for upper and lower bounds of COM mode frequency fluctuations:
σ/(2π) = 50 Hz and a lower bound of σ/(2π) = 30 Hz, respectively. The red solid line is the average
of the shaded area, with σ/(2π) = 40 Hz. The ODF coupling g0/(2π) = 3.7 kHz is typical for the
data in this chapter. In addition, all theory curves assume a 18% increase in background noise above
projection noise. The dashed orange line is the SQL ((δβ)2 = 1/4, the ground state wavefunction
extent), while the dashed green line is the size of the thermal fluctuations for the Doppler cooling
limit ((δβ)2 = (2n̄ + 1)/4, n̄ = 5). The maximum experimental sensitivity to displacement is 7.2
dB below the SQL.
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To compare the sensitivity of the protocol to the SQL, as well as confirm the role of frequency

fluctuations, we vary the ĤODF interaction duration τ and plot data and theory in terms of the

sensitivity (δβ)2, i.e. the variance of the dimensionless displacement β, in Fig. 7.9. In addition to

providing a comparison to theory, this experiment allows for optimizing the duration of the ODF

arms in the sequence, given the relevant parameters. The experiment is performed as previously

described, but with varying arm duration. Experimentally, (δβ)2 is calculated from the determined

signal-to-noise ratio for a single measurement of an amplitude Zc through the expression

(δβ)2 =
1

4

( √
NZc

z0
Zc
δZc
|single

)2

(7.7)

where N is the number of ions and z0 =
√
~/2mBeωz. The theoretical expression for the sensitivity

including dephasing due to photon scattering and noise due to frequency fluctuations of the COM

mode is [79]

(δβ)2 =
e−4Γτ

(2g0τ)2
+
(στ

2

)2
(2n̄+ 1) +

(
g0στ

2

3

)2

, (7.8)

where σ is the value of the rms frequency fluctuations of the COM mode and τ is the ODF arm

duration. Ideally, Eq. 7.8 would consist of only the first term, which represents projection noise plus

spin dephasing from photon scattering. And, as was the case with Eq. 7.5, the nonzero occupation

number for the COM mode n̄ comes into play only because of the frequency fluctuations of the

mode.

Figure 7.9 shows experimental data for the sensitivity as a function of ODF arm duration τ ,

as well as theory results for a range of COM mode frequency fluctuations corresponding to measured

extreme values. To quantify the metrological utility of the described protocol, we compare to the

SQL as defined by the quantum Fisher information: (δβSQL)2 = 0.25 [80, 81, 82]. The Cramer-Rao

bound for this protocol is (δβ)2 ≥ 1/(4 + 4g2
0t

2). Comparing our experimental results to the SQL,

we determine a sensitivity to displacement amplitudes enhanced by 7.2 dB. This corresponds to

a detection of a 660 pm displacement amplitude in a single shot with a signal-to-noise of 1. A
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single experimental trial takes 8 ms, resulting in a sensitivity of 59 pm/
√

Hz. The driving field is

applied for 44.4 µs, which corresponds to a measured sensitivity of 2.5 µV
m /
√

Hz. In addition, we

compare to the case with no frequency fluctuations, including only spin dephasing due to photon

scattering from the ODF beams. For the off-resonance sensing experiments in Ch. 6, this is the

dominant experimental noise source. In this case, (δβ)2 = e−4Γτ/(2g0τ)2. Figure 7.10 depicts the

off-resonance detection of a displacement amplitude Zc = 67 pm in a single measurement with a

signal-to-noise ratio of 1 as a variance of the unitless displacement β and compares this experimental

result with the theoretical prediction assuming only projection noise and spin-dephasing due to

photon scattering. The measured 67 pm displacement indicates that a measurement 29 dB smaller

than the ground state wavefunction would be attainable if only spin dephasing due to photon scatter

and projection noise were the relevant noise sources. Therefore, this amplitude detection provides

a limit to the displacement sensitivity of the protocol described in this chapter for the case where

σ = 0 and other noise sources are small compared to spin dephasing due to photon scattering.

7.5 Electric field sensing

Having quantified the limits of displacement amplitude sensing resonant with the COM mode,

we can now investigate the limits of electric field sensing. For the ultimate electric field sensitivity,

a very weak drive applied resonantly with the COM mode will ring up a minimal amplitude of

motion over a long period of time. Ideally, this minimal displacement amplitude could be measured

with the amplitude sensitivity previously demonstrated. Since this amplitude of motion is driven

up over an extended period of time, the sensitivity of such a protocol to electric fields is greatly

enhanced.

Just as the relative phase stability between the ODF and driving field and the COM mode

frequency stability limit the amplitude sensitivity, these same noise sources will limit the sensitivity

to electric fields. This section will address the theoretical treatment of this problem, outline the

experimental protocol used, and detail the comparison between theoretical and experimental results.

Of interest in this section, as was the case in the amplitude sensing section, is an analysis of the
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Figure 7.10: A reproduction of Fig. 7.9 including a data point from the off-resonance sensing results
of Sec. 6.5. The red line is the same as in Fig. 7.9 and represents the theory prediction for the
average value of COM mode frequency fluctuations σ/(2π) = 40 Hz. The blue line is also the same
as in Fig. 7.9, though the values of g0/(2π) = 2.17 kHz and Γ = 126 s−1 have been adjusted to
match the experimental parameters from Sec. 6.5. The black point is an experimental detection of
67 pm with a single measurement signal-to-noise of 1 (statistical error bars are too small to see).
The orange dashed line represents the extent of the ground state wavefunction, which is the SQL
for measurements resonant with the COM mode. The green dashed line is the variance of the COM
mode thermal fluctuations. On- and off-resonance theory curves (blue, red) assume an 18% and
25% increase in background noise above projection noise, respectively. The x-axis is the relevant
duration of the ODF, τ . For the measurements in this chapter, this is one application of the ODF
(see Fig. 7.1). However, for the results reproduced from Sec. 6.5, τ is the total duration the ODF
is applied.
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Figure 7.11: Illustration and comparison of two sequences used to assess the sensitivity to electric
fields. The classical drive is applied for a duration T . Each ODF arm has a duration τ . a) Quantum
protocol wherein a spin-dependent force entangles the spin and motional degrees of freedom with
a spin-dependent displacement which is later reversed. The classical drive to be measured remains
on through the sequence. b) Classical protocol wherein the classical drive is applied for the same
duration as in the quantum protocol, but instead the ODF is turned on only at the end of the
sequence to read out the excited amplitude of motion.

potential quantum enhancement. That is, we assess whether an experiment that uses quantum

resources can outperform an experiment using classical resources only. In addition, we describe the

relevant SQL and assess the performance of our experimental protocol relative to this limit.

A key difference in developing and assessing a protocol for measuring a parameter such as

an electric field as opposed to a displacement is that applying the electric field for a longer period

of time will increase the signal. As a result, both the sequence and the theoretical limits for

measuring an electric field will be different. We define the parameter of interest β0 by way of the

unitless coherent displacement previously discussed β = β0T , where T is the time spent driving the

amplitude up. The SQL, then, is redefined as (δβ0)2
SQL = 1/(4T 2) [80, 81, 82].

To maximize the duration over which the electric will ring up a displacement amplitude, we

use a sequence where the classical drive is applied both during and between the two applications

of the ODF arms, with each arm of duration τ . Figure 7.11 illustrates this sequence, where the

ODF is on for a fraction of the driving duration with the optimal duration being determined with

theoretical simulation. The limitation for the duration of application of the ODF is the frequency

instability of the COM mode - as was the case in Sec. 7.2. The Hamiltonian in this case is slightly

modified from 7.1, since the spin-independent drive is on simultaneously with the spin-dependent
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drive:

ĤODF =
g0√
N

(
â+ â†

)
Ŝz + δâ†â+ β0

(
â+ â†

)
. (7.9)

The sequence illustrated in Fig. 7.11 a) uses quantum resources in the form of entanglement

between the spin and motional degrees of freedom (by way of the applied spin-dependent force)

and can be compared to the absolute SQL, (δβ0)2
SQL. However, this SQL effectively assumes that

the measurement of the displacement incurred after duration T is instantaneous. An alternative

comparison would be to a ‘classical’ protocol that includes the non-zero measurement period. Figure

7.11 b) is such a classical protocol in which the driving field β0 is applied for the same duration of

duration T as in the ‘quantum’ protocol, but the ODF is only used as a readout of the amplitude

after the classical drive excites motion over the course of the driving duration. For sufficiently long

drive duration T , relevant for this experimental work, the theoretical expression characterizing the

classical protocol approaches (δβ0)2
therm = (2n̄ + 1)(δβ0)2

SQL, which is the sensitivity limited by

thermal fluctuations of the COM mode characterized by the occupation number n̄. This classical

protocol, then, serves as an effective SQL to compare the quantum protocol against.

Ideally, the sensitivity of the quantum protocol would be characterized by

(δβ0)2
σ=0 =

1

4g2
0τ

2(T − τ)2
. (7.10)

However, frequency fluctuations of the COM mode again prove to be the dominant limitation to

the experimental measurement. Including rms frequency fluctuations of the COM mode σ, the

expression for the variance of the driven displacement is [79]

(δβ0)2
quan =

1

4g2
0τ

2(T − τ)2
+
g2

0σ
2τ2(3T − 4τ)2

9(T − τ)2
+

1

4
σ2(2n̄+ 1). (7.11)

Similarly, the previously described classical protocol will be impacted by the frequency instability of

the COM mode. Again, the frequency fluctuations prove to be a dominant noise source and effects

due to spin-dephasing can be neglected. However, in the classical protocol the spin precession
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due to motional thermal noise is not canceled (the spin and motional degrees of freedom are not

disentangled) and must be taken into account, which results in [79]

(δβ0)2
class =

1

g2
0τ

2(2T − τ)2
+

2n̄+ 1

(2T − τ)2
+

g2
0σ

2τ4

36(2T − τ)2

− σ2(2n̄+ 1)(3T 2 − 3Tτ + τ2)

3(2T − τ)2
+

1

4
σ2(2n̄+ 1).

(7.12)

Figure 7.12 shows a comparison of theory and experiment for both the quantum and classical

protocols. The optimal ODF duration τ is determined by numerically minimizing the expressions

in Eqs. 7.11 and 7.12 for a given drive duration T and independently measured experimental

parameters g0, n̄, and σ. In the currently accessible experimental regime, for intermediate driving

duration T it is possible to surpass the SQL. Experimental results show that this protocol does

surpass the SQL. With a drive duration T = 0.5 ms, the experimental result is 2.6 dB below the

SQL. For a long drive duration T = 1.1 ms, the electric field detected with a signal-to-noise of 1 is

∼ 2.6 µV/m, corresponding to a sensitivity of 250 nV/(m/
√

Hz) for a single measurement duration

of Ttot = 8.7 ms. If we compare this protocol to the classical version, we see a ∼ 14 dB improvement

in sensitivity. Thus, there is a large increase in sensitivity relative to what is achievable with a

comparable experiment that does not use quantum resources.

7.6 Summary and outlook

To summarize, this chapter has provided an overview of a pair of experiments intended to

test the limits of sensing small displacements driven by electric fields resonant with the COM

mode. In this regime, as opposed to the off-resonance regime described in Ch. 6, thermal noise and

other noise sources related to the COM mode must be taken into account or mitigated. However,

by applying and later reversing a spin-dependent displacement, the spin and phonon degrees of

freedom are decoupled and the spin precession due to thermal noise can be canceled. Chief among

the remaining sources of noise is the instability of the COM mode frequency, which is the dominant

limitation to the sensitivity of the protocols described in this chapter.

The work described in this chapter involved both theory and experimental efforts to assess the
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Figure 7.12: Sensitivity - in units of variance of displacement/time (δβ0)2 - for both classical and
quantum protocols (see Fig. 7.11) as a function of the total drive duration T . The blue points and
line correspond to experimental data and theory comparison for the classical protocol. The black
points and line correspond to experimental data and theory comparison for the quantum protocol.
The orange dashed line is the SQL, while the green dashed line is the thermal limit (both described
in the text). The theory assumes COM mode frequency fluctuations of σ/(2π) = 40 Hz. Relative
to the classical experiment, the quantum experiment performs 14 dB better at the optimal point.
The quantum experiment is optimally 2.6 dB below the SQL.
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sensitivity of the chosen protocols to first displacement amplitudes (Sec. 7.2) and then electric fields

(Sec. 7.5). We find that displacements ∼ 7 dB smaller than the axial extent of the ground state

wavefunction (and correspondingly, the SQL) can be detected in a single shot of the experiment,

corresponding to a displacement sensitivity of 60 pm/
√

Hz. By applying the driving field for a

longer period of time and ringing up an amplitude of motion, the sensitivity to electric fields is

enhanced. By comparing a protocol that makes use of spin-motion entanglement to one that does

not, we find an enhancement in sensitivity to electric fields of 14 dB. In addition, we can compare

this quantum enhanced measurement to the SQL for a parameter driven over a period of time,

and find that we surpass the SQL for electric field sensing by 2.6 dB. The resulting electric field

sensitivity is 250 nV/(m/
√

Hz).



Chapter 8

Outlook and conclusion

In this thesis I have presented an overview of a series of experiments which have heightened

the capabilities of the NIST Penning trap apparatus and pushed the limits of displacement and

electric field sensing. Ground-state cooling of the axial drumhead modes of a two-dimensional

crystal of over one hundred ions will enable a new generation of quantum experiments unhindered

by the limitations imposed by thermal noise. Improvements made to the apparatus to achieve

optical phase stabilization of the ODF beams also increase the prospects for future work, includ-

ing the implementation of parametric amplification. Representing the culmination of a series of

quantum sensing experiments documented here, the demonstrated sensitivity of the entanglement

sensing protocol surpasses the standard quantum limit for both amplitude and electric field sensing.

Possible extensions, applications, and improvements are discussed in what follows.

8.1 Dark matter

It is well known from astronomical observation that there is a great deal of matter currently

invisible to us. The presence of this dark matter is inferred from observed gravitational effects which

cannot be explain with current theories of gravity without including a great deal more matter than

is observed. Though it is not known what might make up the dark matter, two related postulations

are axions and hidden photons. Both of these proposed types of dark matter would have light

masses and behave as classical fields, with a frequency set by the (unknown) mass of the particle

and an amplitude set by its (also unknown) coupling to photons (for axions, this occurs only in the
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presence of a magnetic field). As a result of these unknown values, a large parameter range exists

and is currently being experimentally explored. Thus, devices sensitive to very weak electric fields

may be useful for searching for dark matter.

Though a dark matter search is not currently underway at NIST with the Penning trap, it

is a not-implausible extension of the work described in this thesis. With a current sensitivity to

electric fields of ∼ 250 (nV/m)/
√

Hz, further improvements to the stability of the center-of-mass

mode frequency may allow for sub-nV/m electric field detection in 1 second. Electric field sensing

below ∼ 1 nV/m enables searches for hidden-photon dark matter [83, 84, 85], although shielding

effects must be carefully considered. Ion traps typically operate with frequencies ωz/2π between

50 kHz and 5 MHz, providing a sensitivity to hidden-photon masses from 2× 10−10 eV to 2× 10−8

eV.

8.2 Enhancing the ODF: angle of incidence & parametric amplification

One of the fundamental limitations of all experiments performed with the NIST Penning

trap is decoherence due to photon scattering from the off-resonant ODF lasers. Improving the

ratio of the spin-dependent force to the spontaneous decay rate F0/Γ would improve this limitation

and allow for increasing the speed of interactions without the penalty of increased spin dephasing

noise from the photon scattering (elastic Rayleigh scattering). This can result in improved fidelity

of producing interesting entangled states [14, 15, 16] and increased sensitivity to electric fields

[18, 19].

One method to do this is to increase the angle of incidence of the ODF beams at the ions

from ±10◦ to ±20◦ (see Ch. 2.4.1). This involves replacing the in-bore mirrors used to reflect the

beams onto the ions. However, doing so would reduce the effective wavelength of the running 1D

optical lattice. If the ions are only Doppler cooled, this is problematic. With the implementation of

EIT cooling, the near ground-state cooled ions will remain in the Lamb-Dicke regime despite this

reduced ODF lattice wavelength. As a result, the magnitude F0 of the spin-dependent optical-dipole

force may be increased with no increase in the photon scattering rate Γ.
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Figure 8.1: A view from the side of a 3D crystal of ions.

A second approach to increasing the ration F0/Γ is to use parametric amplification to augment

the strength of the ODF [73, 86]. Some preliminary work has been done on this front with the

Penning trap, and it will be a high priority moving forward. Parametric amplification has been

recently demonstrated in another trapped-ion experiment, where squeezed motional states were

produced [66] and quantum gates sped up [87].

8.3 Three dimensional crystals

Though all the work summarized in this thesis made use of two-dimensional crystals of

trapped ions, three-dimensional crystals of many hundreds to thousands of ions are routinely

trapped and controlled in the NIST Penning trap. Increasing the number and dimension of ions

used adds complexity as well as increased sensitivity to electric fields. Using the protocol described

in Ch. 7, the sensitivity for detecting electric fields improves with the number of trapped ions, with

√
N scaling. If future efforts can initialize the spins in an entangled state [14], this scaling may

be improved. In particular, for a maximally entangled cat-state the Heisenberg limit is reached

with a scaling of N [5, 16]. Controlling single-plane arrays of more than about 500 ions has been

challenging, possibly because of the high density of modes. Multi-plane, three-dimensional crystals

may get around these problems. With the appropriate setup [88] it may be possible to generate

phase-coherent spin-dependent forces on three-dimensional ion crystals, where N > 105 ions are

readily formed and controlled [89].
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Appendix A

Off-resonance sensing derivations

This appendix provides some derivations and details pertinent to Ch. 6. It is reproduced

from the supplementary information of [18].

A.1 CPMG lineshape derivation

For simplicity, we first derive the lineshape for the m = 2 CPMG sequence (Fig. A.1). For

a delta function source Zc cos(ωt + δ), the spin precession accumulated in a general sequence like

that shown in Fig. A.1 is

θ(µ) = F0 Zc
2 sin

(
1
2 (ω − µ)T

)
(ω − µ)

χ(µ, ω), (A.1)

where χ(µ, ω) =
∑

i χi(µ, ω) is determined by the particular sequence used. In the case of the

m = 2 CPMG sequence, the phase accumulated through four terms corresponding to four separate

applications of the ODF (Fig. A.1) must be considered:

χ1 = cos

[
(ω − µ)

T

2
+ δ − φ

]
, (A.2)

χ2 = − cos

[
(ω − µ)

(
3T

2
+ tπ

)
+ δ − φ+ µ(T + tπ)

]
, (A.3)

χ3 = − cos

[
(ω − µ)

(
5T

2
+ tπ

)
+ δ − φ+ µ(T + tπ)

]
, (A.4)
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Figure A.1: m = 2 CPMG sequence with total ODF interaction time 4T . ϕ is the phase of the
ODF beatnote. The χi labels represent the periods over which the accumulated phase is considered
in the text.

χ4 = cos

[
(ω − µ)

(
7T

2
+ 2tπ

)
+ δ − φ+ 2µ(T + tπ)

]
. (A.5)

Note these terms now include a phase φ for the ODF interaction, which in the previous

section was set to zero with no loss of generality. Adding these terms up, pairwise:

χ1 + χ2 =2 sin

(
1

2
[(ω − µ) (T + tπ) + µ(T + tπ)]

)
(A.6)

sin

[
(ω − µ)

(
T +

tπ
2

)
+ δ − φ+

µ(T + tπ)

2

]
, (A.7)

χ3 + χ4 =− 2 sin

(
1

2
[(ω − µ) (T + tπ) + µ(T + tπ)]

)
(A.8)

sin

[
(ω − µ)

(
3T +

3tπ
2

)
+ δ − φ+

3µ(T + tπ)

2

]
. (A.9)

Summing all four terms yields

χ(µ, ω) =
∑
i

χi(µ, ω) = 2 sin
(ω

2
(T + tπ)

)
[sin (ξ + δ − φ)− sin (3ξ + δ − φ)] , (A.10)

where ξ = (ω − µ)(T + tπ
2 ) + µ(T+tπ)

2 = 1
2 (ω(T + tπ) + T (ω − µ)). Then, simplifying:

χ(µ, ω) = 2 sin
(ω

2
(T + tπ)

)
2 sin (−ξ) cos (2ξ + δ − φ) . (A.11)

Using Eqs. 13 and 5,

θ(µ) = DWF ·U · δk · Zc · T sinc

(
T

2
(ω − µ)

)
4 sin

(ω
2

(T + tπ)
)

sin (ξ) cos (2ξ + δ − φ) . (A.12)
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Since 4T = τ for the m = 2 CPMG, then

θ(µ) = θmax sinc

(
T

2
(ω − µ)

)
sin
(ω

2
(T + tπ)

)
sin (ξ) cos (2ξ + δ − φ) , (A.13)

where θmax ≡ (F0/~)Zc τ , the maximum precession angle on resonance as defined in the previous

section. Then, θmax(µ), defined as θ(µ) = θmax(µ) cos (2ξ + δ − φ), is the µ-dependent generaliza-

tion of θmax. From Eq. (A.13), this is

θmax(µ) = θmax sinc

(
T

2
(ω − µ)

)
sin
(ω

2
(T + tπ)

)
sin (ξ) . (A.14)

For the m = 8 CPMG sequence the same procedure is used, but now with 16 periods of accumulated

phase. We obtain

θmax(µ) = θmax sinc

(
T

2
(ω − µ)

)
sin
(ω

2
(T + tπ)

)
sin(ξ) cos(2ξ) cos(4ξ). (A.15)

A.2 Phase-incoherent sensing limits

Here we derive Eq. (5) from the main text and provide additional mathematical background

for the phase-incoherent experimental protocol, wherein the phase of the measured quadrature

varies randomly from one iteration of the experimental sequence to the next. Following earlier

discussions, the probability of measuring |↑〉 at the end of the Ramsey sequence is

〈P↑〉 =
1

2

[
1− e−ΓτJ0 (θmax)

]
, (A.16)

where 〈 〉 denotes an average over many experimental trials and therefore over the random phase

between the 1D traveling-wave potential and the classically driven COM motion, and

θmax = (F0/~) · Zc · τ . (A.17)

Defining G
(
θ2
max

)
≡ (1− J0 (θmax)) /2 and denoting 〈P↑〉bck =

[
1− e−Γτ

]
/2 as the probability of

measuring |↑〉 at the end of the sequence in the absence of a classically driven motion, θ2
max can be

determined from a measurement of the difference 〈P↑〉 − 〈P↑〉bck through

G
(
θ2
max

)
= eΓτ

(
〈P↑〉 − 〈P↑〉bck

)
. (A.18)
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The standard deviation δθ2
max in estimating θ2

max is determined from the standard deviation

σ (P↑ − P↑,bck) of the 〈P↑〉 − 〈P↑〉bck difference measurements through

δθ2
max =

eΓτσ
(
〈P↑〉 − 〈P↑〉bck

)
dG(θ2max)
dθ2max

. (A.19)

The signal-to-noise ratio of a measurement of θ2
max (and therefore Z2

c ) is θ2
max/δθ

2
max = Z2

c /δZ
2
c .

In general this signal-to-noise ratio depends on θ2
max and the experimental parameters U · τ , Γ · τ ,

δk, and N .

We use Eq. (A.19) to theoretically estimate Z2
c /δZ

2
c and the amplitude sensing limits. We

assume the only sources of noise are projection noise in the measurement of the spin state and

fluctuations in P↑ due to the random variation in the relative phase of the 1D traveling-wave

potential and the driven COM motion. Experimentally this is obtained by collecting 10 photons

for each |↑〉 state, so photon counting shot noise can be neglected [14]. In this case σ (P↑ − P↑,bck) =√
σ2
P↑

+ σ2
P↑,bck

where the relevant variances are

σ2
P↑,bck

=
1

N
〈P↑〉bck

(
1− 〈P↑〉bck

)
=

1

4N

(
1− e−2Γτ

)
(A.20)

and

σ2
P↑

= σ2
δ +

1

N
〈P↑〉 (1− 〈P↑〉) . (A.21)

Here N is the number of spins. Equation (A.20) and the second term in Eq. (A.21) are projection

noise. The variance

σ2
δ =

〈
P 2
↑ − 〈P↑〉

2
〉

=
e−2Γτ

8

(
1 + J0 (2θmax)− 2J0 (θmax)2

)
(A.22)

is due to the random variation in the relative phase of the 1D traveling-wave and the driven COM

motion. For our set-up, DWF = exp(−δk2
〈
ẑ2

i

〉
/2) = 0.86 and δk = 2π/ (900 nm) are fixed, the

decoherence Γ is a function of U , Γ = ξ (U/~) where ξ = 1.156 × 10−3, and F0 = DWF · U · δk.

For a given Zc we use Eqs. (A.17) and (A.19)-(A.22) to find the optimum Z2
c /δZ

2
c as a function of

(Uτ) /~. This optimum value is the red dashed theoretical curve plotted in Fig. 6.14 of the main

text.
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The signal-to-noise Z2
c /δZ

2
c is optimized for relatively small values of θ2

max where G
(
θ2
max

)
≈

θ2
max/8 is a good approximation. This leads to some simplifications for Eqs. (A.18) and (A.19),

θ2
max ≈ 8eΓτ

(
〈P↑〉 − 〈P↑〉bck

)
(A.23)

and

δθ2
max ≈ 8eΓτσ (P↑ − P↑,bck) , (A.24)

and to the following estimate for the signal-to-noise ratio of a single experimental trial,

θ2
max

δθ2
max

=
Z2
c

δZ2
c

≈
〈P↑〉 − 〈P↑〉bck
σ (P↑ − P↑,bck)

. (A.25)

Figure 6.14 of the main text uses Eq. (A.25), along with repeated measurements of P↑ − P↑,bck,

to experimentally determine the signal-to-noise ratio as a function of the imposed amplitude Zc of

the COM motion.

Finally we use Eqs. (A.17) and (A.19)-(A.22) to calculate the sensing limits for very small

Zc. For small Zc the variance σ2
δ can be neglected compared to projection noise and σ2

P↑
≈ σ2

P↑,bck
.

In this case we obtain the following expression for the signal-to-noise ratio,

Z2
c

δZ2
c

=

√
N

4
√

2

DWF 2 · (δk Zc)
2 (Uτ/~)2√

e2ξUτ/~ − 1
. (A.26)

Equation (A.26) is maximized for ξUτ ≈ 1.9603, resulting in

Z2
c

δZ2
c

∣∣∣∣
limiting

≈ 0.097

√
N(DWF )2(δk)2

ξ2
Z2
c , (A.27)

which is Eq. 6.13 of the main text. With DWF = 0.86, δk = 2π/ (900 nm), ξ = 1.156× 10−3, and

N = 85,

Z2
c

δZ2
c

∣∣∣∣
optimum

=

[
Zc

0.2 nm

]2

. (A.28)

For our set-up and available ODF power, ξUτ/~ ≈ 1.9603 is realized for τ ≈ 20ms. A measurement

of the signal and a measurement of the background requires ∼ 60 ms, allowing for 16 independent

measurements of P↑ − P↑,bck in 1 s. The limiting sensitivity is approximately (100 pm)2 in a 1 s

measurement time, or (100 pm)2 /
√

Hz. We note that the limiting sensitivity is determined by the

ratio ξ = Γ/ (U/~). In particular, the optimum value for Eq. (A.26) scales as 1/ξ2.
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A.3 Phase-coherent sensing limits

With appropriate care the phase of the 1D traveling-wave potential can be stable for long

periods of time with respect to the ion trapping electrodes [102], enabling repeated phase-coherent

sensing of the same quadrature of the COM motion Zc cos(ωt). In this case the same spin precession

θmax = DWF · (U/~) · δk Zc · τ occurs for each experimental trial, which can be detected to first

order in θmax (or Zc) in a Ramsey sequence with a π/2 phase shift between the two π/2-pulses.

Assuming sin (θmax) ≈ θmax, appropriate for small amplitudes Zc, the equivalent phase-coherent

sensing expressions for Eqs. (A.23) and (A.24) are

θmax = 2eΓτ
(
〈P↑〉 − 〈P↑〉bck

)
(A.29)

and

δθmax = 2eΓτσ (P↑ − P↑,bck) . (A.30)

For a Ramsey experiment with a π/2 phase shift, 〈P↑〉bck = 1/2. If projection noise is the only

source of noise, then for small Zc, σ
2
P↑
≈ σ2

P↑,bck
= 1

N ·
1
2 ·

1
2 and σ (P↑ − P↑,bck) ≈ 1√

2N
. The limiting

signal-to-noise ratio θmax/δθmax of a (P↑ − P↑,bck) measurement is

θmax
δθmax

=
Zc
δZc

= DWF · (δk Zc) ·
√

N

2
· (Uτ)

~
e−ξUτ/~ . (A.31)

Equation (A.31) is maximized for ξUτ/~ = 1. With DWF = 0.86, δk = 2π/ (900 nm), ξ =

1.156× 10−3, and N = 100,

Zc
δZc

∣∣∣∣
optimum

=
Zc

0.074 nm
. (A.32)

With 16 independent measurements of 〈P↑〉−〈P↑〉bck in 1 s, this corresponds to a limiting sensitivity

of ∼ (20 pm) /
√

Hz. The optimum value for the signal-to-ratio of Eq. (A.31) scales as 1/ξ.


