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TGDC PLENARY MEETING
DAY ONE – TUESDAY, JULY 26, 2011
(START OF AUDIO CD RECORDING)


Dr. GALLAGHER:     Good morning, everybody.  My name is Pat Gallagher and I’m pleased to convene our TGDC meeting and as always we’ll start with the Pledge of Allegiance.  Would you all stand?
(Pledge of Allegiance)


Well, it’s great to see everybody once again.  Welcome back to Gaithersburg, Maryland for our TGDC meeting.

I was glad to see we all got, or almost all of us got the business casual attire note because in the middle of this summer particularly, it has been pretty brutal.  So please make yourselves comfortable.  But I think we actually got lucky today.  This is a bit of a break in what has been a very, very hot week.


My comments this morning, opening comments, are very brief before I turn it over to our designated federal official, Donetta, for some more comments from the EAC but I did want to quickly highlight our agenda for today and for tomorrow.


Our meeting is essentially broken into two major themes.  For most of today we will be talking about our HAVA related activities and in particular I think we are seeing the light at the end of tunnel on the VVSG 1.1 Guidelines and I’m looking forward to the discussion status about where that stands.

And I’m also anxious to hear the discussion on the remaining set of standards of research projects around VVSG 2.0 and it would great if we could leave this meeting with a real understanding of the Roadmap to see that to completion as well.  And so I’m looking forward to that.


And then tomorrow we will move into the discussions around the UOCAVA, new guidelines.  That will be quite interesting.

And I’m going to start with an apology.  Tomorrow morning I will be here until about ten o’clock.  I will have to leave at the break to attend an event downtown and so I will not be here likely for the remainder of that meeting but under our charter, Donetta will step in as always and help me out and I appreciate that.
I’m looking forward to the discussions today.  It is a real pleasure to have you back and as your host for the event if there is anything we can do over today or tomorrow to make your stay more enjoyable, more productive, please don’t hesitate to let us know.

I think most of you are familiar with the surroundings and the logistics here.  We have restrooms, a small set of facilities to my left but we also have a number of facilities associated with the large conference facilities back in the hallways over here.

And starting a meeting, it’s kind of like getting on an airplane, the first thing we do is say how to get out of here.

So if there were to be an emergency, NIST has an automatic PA system that would announce the circumstances.  The exits are basically just the way you came in, through the front of this facility and the nearest exits are off to the right back on this side through the glass storefront doors on that side.

With that let me turn it over to Donetta Davidson for some comments.

COMMISSIONER DAVIDSON:
Thank you.  Good morning.  First I want to recognize that we have several of the EAC staff here today.

Tom Roeky our Director is here and you will be hearing from a couple -- at least with presentations obviously, but as you see them around the room please talk to them on breaks, and if you’ve got questions in any area, because we’ve got our attorney, our Director, and then a lot of individuals from Brian’s shop that are here from the Testing and Certification.
So as we move on I would like to also welcome, we have two new members, and we have Matt Masterson which is the NAS head representative and he’s a Deputy Election Administrator from the Office of Ohio, Secretary of State’s office.

And then we have Don Merriman and he is Saline County Clerk and Reporter.  He is the representative.  And we do definitely want to welcome both of those and thank you.  I know you have been taking part in the telephone conferences and we appreciate your hard work so far.

So they filled positions.  Matt fills Paul Miller’s and Don fills Russ Ragsdale.  So we hated to lose both of those members but one went on to a different field and one retired.  So we kind of laugh, one of them we think went to the dark side but we don’t say that out loud usually.

(LAUGHTER)

But just for the fun of it we can mention that.


Unfortunately the news I bring today isn’t any better than really what you got last time.  At this time we still don’t have quorum therefore no action required by Commissioners can take place.

And on another note, I bring you another piece of bad news, that we don’t know or have any idea when they will be confirmed.  On a good note they have been at the Senate for their confirmation hearing, but for the full floor it hasn’t been placed on the calendar as of yet and we have no idea.  So if you’re got a question there you might as well not ask it because we don’t have any answers.
Now I’ll get to the thing that most of you really don’t want to hear about, another piece of bad news, and that’s the budget.

So if we look at what I’ve prepared for you up here, you see that in 2011, the first line there that the EAC witnessed, we received $16 million and our IG, what they actually -- their portion, and then it goes down, what the NIST portion was, $3,243,000, which left really for the EAC $11 million.

In the President’s budget currently we had $13,700,000, just rounding off, and IG portion is a million and a half, with NIST portion being the same at $3.25, leaving EAC with $8,900,000.

But the House proposal really slashed us.  You see that it really basically cut everything in two except our IG portion.  They’re left with a $1.5 million, left NIST with $1,625,000, and EAC with $3,733,000.

So we haven’t seen the Senate’s yet at this time.  We have no idea what the final funding will be but obviously if it stays in that area of the House proposal it will definitely affect the TDGC, that’s why I thought it was so important to bring it so that you would be aware of what is taking place on the Hill and how this could affect the work that we’re doing with the TGDC and obviously your TGDC meetings, how often we’ll be able to meet.

And a little bit later hopefully we can have a little bit of discussion about this because I’ve heard from some of the members that they’ve got some ideas obviously about this.


So it’s not good news and as we move forward we want to make sure that you are always kept aware, so we will keep you up on what is happening.

Obviously a lot of you are aware that there’s even a Bill to do away with a lot of the EAC and we have no idea what will be happening there either.

So as we move forward there are a lot of unknowns that are before us and I just wanted to make sure that everybody was kept abreast of it and aware.  So we will keep you aware of what’s happening.
With that, I’m sure you want to go ahead and get on with the agenda and so I’ll turn it back to you.
DR. GALLAGHER:     Before we go on to the agenda does anybody have any questions for Donetta on the status update?

COMMISSIONER DAVIDSON:
You know, I did leave out one statement.  If I could, I’m sorry about that.

The resolution that you passed last time, that’s also in your packet in the first book.  The first of your resolutions, it’s right in with the resolutions, and it has footnotes so it’s on the agenda to have discussion a little bit later, but I put it in the book because of the footnotes and everything else.

Our attorney’s office, our General Counsel’s office, did quite a bit of work on this so you can review that and then that way he will be here and also myself so we can take that up at that time.  But the resolution is there, the response to it, so that everybody is aware.  Thank you.

DR. GALLAGHER:     Matt.

MR. MASTERSON:     Matt Masterson.  Just wanted to confirm that we are going to talk about the impact of budget at some point, is that correct?  I think Donetta mentioned that, or is this the time to talk about that?

DR. GALLAGHER:     Well, with regard to the schedule, I don’t believe we have a period in the schedule to discuss budget impact, in fact I don’t know if the certainty for you is any better than it is for NIST, but I think what you’re seeing is massive budget uncertainty, not a definitive budget.

So what we end up doing is discussing a whole range of scenarios then and so I know there are a lot of discussions between NIST and the EAC over different scenario planning, what would happen if, what would be the impacts, but I’m not sure that we have a place in our schedule to discuss that today.

COMMISSIONER DAVIDSON:
I think the only place that we really have time that we could discuss things like that is in the resolution section because that’s pretty open, would you agree?  Because I think they have some ideas that might help.

Obviously it still would be unknowns but some of the ideas that they would like to bring forth I think might be an eye opening for us at EAC and you at NIST.  So I think it would be important to hear from them.

DR. GALLAGHER:     Matt.

MR. MASTERSON:     My only comment was going to be whether we talk about it.  Later is fine.  The importance of keeping us informed as you all go through the budget, I mean you don’t owe us anything, except for the TGDC stuff.  I think that there’s ways that we could be helpful to help alleviate some of that and that was my only thought on that.

DR. GALLAGHER:     So in picking up on Donetta’s suggestion, I think the most obvious place where the budget decisions could have an impact is really on the timeframes that we’re looking at with regard to completing TDGC work.

So as we look at for example the HAVA related activities, for example 2.0, and we’re looking at research and other related activities, it’s fair to have a discussion what the impact would be if those were slowed down because of budget.

And I think not only is it important that the TGDC know that but in fact it’s imperative that we share that with you because it may affect your thinking in terms of how we lay out that Roadmap.
So I think that would be very natural to raise that as those discussions come to closure and I think the first opportunity will be the close of today when we’re wrapping up our HAVA discussion.

Any other comments or questions for Donetta?

So we’re a little bit ahead of schedule but I’m sure that will change.

So let me ask Belinda Collins to come forward. 

I want to remind everybody to please use your microphones.  Please identify yourself when you have a question so that we can all benefit from knowing from that, and also I would ask that you please read from slides when we have slide material presentations so that information is available for everybody.

And with that, Belinda Collins.

MS. COLLINS:
Good morning, and thank you very much.  Before we go any further I want to point out that three TGDC members will be attending by phone off and on during the day, Steve Bellavin, Ann McGehan, and Ed Smith.  The latter two are actually in Texas observing an FVAP Wounded Warrior demonstration but they will be joining us off and on.

Karen, when we know they’re on we should make sure we acknowledge that so if they want to interrupt they can.

I’m going to give you an overview of our meeting.  And this slide is actually wrong because it was done before we changed the agenda.  We’re actually going to focus at the beginning on the HAVA activities with the Roadmaps for VVSG 1.1 and 2.0, the research activities.  Then today we’ll also cover the Applications Working Group with the common data format.

And then tomorrow we’ll focus on our UOCAVA activities with updates from both FVAP and EAC and then probably a fairly extensive discussion of the work that the UOCAVA Working Group has been doing on the high level guidelines.

I’m going to cover the resolutions from January.  I’m going to cover them really quickly.

There were a number of resolutions.  They’re both in this presentation and then again at the end of your book.  Several simply transmitted documents to EAC, UOCAVA pilot projects, Usability and Accessibility reports, and the Auditability Report.

One addressed the UOCAVA Demonstration Project Guidelines that we will be talking about extensively today, and then two dealt with clarifications on accessibility requirements and we’ll be talking about an EAC response on those.

So just to remind you, the first resolution was on a White Paper on possible UOCAVA pilot group projects for the 2012 and 2014 federal election which we transmitted to EAC and FVAP.

The next one was on the Demonstration Project Guidelines and this is the one that we will spend some time on today.

And I’m not going to read these because they are in multiple places.  This is also being webcast so its there.

And then again more discussion on this resolution and as needed during the working group discussion we can bring this forward again.

The White Paper on accessibility and usability considerations for UOCAVA remote voting systems, again this was transmitted to EAC.
White Paper on Auditability was transmitted to the EAC and this one is awaiting action by the Commissioners once confirmed.

White Paper on VVSG 2.0 and beyond, Issues and Gaps in Usability and Accessibility Requirements, again this paper was transmitted to EAC.

Accessibility of Voter Verifiable Paper Ballots, this one is the one that Donetta will be talking about later in her presentation on the update from the EAC, accessibility and requirements for voting systems used outside of a polling place.  This one the EAC Council has reviewed and has prepared a statement for us to consider.

Are there any questions on these resolutions?  I’ve gone through them quickly but I felt like we spent an awful lot of time on them in January.

We actually have many fewer prepared resolutions today but obviously we’re free to present them from the floor.

Any questions on any of this?  I’m again saving us some time.

Pat asked me to sort of act as master of ceremonies or sheepdog to keep things on track so I will turn now to our next presentation.  Is that by you Brian, the update from the EAC?

MR. HANCOCK
That’s right.

MS. COLLINS:
Okay, so the next presentation will be by Brian Hancock of the Election Assistance Commission.

MR. HANCOCK:
Thank you, Belinda.  Good morning, everybody.

We’re going to give you sort of an overall update on some of the Commission activities this morning.  I’m going to be speaking primarily and giving you updates about the COTS roundtable discussion that we had and the Voting System Sustainability roundtable discussion that we had.  I’ll give you an update on our Accessibility Voting Technology Grant.

And if we still have some time at the end I supposed that would be the time that we could discuss the resolution, the EAC response to the resolution.  We do have our General Counsel here and Commissioner Davidson and myself and so between the three of us I believe we could answer the questions you might have on that issue.

Let me first talk about the roundtable discussion that the EAC had on the topic COTS, Commercial Off The Shelf.  It was held in our offices in February of 2011.

We had a variety of participants.  As always Merel King from Kennesaw State University was the moderator of the panel.  He does an excellent job for any of you that might have viewed these webcasts of the roundtables I’m going to be talking about.
We had the TGDCs own Ed Smith up here and McDermott Coots from Unison Voting.  So those gentleman represented the voting system manufacturing community.

We had two election officials, technical folks, Louise Torres from Orange County, Florida, Supervisor of Election Office and Paul Stenborne from the D.C. Board of Elections.

We also had a state certification tester.  This gentleman is not involved in federal certification but Glenn Newkirk, the certification activities for the states of North Carolina and Pennsylvania currently.

And in a little bit of a different twist, something we don’t always do, we did bring some outside folks in that had some experience with COTS in other federal agencies, from the DOD, Department of Navy, we had a gentleman named Pete Marty.  He’s their senior EM spectrum engineer and is a member of the Navy Tri-Syscom Integrated Product team.  This is part of their function in dealing with COTS integration into all of the Navy’s equipment.

Also from the Federal Communications Commission we had Bill Hurst as you see, and he’s their chief of their Technical Research Branch of the FCCs laboratory division.  Bill has also had a lot of experience on how the FCC folks integrate COTS into the products that the FCC reviews.

We have several purposes for the meeting, basically to see if we could work towards a more realistic definition of Commercial Off The Shelf to determine ways voting system manufactures actually use COTS products and interact with the makers, with the manufactures of those particular COTS products.
We wanted to sort of discuss the pros and cons of COTS as it relates to their use in voting systems, what if any was the affect of COTS on the voting system lifecycle and sustainability of voting systems, and that’s directed more at state and local election officials.  And finally to determine potential next steps in the COTS arena.
We first talked about COTS in the certification aspect and the first thing we pointed out is there is a basic lifecycle disconnect between COTS and voting systems.

As you see up there and most of you know, many commercial products, COTS products, have a production lifecycle between six and eight months.  You know, that’s what Dell or HP has on their laptops, the things that we use every day.  Six to eight months is the outset.
Voting systems on the other hand should function for at a minimum six to eight years and certainly election officials given these tight budget times would like them to last significantly longer then that but there’s the initial disconnect right there.

Next portion of this slide talks about COTS reality in our certification program.  Just as an example, it’s one example only, the ES&S Unity 3.200 voting system that we have was certified as you see with a particular Dell optiplex GX260 desktop and a Dell latitude 600 laptop.
That certification happened in late 2009, Matt, is that correct?  And at the time I did this slide the current Dell equivalent were not the plex GX380 and a latitude 5410 or 6410, in fact that may be out of date.

Dell between the time I did this slide which was actually for another meeting a little while ago, they may have new laptops in their product line right now that voting system manufactures might be forced to use.  So that’s sort of some of the reality that we’re dealing with in certification.

I’m just going to give you some slides on the discussion summary that we had.  Is COTS really COTS?  So the most commercial COTS products, the (unintelligible) are generally more industrial grade COTS and something that can’t be purchased at retail stores like Best Buy or Radio Shack.

And I think a lot of election practitioners sort of when they think of COTS, they think it’s something that I can go out and buy at my local product store down the street and in many cases some of the participants in the roundtable sort of gave the reality that that’s not the case.

And the point was, COTS is really more aptly described as MOTS or Modified Off The Shelf.  The gentleman for the Department of the Navy and the FCC gentleman talked about the fact that most of what we would call COTS in the election systems industry, most of the things they see are modified at least in some small way and so they think of it more as MOTS, or Modified Off The Shelf.
Department of Defense on the other hand has a very strict definition of Commercial Off The Shelf.  For them COTS must not be modified in any way at all.  To them any change of COTS products then makes it Modified Off The Shelf and all of those must be tested.  So that’s sort of one end of the spectrum there.

The FCC looks at it a little bit differently.  They have categories of what they call permissible changes to the COTS products that they deal with.

Class 1 changes are fairly simple things that require no additional testing whatsoever.  Class 2 changes perhaps need to be looked at in some minor way and need a little bit of testing.

This Class 3 is fairly new for them and it deals with software and as you see there, changes in software that modify and this is particular for them, the frequency power and modulation type of a software defined radio, very specific.

We’d only submit manufacturer submitted test data.  So they’re not looking at it at all at the FCC.  They are taking the manufacture’s test and using those in their certification for this new Class 3 area at the FCC.

So just some other ways of dealing with COTS by other government agencies.

So we talked then about some thoughts on potential changes in the voting systems industry and perhaps determining a spectrum of permissive changes similar to what the FCC uses.

So on one side you have the manufacturer declaration of conformity, basically accepting whatever testing the manufacturer gives.

On the other hand is full testing, full retesting, and that’s probably a little extreme but what’s in the middle, the participants at this particular roundtable couldn’t really come to an agreement.  It was a little bit beyond the scope of the time that we had for the COTS meeting.  But that’s sort of the dynamic that we’re dealing with.

There was also talk of perhaps a risk based matrix being developed, specifically looking at where is the risk being absorbed here in the use of COTS.

There was certainly a fairly strong consensus that manufacturer quality control is the biggest factor in the use of COTS.

So what qualities does the voting system manufacturer have in place?  Are they ISO-9001 perhaps and really more importantly what is the track record of the manufacturer related to quality products in the field?  Everyone thought that should be something to be looked at as well.
An election official’s perspective, this slide talks about that and basically they said jurisdictions had few instances in which they could independently purchase COTS peripherals.  In some instances in fact COTS would void system warranty if the manufacturer required the election jurisdiction to purchase the COTS products through that manufacturer so that’s very important for a lot of election officials.
The question came up, will COTS extend the life of a voting system.  Generally the consensus was no, it probably does not.

Again, just sort of the whole question of lifecycle costs.  What does the end user, the election official expect.  First, how the COTS product is designed.  Again very unanimous, we do need to find test alternative COTS components for voting systems.

And then there’s this section of hidden costs associated with the use of COTS and that certainly could equal potentially more frequent recertification of systems that use COTS drives, that quickly become obsolete and that’s something we want to discuss and see if we can in fact move away from as a cost savings measure.

The manufactures of course have their own perspective on COTS.  Their feeling is that we need a more dynamic backend on post certification meaning when they’re putting (unintelligible) in, changing out COTS products.  We need to be a little bit more flexible in how we can do that.

They suggested perhaps we want to certify different configurations of COTS devices for a particular voting system so they can be then swapped out as the need might arise.
Put the onus on the manufacturer to make sure COTS conforms to the VVSG and our program and again that kind of goes back to the declaration of conformity or for manufacturer self testing.  There was no consensus on whether that would necessarily be a good thing for the program but it was brought up.

In bold, develop common data format.  That’s something that we all know quite a bit about and certainly this body and NIST is currently working on, but I just wanted to highlight that as something that the manufacturers feel is important in this arena, in the COTS arena as well.

Perhaps develop a list of multiple alternatives to hardware components.  Manufacturers suggest these, LCD screens, motherboards and e-prong chips as an initial example.

To develop a matrix of what the EAC will consider a testable event as it relates to the use of COTS products and then the manufactures just noted and wanted everyone to keep in mind that COTS is really a point in time with hardware and firmware, and how do we keep systems current without additional extensive testing, sort of the question that we’ve all been asking.

And then we came to an interesting discussion of defining costs.  As you see here, the 2000 VVSG has its definition of Commercial Off The Shelf.  The next iteration also had a significantly different definition of COTS.

And the roundtable participants came up with their own definition of COTS, certainly based on the next iteration, but as you see up there they decided that an acceptable definition to all parties at least that were at the roundtable were software, firmware, device or component that is currently used outside the election industry and that is incorporated into the voting system with no modification by the manufacturer.

Again, that’s something that can be discussed but the group, and that included election officials, manufacturers, and others decided that this was a fairly decent workable definition of COTS for them.

Potential next steps, this took up quite a bit of the discussion and there are a lot of things that we could do depending on inclination, budget, staffing, the whole nine yards, some of the things Commissioner Davidson talked about earlier.

The development of a COTS Wicki.  As most of you probably know, Wicki is sort of an interactive website that lets users look at documents and edit them, and our Wicki could potentially contain test plans and documents, potentially a searchable COTS database, information on alternatives, COTS suppliers that might be out there for voting system manufacturers to use.

And again, potentially things like (unintelligible) connectors, the test information and models.  So there are a number of ideas there for the use of that Wicki.

Another idea was to develop a classification scheme for COTS products.  It could provide a benefit as a documentation system infrastructure for state and local election officials.  It would let them know what their product looks like and which COTS components are integrated into that voting system.

It could identify potential substitute products for current COTS components and develop a prototype environment for using the classification scheme and pilot jurisdictions.  And this would be a system whereby the EAC would talk with local election officials and state officials and see if they would be willing to work with us to develop such a classification scheme.

Again, additional next steps.  The manufacturers in the EAC could develop a working group to identify a list of acceptable COTS manufacturers by components.  Again, manufacturers suggested this group could start out with fairly simple things like LCD screens, motherboards, and e-prong chips.

The EAC by the way is going to have a meeting with voting system manufacturers next month in San Antonio just prior to the Election Center meeting and I’m sure this is something that will come up during that discussion.

The EAC calls to develop Best Practices document for configuration management of COTS.  Basically we talked about ways to understand what COTS components election officials have in their voting systems.

It could include things like logic and accuracy test data on each unit and even service data on each unit, you know, what service has been done on it, what changes, what modifications.  We think that potentially could be some help to election officials.
And so that was the COTS roundtable and I’ll take questions at the end.

We’ll move to the Sustainability Roundtable, really we called it Voting System Lifecycle Management Roundtable but sustainability is a little bit shorter and a good one word description.

The definition we came up with for Voting System Lifecycle Management, and again this is not an EAC definition, it was a definition that was essentially talked about with a group of folks.

The Standards Board, or Advisor folks, some EAC staff and others came up with the definition that says voting system lifecycle management is the process, procedures, and policies adopted by an election jurisdiction in order to effectively maximize the useful life of the voting system hardware and software that they currently have.

Some information there, talking about different factors related to lifecycle management.  You can read those.  I won’t go through that entire list.

The roundtable was held in May and it was part of an ongoing series of roundtables that the EAC would like to have on preparing for the 2012 election, this one preparing for 2012 lifecycle voting machines.

Of note for this, we did have a record number of viewers for the webcast of this roundtable meeting and the archived webcast continues to be watched by election official policymakers and the public.

So it’s not only something that was viewed the day of the meeting but Ginny (Unintelligible) of Communications tells me that it has been hit a number of times since that meeting by people wanting to see what we were discussing at this Sustainability Roundtable.
We had a large group of participants.  Again Merel King led the discussion as a moderator.  We had EAC technical reviewers.  We had voting system manufacture representatives.  We had state and local election officials.  Test labs were up there, test labs in fact were represented at this meeting.  And so again it was a fairly inclusive group.

So what is the issue really related to voting systems sustainability?  We know the years right after HAVA passed and some right before, a lot of voting systems were purchased by jurisdictions but now as we are moving towards the 2012 election cycle, states are facing a challenge of managing aging voting systems in an environment where we all know that the public awareness has been heightened and public expectations on the security and performance of these voting systems has never been higher.

And so what we wanted to do here is to explore the issues associated with sustaining these systems, voting systems, in this type of environment.

There were a lot of comments from the participants related to this as you might imagine and we’ll just go through a few of them here.

The first one that I think is important, its lifecycle is not just the function of the existing systems, meaning what you’re currently dealing with, but it’s really the span of time between the deployment, the initial deployment of that system that you might be working with now and everything that goes with it, closing down that system, having an RFP, everything on the front end, and then finally deploying that next voting system.  So the lifecycle was really sort of much greater than what we might initially think of.

Something that’s probably obvious but not always necessarily so, but the adequate technical support is important to sustaining the life of these voting systems and whether that technical support comes from your voting system manufacturer or whether you’re a jurisdiction that might be lucky enough to have folks in-house that can actually help you with that, either way it’s very, very important to have adequate technical support.
Again, testing can and should be optimized to address federal and state requirements to the extent possible.

They talked about that the sort of total ownership cost is really a more appropriate perception because it’s not just the cost of the voting system initially, it’s the cost to maintain it, to print ballots, and to do all those other things that cost money and that are directly related to the system itself.
Something that isn’t done nearly as often but potentially will be in the future is the leasing of voting equipment.  It may be an option.  I know some jurisdictions are looking into that and a few are doing it now and I think given budgets, more will be looking to go that route in the future.  So that’s something.

Again, lowering the cost of testing to states will permit states to economize on their changes.  We’ve heard that a number of times and we agree with that.

Again, the unanimous consent was that anything that happens must be a joint effort between federal, state, and local officials.  None of those entities can do an adequate job by themselves and so it has to be a joint effort and we certainly agree with that wholeheartedly.

Very important issue for state and local jurisdictions is to invest the time and effort upfront into development of fair and comprehensive contracts.  It’s going to benefit you in the long run.

I know that’s something that Mr. Masterson has test trumpeted and I think probably will be bringing into the State of Ohio and we’d like to see more states spend a lot of time upfront looking at their contracts.

And at least from the election official’s perspective, the consensus was that we, meaning election officials, need to be less reliant on vendors, voting system manufacturers that is.

Some other comments, someone actually said that the problem in 2012, is really a people problem.  So our most immediate problem is personnel and that a lot of jurisdictions have had serious cutbacks in personnel and that really at least in the short term for 2012, is going to be their most important challenge, is to get the people in place and perhaps not the system, at least for 2012.

Again, something that I think should be obvious but isn’t always in that preventative maintenance should be a top priority.  That just like your car or anything, preventative maintenance will generally extend the life of your voting system.

Another important concept is the effort needed to develop a plan for the replacement of your voting system is going to take considerable time.

I can’t remember who came up with this, I think it was one of the election officials, but they say it could in their opinion anyway, take up to the five years or even longer. and so that plan should be comprehensive and if you’re looking to replace your system in the next five years, probably you should be looking at that right now.

Something that no one had a really great answer to but everyone seems to agree that there was a need to develop a funding formula to sustain our voting systems.  It’s not going to be easy.  It’s not a popular thing in this day and age to ask for more money but in the long term that is probably the only thing that will really help.

And so back to the timeline, another commenter said 2012 may not be an issue for voting systems in most of the country but certainly 2016 will be.  And I think every election official that was at the roundtable agreed with that date and so I think that’s really a date that we all need to keep in mind as we move forward.

Again, something that’s fairly straightforward but the complexity of the system is a function of their needs to address multiple jurisdiction needs, okay, and complexity impacts every aspect of system testing.

In the past anyway, voting system manufacturers have been very quick to do one offs for each county, right, and potentially that would impact testing costs, the state and federal level, so anytime they make changes it’s going to affect costs and the manufacturers will roll that down the line to you all one way or another.  So the complexity of the system is an important concept as well.

All right, conclusions and sort of next steps rolled into one.  The group agreed that band-aid solutions are going to work.  They will work but only for a limited period of time, sort of the 2012, 2016 dynamic that I spoke of a moment ago.

And again unfortunately additional funding is the only long term solution both to the replacement of aging systems and for the continued long term health of the industry itself.

Again, something we know and have been working on is more and better state and federal cooperation in the testing arena.

The development of user groups to share information, I think a lot can be done here.  You know, certainly it’s something that within a state -- some states already have user groups for the various types of voting systems within the counties in their state but perhaps more could be done on a national level.

You know, users of a particular type of system in various states can get together and talk about ways that they can sustain their system or perhaps issues that they are having with those systems.
The next point is interesting because refurbished systems are more common.  There may be a potential for the EAC to sponsor a summit meeting with the manufacturing community with the goal of producing industry developed standards for refurbished equipment.

We’ll talk about this next month with the manufacturers as well and I wouldn’t necessarily think this will be an extensive effort but it could at least produce some set of minimal requirements that any refurbished equipment has the required maintenance done for it.

You know, that there is some kind of guarantee for that system being able to be used for some period of time.  Just some very simple things and like I said, we will bring that up with voting system manufacturers next month.

Something else that was discussed there was the first of a potentially annual meeting of federal and state certification officials.

Right now there is a very good possibility that this is going to be held at Kennesaw State University in September of this year.

I’ve been talking with Merel.  I believe it’s a go.  He has talked to a few select election officials that said they would be interested in this and so I think it’s something that would benefit certainly us and I think would benefit state election officials as well.

All right, let me talk a little bit about the EACs Accessible Voting Technology Initiative Grant for you.

Initially we announced the availability of about $7 million to support research on transformative technologies and approaches to I think what we all think is meeting the critical challenge of making voting systems more accessible to everyone.

The funding was aimed at supporting, looking at promising technologies and practices, technology testing and adoption, and also the development of the administrative processes and training improvements to increase accessibility to existing voting procedures and election systems.  We think that’s important as well.

And of course the initiative is definitely going to focus on the broad spectrum of research that addresses all the disabilities talked about and defined in the ADA, the Americans with Disabilities Act.

We had two recipients, two grant recipients, Clemson University under Dr. Warren Gilbert and the Information Technology and Innovation Foundation under Dan Castro who many of you know.

These are just quick summaries of what each organization plans to do but I should say they have not actually begun work yet.  Initially the concept was, at least all EAC previous grants had been sort of directed at one grant recipient and that was the way this grant also was initially set out, that one recipient would get the approximately $7 million that we have available.

Our Grants Division in looking at the submissions for this grant felt that both Clemson and the ITIF had very valuable input.  They each brought very different things to the table I think and so the grant was actually split up, as you see, $4.5 towards Clemson, $2.5 towards IFIF.

Currently the EACs Grants Division is working with both of these organizations as they revise their grant submissions.

Because their initial grant request was for $7 million and they’ve gotten less then that, they had to revise their budgets, revise some of their activities, and there are sort of negotiations going on right now with our Grants Division.  Once that’s concluded these organizations will then move forward with the work that they intend to do.

So I would expect at the next TGDC meeting we could have potentially if that’s something you want, presentations from these organizations to let you know where they are at this point but right now it’s very early in the process and essentially no work has been done, still doing all that technical grants stuff that I’m not particularly familiar with but our Grants Division is thank goodness.

With that I’ll conclude my portion of the presentation.  I’d be happy to answer any questions related to the things that I spoke about or potentially I suppose to the resolution that Commissioner Davidson spoke to earlier.  Thank you.

DR. GALLAGHER:     Pat Gallagher, any questions?

MR. JENKINS:
Phil Jenkins.  I had a couple of questions here, Brian.

When we talked about the definition of COTS and said no changes, you know, was there any discussion about the configuration, not the configuration you spoke to about how the system is configured but actually configuring some of the COTS software and peripheral devices and how sometimes the way they’re configured actually changes the way they work and things like that?
MR. HANCOCK:
Yeah, I mean we didn’t get down to the sort of nitty-gritty level but that concept was brought up and was acknowledged by everyone there that that certainly would be an issue that we would have to look at.  So yes, at a very high level anyway.

MR. JENKINS:
And was accessibility compliance of these COTS products -- I mean most of those are purchased by the federal government and need to be (unintelligible) compliant, and the industry produces with EPAS these accessibility complaint statements.  Was that a point that ought to be included in the database or however we didn’t share?

MR. HANCOCK:
It wasn’t brought up at the meeting but it’s certainly something that we would be willing to take a look at and, you know, the database could be populated with any information.  I would think that would be something that would be of interest certainly to election officials, yes.

MR. JENKINS:
I’ve got three more here.

MR. HANCOCK:
Somebody has been paying attention and taking notes.

MR. JENKINS:
All right, you talked about the lack of people, it’s the biggest challenge.  Is that because we don’t have budget for them or because we don’t have the skills?

MR. HANCOCK:
Well, I think both, but I think in most jurisdictions it’s the lack of budget.  And they’ve had huge budget cuts both at the state and local level and you have election officials here that can attest to that.  I see people nodding their heads.  And so that’s what was brought up at the meeting.

MR. JENKINS:
This is antidotal?  Do we have any real data, did anybody --

MR. HANCOCK:
Anybody want to share their experience?

MR. MERRIMAN:
It’s true.

(LAUGHTER)


MR. MERRIMAN:
Don Merriman, Saline County, Kansas.  Yes, it’s very true.  It very much impacts how we do local elections.  I have had to consolidate polling places because of the lack of people and there’s a lot of training involved and certainly a lot of cost involved in that training and we don’t pay a lot of money to those people but yes, and I’m looking at reduced polling places next year as well.


MR. HANCOCK:
Anybody else?


MR. PALMER:    The state budget in Virginia for example has been cut like 20 percent for the last four years.  That all rolls downhill to localities.  Localities are in extremis in many cases.

And looking at the roundtable points, there’s just one thing that I would just point out as well is that there is a lot DREs still out in the field across the United States and it obviously depends on the jurisdiction but some jurisdictions have for example ban them but a lot of them remain in place.

Let’s say the DREs in a certain jurisdiction are sort of at the end of a lifespan but there’s no money, there’s simply no money.  We talk about people.  There’s no money to buy new loading systems so they’re doing whatever it takes to keep these systems working until they can get to a point where the economy turns around and they have some money to purchase new voting systems and usually it’s probably the largest expense they’ll make in a decade.
For example, I mean it’s rare that you can buy here and there.  Often you’ll have to buy a whole new voting system for your entire jurisdiction which is a huge expense and believe me this is not the time to be going to your Board of Supervisors asking for that type of money.

MS. PURCELL:
In our jurisdiction we are reducing for 2010, our polling places by 400.  I have another 142 polling places right now from -- reduce that 400, and it’s multiple reasons, but the main reason being of course the money.

But we have determined that in the past we have had to co-locate a number of polling places anyway so we’re trying to use that co-location as a way to reduce that.

Equipment, I think one thing we have to look at overall is that we’re a fairly large jurisdiction and have been used to over the years, a certain amount of money that has to go into maintenance.

What we see in some of our smaller counties is that they depended for so long on equipment that they’ve been using for 40 years and really didn’t have to do much to.  Now they have to either refurbish, replace that equipment, and they’re finding that that is very difficult under the economic times we’re looking at.

MALE SPEAKER:     The only thing I was going to add to that is, you know, my time at the EAC, it was easy for me to sit there and say, you know, election officials are not IT managers, which I still believe and feel strongly about, but having moved to the state and worked with some very small counties, the ability to afford anyone, let along someone who’s qualified to be an IT manager is almost nil, particularly at the small counties.

I mean I’m sure Helen at a larger county had some, although not as much as you’d like, IT folks and capabilities that way and so I think the challenge that all of us need to think about and rise to in some way is how to train these folks to manage the IT they have with the qualifications they have because they can’t afford IT folks.

And that’s a great challenge that all of us need to start looking at now because it plays into sustainability, it plays into properly running these systems.  It plays into understanding COTS and COTS configuration, all of that, and I think in my opinion that’s one of the greatest challenges that all of us have to look at and face and figure out.
DR. GALLAGHER:     Phil, did you have anymore questions?

MR. JENKINS:
Yes, I did.  This lifecycle, it sounds like the old definition of a lifecycle is very large and it keeps getting shorter as we go more and more towards technology.  Is that a fair statement?

MR. HANCOCK:
Well, the only thing I’ll say is there wasn’t a lot of technology in a lever machine, right, not a lot of COTS brought on in a lever machine, just a lot of moving parts that could fairly easily be replaced or remanufactured.

But today, yeah, whether it’s an optical scan machine or as Don was saying DREs, you know, they’re made up largely of COTS components and as you know, the commercial lifecycle is short, really, really short and that’s sort of just completely opposite in the way the voting system community would like to see their products manufactured.

MR. MASTERSON:     This is Matt Masterson.  The only thing I would add to that is yes, that’s absolutely true in comparison to a lever machine but in comparison to the rest of the IT world or whatever, the length of time that election officials are stretching this technology out is ridiculous.  I mean their ability to cope and create in order to stretch these systems out is amazing.  So it’s all a matter a perspective on what’s needed to be done.

MR. JENKINS:
Interesting.  Okay, in the spirit of trying to reduce costs in collaboration, you talked about states, local, federal collaborating income and about future national cooperation, reducing testing costs, collaborating internationally.

MR. HANCOCK:
We didn’t talk about international cooperation but certainly I’ve done a little bit of international work and am willing to acknowledge that we can learn at least as much from folks in other countries as they can learn from us.  So personally I’m always willing to listen and see what’s out there and how we can learn from it.
MR. JENKINS:
It’s not so much learn, I mean actually reduce costs.

MR. HANCOCK:
I’d like to hear some more about that actually.  That’s a good idea and something we probably should explore.

MR. JENKINS:
And also in that spirit, when we talked about these accessibility grants, I haven’t read them in detail, but is there any opportunity for collaboration with some of the other projects we’re doing like UOCAVA Demonstration Projects?
MR. HANCOCK:
Absolutely, in fact one of the requirements is have to work with FVAP, the Military Heroes Initiative, you know, to see how all that can work together to save money and then to share ideas.

MR. JENKINS:
Okay, that’s it.

MR. HANCOCK:
Okay, thanks, Phil.

MALE SPEAKER:     I’d like to address two questions.  The first one has to do with lifecycle.  I think it’s important to understand that the commercial desktop computer lifecycle that we hear being so short, and machines stay on the market for a year and are expected to last five years, if you’re lucky seven.

But this voting equipment is far closer in its purchase deployment use lifecycle to a different class of machines and those are machines such as machines in avionics which are frequently designed to have 20 to 30 year life, and the nuclear control systems which are frequently designed to have a lifetime, 20 to 30, sometimes 40 or 50 years, and military equipment.

The comparison with military equipment I think is particularly appropriate because a lot of that sits in warehouses for a long time until there’s a war and suddenly they haul it out and it has to work.  And voting equipment sits in warehouses for months on end and then election day comes and you haul it out and it has to work.

It’s a very different category of equipment.  All those stories about the $5,000 hammer from 20 years ago really seemed to apply to voting equipment.  It’s the fact that it sits for months on end and then it has to work that puts a completely different set of requirements on it then stuff you buy at Radio Shack.  And I think we have to constantly remember that and remind people of that.

MR. HANCOCK:
I agree with you 100 percent.  Those are much more valid comparisons.  The only thing I would say and probably election officials would say is that all those industries have enormously larger budget and funding mechanism then does the election industry.

MALE SPEAKER:     That’s right and we need to get creative about doing everything we can to save money.

MR. HANCOCK:
The EAC is thinking about bake sales.

(LAUGHTER)


MALE SPEAKER:     Right, well I mean I don’t want to suggest poll taxes.

(LAUGHTER)


The other point had to do with COTS.  Essentially all of the COTS examples you were using were for packaged products like full computer systems, and one of the categories of COTS components that’s been the most troublesome in the voting arena as well as in other arenas, is the COTS software.

And I had an experience with this over a decade ago that bears repeating since we have a number of new people since the last time I retold this story.

But I was certifying voting equipment for the State of Iowa at the time and Fiddler and Chambers, a vendor that’s no longer -- well, I guess they’re a reseller for Dominion Equipment now, but Fiddler and Chambers at the time was developing a new touch screen voting system very similar to what became the TSX but it was based on Microsoft Windows as the TSX is today.

And at the time the version of Windows both Global and Fiddler were using was Windows 95.  Global became Debolt, which became PSX, which became Dominion and that product line is history.


But Microsoft came out with a maintenance release of Windows that claimed to only be bug fixes and cosmetic enhancements and Fiddler asked the ITA, is it okay that we use this maintenance release, do we need to retest for this because it seems that this is the classic example of a dominimus change.  All it is, is fixing bugs in the previous version.  The ITA looked at the statement from Microsoft of the nature of the change and said no, no new testing required.

And it came to Iowa for our state certification and after casting large numbers of test ballots I began to realize that every time I had cast a ballot there was a mysterious very faint highlighting of one of the ballot choices.


And after casting more test ballots I began to realize it was always highlighting the choice that had been made casting the previous test ballot, which is to say it was disclosing the previous voter’s vote to the next voter which is sort of a really in your face violation of the secret ballot, right?

It turned out this was one of the cosmetic enhancements and it didn’t involve any changes to the applications software.  It was there to enhance office utility because it would slightly remind you which menu selection you had recently made which might be useful to know in an office application but it was just deathly to the voting application.


And it really points out the fact that what one person thinks is a no consequence change, just making the system a little pretty, can be in a different domain then the system was intended to be used in, or was a different domain then the system was designed in terms of -- it can be devastating.


And I can’t figure out how we could have anticipated that problem because I really want them to be able to fix their bugs and yet this one no consequence cosmetic change had this big consequence in voting application.


MR. HANCOCK:
I agree and I think some of the examples you saw up there, because the group is looking at low hanging fruit and the hardware in this instance, they thought the low hanging fruit -- it is certainly acknowledged that the software was there but it was a more complex problem as you point out and so we didn’t have as long of a discussion about that.  But yes, thank you.


DR. GALLAGHER:     I had a quick question on my own as well.  So in the lifecycle management discussion, a term by the way I prefer over sustainability, I think actually what I was interested to hear was that the sustainability of the business models is in fact a very sort of critical question underlying this because to use accounting language, there’s a distinction between being in an operational mode where capital expenses dominate versus operational expenses.

So if you’re going to be maintaining something and you can bring in the occasional burst of money that basically replaces all, you’re going to be in a very different posture that’s hard to do and you can basically continually upgrade and refresh.

And so that business model which needs to be sustainable, I think that’s probably where the states are at and will have a big impact on how you view maintenance, otherwise you’re going to be able to just replace it all and look at that big capital, whereas if you’re in this operational mode you have to be able to tolerate possibly different versions, different levels of technology at different points.

And I was curious whether that came up in the discussion at all, that interplay between how this is funded and how you maintain.


MR. HANCOCK:
Not necessarily in the way you described it but I think just given the discussion that we had, that was sort in the minds, particularly of the manufacturing community but also from election officials.

You know, there were a lot of discussions on sort of out there ways of trying to sustain the voting systems.  We’ve just got some of the more general ones up here in the presentation but yes, and I think you’re point is well taken and this is a discussion that needs to be ongoing.
You know, our hope is that that sustainability roundtable or lifecycle roundtable would just be the first of a series of these.  You know, we’ll bring other folks in, other election officials.

We may not have heard all of the ideas out there and so at least my hope is budget willing, we’ll be able to do more of those things and bring in more varied groups of individuals to get those types of comments.

COMMISSIONER DAVIDSON:
One thing that I would like to add is that the election officials because of the economy are having so many problems that in some of the small ones it’s not like they’re even thinking about the future (unintelligible).  It’s existing, to be able to get along right now, and they’re not doing any type of maintenance to their equipment so it’s not going to last as long.

So I mean that was one of our efforts, trying to educate them that they need really to do this, that there Boards are looking like well, gosh, that’s a big sum of money that we could cut right away and they don’t really save.
So it’s an issue with some of the small ones that they’re just trying to survive.  So it’s hurting them in the long run by trying to survive.  They don’t realize what the real problem could be.

MR. HANCOCK:
That’s a very good point, Commissioner.
And I’ve had discussions with a number of election officials, in one county in particular, a fairly large county, that I remember their maintenance contract, a year on their 3,000 odd voting machines was about a quarter of a million dollars and the election official, you know, my budget is being cut, I have to trim my budget somewhere and that’s where I’m going to trim it.  I’m doing away with my maintenance contract.  So, yeah, there you have it.

COMMISSIONER DAVIDSON:
Even some election officials are cutting staff within their own office because they just don’t have that kind of funds that they used to have.  We’ve heard from California people that said that they have cut staff within their own office.

So it gets down to where, can it even run an election efficiently.  I mean, that’s our concern even with numbers, not only precincts and poll workers but we really get concerned with their in-house staff because it does take staff to run an election.

DR. GALLAGHER:     Brian, I have another quick comment.  So in the lifecycle discussion you were talking about it largely from a maintenance perspective but in practice the difference between maintenance and upgrades is a tricky one and a succession of relatively small changes to a system can in fact result in a change in performance and you’re pretty much looking at an upgrade issue.

And so it strikes me there was a lot of similarity between the COTS discussion and the lifecycle management.  At some point you have to be thinking about when an increase in a small change becomes a bigger change and how are you going to deal with that in that context.

And one of the questions I had was if I’m an operator of one of these systems and I have to make decisions about fixing, or upgrading, refurbishing, or replacing, what are they looking at?  In other words, what’s the metric that they are looking at in these systems to decide whether these systems have their integrity or they’re looking at a more serious operational problem?  What’s the maintenance data you’re looking at?

MR. HANCOCK:
You know, I don’t know that I’m the best one to answer that question.  I think it probably depends on the jurisdiction.  You know, a jurisdiction like Matt said like Helen’s can probably absorb a little more than a very small rural jurisdiction can that has no resources.

So I think they would be looking perhaps at very different things when they try to answer that question and so I think really it’s a jurisdiction by jurisdiction call, and I’ll look to the election officials to tell me if I’m wrong on that.

FEMALE SPEAKER:
Well, I can add one thing, and I think I would like to hear from the election officials because they’ve got more updated information than I have, but one of the things that really affects the jurisdiction in a state on down to their localities is legislation.
Every time there’s a legislative change they’ve got to change possibly the software in their system.  So legislation affects what they do and how much it’s costing them and sometimes that happens just so quickly and they expect it to be in place by the next election.

So that’s some of the things that really affects the election officials that sometimes really throws a monkey wrench in any type of planning.

FEMALE SPEAKER:
I would agree with that.  In a jurisdiction the size of Maricopa, we can absorb those changes, not easily, but we certainly can absorb them but the small jurisdictions absolutely cannot.

We’ve all I think talked about that they don’t have the IT staff.  Normally an IT staff is one or two people countywide.  You know, I’ve got 25 people on my IT staff so I can absorb some of those things.  I’m not going to be able to keep all those people for an extended period of time I don’t think, but it is easier from my jurisdiction.  So depending on our size, we are all looking at solutions differently.

DR. GALLAGHER:     Any other questions or comments?  Matt.

MR. MASTERSON:     Just real quick, a couple follow-up questions for clarification.

And the first one is can you describe how COTS is handled in the AC certification process now?

MR. HANCOCK:
Relating to?

MR. MASTERSON:     Certification, so what requirements/how is it treated?
MR. HANCOCK:
Right.  The voting system manufacturer, you saw the example of the ES&S system that I had up there, will submit specific COTS components for a specific test engagement.

Those components will be used throughout the testing engagement of that system and so one of the critical issues is, you know, testing takes time, right.

We have some systems that have been in for only eight months, some that have been for a year, some for two years, and certainly those ones that have been in longer, those COTS components are certainly at least on some level obsolete, perhaps by the time that system gets out.  So that’s very real concern in the way that things are currently structured.
MR. MASTERSON:     And then the second question I think goes to both the lifecycle and the COTS question and kind of how they interact.

But that is what can be done, and I guess we do -- in looking at standards can this be addressed in the standards or if this something that you see as more of procedural, you know, kind of dealing with it there within the EAC certification procedures/state certification procedures and whatnot?

MR. HANCOCK:
I mean I think at least our perspective has been that we were going to try to deal with it from a certification perspective.  It hasn’t in the past anyway been necessarily taken into account too much in the standards.

I mean there are certainly definitions and some mention of COTS products but not extensive and so I think our view is that we would try the best we could to deal with it in the certification aspect and perhaps that’s something that TGDC wants to look at.

DR. GALLAGHER:     Any questions, comments?  Okay, thank you.

MR. HANCOCK:
Thank you.

MS. COLLINS:
So I believe that the next presentation is to address the resolution from January 2011, and I believe that Donetta is going to talk.

Let me make one reminder.  When you do come to the microphone would you please not do what I just did, which is to not introduce yourself.  So I’m Belinda Collins.  If you could remember for the viewers on the webcast, thanks.

COMMISSIONER DAVIDSON:
Donetta Davidison, and I will start and then ask our Counsel Mark Robbins to come up and respond to any questions that you might have.

But obviously on reading this you can see that we felt we did not have the authority to legally move forward in trying to accomplish what the TGDC was requesting of us, to provide clarification on the scope of accessible mandated, and provide direction to the TGDC on developing the technology requirements for the accessibility of voting systems used outside of a polling place.

And with that we felt that given that lack of control of the statute and the regulations, that we didn’t have any authority in those areas, that we recommend that the TGDC focus on the human factors of the technical requirements that is in HAVA to improve the next generation of the voting system.
So if you’ve got questions, obviously I’m not the one that did all the research and did all the footnotes and everything else, so you have Mark Robbins who is standing before you to answer any questions you might have.

MR. ROBBINS:
Mark Robbins, General Counsel of the EAC.  I would just like to acknowledge that actually Donetta did all the legal research and she is wonderful.

(LAUGHTER)

But I do want to acknowledge and thank both the Department of Justice Civil Rights Division who helped us on this and then also Ben Bernstein of my staff.

FEMALE SPEAKER:
Diane has a question.

MS. GOLDEN:
Not a question at all.  Diane Golden.  And I understand completely and that’s actually why we posed the question is because it’s kind of a befuddled legal issue.  There are all these citations, that nothing is very clear about any of it.

I will say however it’s discouraging and disconcerting to think that there really isn’t -- you know, a very narrow reading of HAVA that only guarantees accessibility if you’re voting in the polling place and if you’re voting outside of the polling place it appears as if everybody is kind of running for the hills and nobody wants to step up to the plate and say there is something providing civil rights for people voting outside of a polling place.

And I would think this is an issue, a result of trying to run the disability advocacy community that needs to be addressed sooner rather then later with some movement to voting in many other place other then polling places.

DR. GALLAGHER:     So Mark, my reading of this is that this is basically a case where the law is silent on this.
MR. ROBBINS:
The law is silent.  This is as we had discussed in January probably where the advocacy groups want to take an initiative as Diane just said.

MS. GOLDEN:
And I think it’s one of those instances where in an effort to be very explicit within the legislation about the one accessible voting system per polling place, that wording ended up working against the community.

Obviously the concept was, that’s where everyone votes, we want to assure at least one accessible system there, but in putting that language and only that language in that was on point, they ended up creating this inadvertent problem now where there is so much voting going on outside of polling places and that’s just unfortunate.

I would be willing to bet that there was never an intent of limiting this to polling place voting however it is what it is and we’re just going to have to deal with it on the advocacy side probably.

DR. GALLAGHER:     Any other comments or questions on the response from the EAC on this?  Thank you.
MR. ROBBINS:
Thank you.

DR. GALLAGHER:     Back up Brian, thank you.

MR. HANCOCK:
Brian Hancock.  The last thing on the agenda as Belinda reminded me is a discussion of the Standards Board and Board of Advisors who both met earlier this year, the Standards Board in Oklahoma City, Oklahoma, the Board of Advisors in Washington, D.C.

I don’t have a formal presentation on that.  I don’t believe the Standards Board had any resolutions related to our area.

I’m not sure about the Board of Advisors.  I would turn to the Standards Board representatives and Board of Advisors representatives here, to see if they wanted to add anything.

COMMISSIONER DAVIDISON:
I was present at both of the meetings and I know that there was none at the Standards Board.  Board of Advisors, Mr. Rourke is in the back of the room but I don’t believe there were any of them there either.

And that’s what we always report, if there’s any resolutions obviously that affect the TGDC and how they moved forward or issues concerning -- the Standards Board after Belinda’s presentation, did do really a membership -- asking them about some areas.

And Donald, you’re part of the representatives on the Standards Board so maybe you can give more information on that, or Don because I know that your Executive Board decided to go out to our area and ask if there were comments about any of the resolutions that Belinda presented at the meeting.
So I don’t know if you have any update that you would like to make from that meeting or comments that the Advisory Board took to our website or not, if there’s anything you would like to add.
MR. MERRIMAN:     Don Merriman.  I don’t believe I have anything to add to that.

COMMISSIONER DAVIDISON:
Okay, well, neither one of them have anything.  I think that we’re okay.

MR. HANCOCK:
You think we’re updated, thank you.

MS. COLLINS:
Well, given that we have 15 minutes until our break I think it’s really silly to start another agenda discussion and so I would propose we take our 10:15 a.m. break at 10:00 a.m. but be back here sharp at 10:15 a.m.  Thank you very much.

                   (Short Break)

MS. COLLINS:
So this next section of the agenda will be focusing on HAVA related activities.  Again, I’m Belinda Collins from NIST.  And please do remember to introduce yourselves.  We’ve added a fan which is great for cooling, it’s also adding a fair amount of noise but we’ll deal with it.
So the next section will start with Nelson Hastings who is the Technical Project Leader for Voting Standards and the Information Technology Lab here at NIST.  Nelson.

MR. HASTINGS:    Thank you, Belinda.  Good morning.

I’m going to talk a little about Voluntary Voting System Guidelines Roadmap.  It’s really going to provide an update on where we are in the development as well as research that’s being conducted to support that.

I just want to caveat everything as we discussed previously, that the activities and timelines presented are dependent on the EAC having a quorum of Commissioners and the agencies receiving the current level of funding so these timelines will slip accordingly based on the outcomes of funding and things like that.

For 2011, the goals for the completed draft of common data format standard, completed draft in this sense, certain parts of the common data format, so things that related to blank ballot delivery for UOCAVA as well as some other use cases that will be discussed later on in the day.

Development of initial E-Poll Books and Ballot on Demand Guidelines, so we want to develop some initial guidelines for those.  Develop standard test set of optical scan marks and finalized VVSG 1.1 for EAC approval.

So I’ll first start off with looking at the 1.1 and where it stands at this point.

At this point a complete baseline version addressing the comments that were received during the public review has been created.  Now NIST is incorporating additional requirements at the request of the EAC.  The EAC also will be helping with integrating requests for interpretations that they’ve issued.

The EAC has clarified the approach for liability requirements in accuracy testing and there will be a presentation later on today talking about those approaches.

The EAC has also requested additional 2.0 requirements to be added in the areas of security, specifically access control and event logging.

So moving forward, the goal is to try and get this VVSG 1.1 out for approval by the EAC in December so to do that, in September the VVSG 1.1 version needs to be complete and transmitted to the EAC.

During the month of October there will be a 30 day public comment period and then through the month of November a final complete version including responses to public comments.  So that’s a pretty aggressive time schedule to get that completed.

This next slide talks a little bit about the VVSG 1.1 test sweeps and where they stand.  We’ll have a more complete discussion of VVSG test sweeps and a later presentation.
The VVSG 1.1 test sweeps need to be expanded obviously to include the additional VVSG 2.0 requirements so those need to edited and harmonized with the current test sweep that exists.

Test sweep validation and integration into the certification program has been delayed due to the scope of VVSG 1.1, increase in that scope as well as the delayed adoption date.  The initial adoption date for 1.1 was targeted for I believe the March/April timeframe of this year but that has slipped.

The EAC and NIST have met with both accredited voting testing laboratories to discuss ways to integrate the test sweeps into the certification program.  Now like I said, there’s going to be a more complete presentation on the test sweeps and where they stand and how we’re working with the test labs to get those test sweeps integrated.

The goals for 2012 are to complete the draft of common data format standards so have a complete sweep of common data format standards in place that can be used and incorporated into the VVSG 2.0 and also a goal for 2012 is to have a finalized draft for public comment of 2.0.
For FY/13, the goals will be to resolve the public comments and finalize the VVSG 2.0 for EAC approval.

So where do we stand on VVSG 2.0?  The baseline work will begin after the 1.1 version is delivered to the EAC.  As we said previously the baseline will include corrections to, or added, developed since the release resolutions to simple public comments and lessons learned from the test methods and 1.1 development.  This is looking like it’s going to take probably six to seven months to complete this baseline.

Some work items relating to 2.0 that need to be worked on is alternatives to software independence, the Auditablity Working Group has delivered a report to the EAC.  The EAC is developing policy guidelines for the TGDC so we can move forward with respect to what requirements to develop as alternatives to software independence.

Common data format; the common data format standard to support UOCAVA blank ballot delivery has been completed.  IEEE where that common data format work is being done has decided on the next use cases for development.  Things such as possibly event logging, e-poll book common data format interfaces, and election management systems.

This slide talks a little bit about research that’s being conducted right now to support 2.0, that accessibility and usability research, that’s completing validation of the usability benchmarks and other performance based test methods related to accessibility and poll worker usability.

Also the investigating issues identified in the report of VVSG 2.0 and beyond, issues and gaps in the usability and accessibility requirement that was developed in December.

NIST is conducting research related to open ended vulnerability testing, looking at how the software assurance case methodology might be applied to open-ended vulnerability testing.  That research is ongoing right now.  It’s going to be completed by the end of the year so we should have a report back on that on can software assurance case methodology be applied and how that can be used to support open-ended vulnerability testing.
So the milestone for 2.0 is to have a baseline in place by June of next year.  Then the first complete version for public comment would be ready in December of 2013.  That seems like a long time.  That gives us really essentially two TGDC meetings to discuss that work and get that approved after that June of 2012 date.

So in the year of 2014, we’re looking at a 90 day public comment period from January to March, looking at April to August to do the EAC policy decisions and complete the edits to update the document based on those policy decisions.

And then September to November do another 90 day public comment period, and then December through February 2015, the EAC would then do another policy decision and edits with the final goal being March 2015, the EAC would vote to adopt on the VVSG 2.0.

Again, all milestones that are here, the EAC has a quorum of Commissioners in order for policy decisions to be made and guidance to be given to the TDGC.  Agencies that continue to receive their current level of funding, obviously if we cut back the cycles may not be there to work at the pace that is proposed right now.

Policy decisions need to be settled and guidance provided on key issues such as software independence, open-ended vulnerability testing, and common data format by that June 2012 deadline.  So all that needs to be in place so that we can start working those issues during that time.

Other key research needs to be completed such as usability, accessibility, e-poll books and ballot on demand.  That needs to be completed or nearly completed also in that June 2012 timeframe.  So that June 2012 timeframe is a key target I believe in the timeline that has been proposed here.

At this point I will open it up for some questions.

DR. GALLAGHER:     Comments or questions?  Yes, David.

MR. WAGNER:     I’m just checking about where the current version of the VVSG 1.1 is.  So I understand there was a version that was sent out for public comment, 2009 version I think, and then NIST is currently working on revising that.  Is there a more recent version that we should be looking at to keep abreast of the VVSG 1.1?

MR. HASTINGS:     So based on the comments that we received, the 2009, a baseline has been created.  That exists today.  The EAC has requested more requirements for the VVSG 2.0 to be added to that, for example, in the areas of access control and event logging.

So that’s where we stand.  We’re in the process of actually addressing those additional requests to add those in.  Then there’s going to a 30 day public comment period in October for review of that document, for input from everybody.  Does that answer your question?
COMMISSIONER DAVIDSON:
This is Donetta.  Just to add a touch to that.  The reason why we did that from the EACs perspective is we didn’t have a quorum to be able to finish it so we decided to go ahead and take advantage, to add a little more of the 2.0 into the 1.1 and that’s the reason why we did it.  We thought gosh, while we’re waiting we might as well take advantage of this time.

MR. HASTINGS:     I guess actually my second presentation is going to go into a little bit more detail of what 1.1 has in it or is going to have in it.

MR. WAGNER:
David Wagner.  So a follow-up question.  So maybe what I was asking was is there a place where we can access the latest version of the VVSG 1.1 to take a look at where it stands today?

MR. HASTINGS:     At this point no, it’s a close hold document at this point because it’s changing dynamically.  I think we could probably put up the baseline so people could see where it stands.  I don’t know, maybe we can’t.

MR. WAGNER:
Okay.

MR. HASTINGS:     So I’m getting nods that we can put where the current baseline is right now so we can make that available to the TGDC.

COMMISSIONER DAVIDSON:
This is Donetta again.  I do have a question on slide number 11.  When you talk about two public comments of 90 days, why the second one with 90 days?  We don’t usually do that, and maybe my own staff are the ones that have asked for that.

MR. HASTINGS:     I guess the 90 day public comment period in the way that I’ve done these things, a 90 public comment period -- given the significant changes that are there, warrants a 90 day public comment period.

I think we’ve discussed this and gone and back forth about whether it should be a 90 day, a 60 day, or 30 day public comment period, particularly for that second one.  So that could be contracted and expanded but this is what I would consider the most extended work schedule.

COMMISSIONER DAVIDSON:
You know, I could see that possibly changing.  I mean I won’t be a Commissioner at that time but I can see it because usually the Commissioners have input into the time period of what the comment period needs to be.

And so it probably depends on the issues that come up during the first public comment as to how much time we feel there needs to be for that second comment period but I’m sure the Commissioners will want some involvement in that discussion.  They have always had some discussion before.

MR. HASTINGS:     Yes, and certainly if the first 90 day public comment period really is kind of benign and there’s not a lot of issues in that, certainly that second public comment period can be cut down.

COMMISSIONER DAVIDSON:
The reason why I say that is because a lot of the comments have already been taken.  You know, we’ve had it up.  There’s some things that have been added, now being added, but the first initial public comment period was up there for a great length of time so that’s one of the reasons why I say that.

MR. HASTINGS:     Yes, I think, just my opinion, my concern on this is that the issues of software independence which was the most commented part of the VVSG initially, that may get reworked as a part of that and depending upon how that first 90 day public comment period plays out, it might warrant another 90 day public comment period.

MR. MASTERSON:     This is along the same lines and I guess I don’t want to come across as against public comment because I think it is of value and useful.

My concern is actually kind of along the HAVA review, the HAVA prescribed process for review, and I think the reality is, is that if you have the two 90 day public comment period, the Standards Board or Board of Advisors has to weigh in the last public comment.  They have to comment on the document that is proposed for adoption for HAVA, in my view of HAVA.

And so if you have both of those, I guess it’s just important to know in advance, I think likely, and the members here that represent those groups can say, but I think what you’re going to have is you’re going to be asking the Standards Board, Board of Advisors to comment both times on that.

I don’t know, in my opinion you have one too many public comment periods, that 90 day public comment period, whichever one you want to select from, after the Commissioners make decisions.

My other concern is, and this is certainly not directed at Commissioner Davidson but just as a whole, the EAC policy decision process is difficult and if you’re going to have two EAC policy decision processes in there, your timeline is going to be thrown even further off because those discussion and those policy decision discussions take much longer than you would think, I think.
So I think perhaps that two 90 day public comment periods is a bit of an overkill.  Just my opinion.

DR. GALLAGHER:     Nelson, let me ask you a question.  Since the public comment is coming from the EAC, I’m assuming that the duration and calls for public comment are Commission decisions, is that correct?


MR. HASTING:     That is correct.

DR. GALLAGHER:     So this is basically a straw man’s schedule that’s basically just --


MR. HASTINGS:    Yes, it’s an unscheduled --


DR. GALLAGHER:     It’s not under your span of control to decide the duration or when these comments are --


MR. HASTINGS:     Exactly.  It’s something I put together, what I would consider worst case scenario I guess.


DR. GALLAGHER:     Do we have any other comments?  We’re going to dive in a little bit deeper on the 1.1 but I thought it was helpful -- you know, I remember the 2009 meeting clearly when we had the discussion on the VVSG 1.1 and of course that approach was taken to seize the low hanging fruit.

So here we are in 2011, and I think as I said, the finish line appears to be in sight here so at least from TGDCs perspective, you know, putting our head down.

And I think David your point is well taken.  We need to get that version, the current working version to the TGDC membership as quickly as possible, understanding that is it fairly dynamic but I think in getting this work product done sort of frees this body to now start looking then at 2.0, which now is not so far off, so another aggressive schedule behind that.  So that’s good to see.


MALE SPEAKER:     I’ll just make one more point about the time schedule.  Really like you said, December of 2013 is really where the TGDC kind of has control of their schedule.  The rest of that falls outside of the external process of that.


DR. GALLAGHER:     Any other comments or questions on the overall schedule?


Nelson, I think you’re back up again, right?


MR. HASTINGS:     Yes.  So we’ll go to the review of VVSG 1.1.


So just a little background.  The VVSG 1.1 incorporates requirements from VVSG 2.0 draft that is non-controversial and do not require hardware changes.  And what this presentation here is to do is to kind of give a little bit more of the specific key requirements to be included in the 1.1 revision.

The technical areas that are covered are accessibility and usability core functionality, specifically the operational and temperature and humidity requirements, software workmanship, reliability and accuracy.


In the security area we’re looking at updating electronic records, voter verified paper audit trail requirements, security specifications, software validation, and access control and event logging.


A little background on the usability and accessibility based on 2.0 requirements.  The usability benchmark testing was not included at the request of the EAC, however the poll worker and end-to-end accessibility requirements which require user base testing were included.


Revisions based on public comments, minor changes in general, simplification to the color contrast requirements based on NIST research and some changes based on the EACs September 21, 2010 policy decision in the areas of clarification of scope of audio visual sequential clarification of voter verification accessibility requirements, and addition of input jack requirements for personal assistive technology.


Additional revisions have been requested.  They cover the areas of specifying the minimum size of optical scan, ballot target area, additional clarifications based on new EAC request for interpretations, particularly in the areas of features to support accessible or review of paper records, intrinsic support for all alternative languages, key coil mode applies to ballot, audio ballots, and accessibility requirements applying to EBMs.


And the likewise the test methods for new accessibility requirements will be updated based on those revisions.


DR. GALLAGHER:     Nelson, what’s that EBM?


MR. HASTINGS:     Electronic ballot marker, if I’m not mistaken.


Okay, on to the core functionality.  And again, integrated the RFIs that the EAC has created where applicable, harmonize volume two documentation requirements with the EAC manuals, add operating temperature and humidity requirement from the VVSG 2.0 draft.  I guess it’s category three, K-3 of IEC 67213-3-3.  That’s from the IEEE P-1583 and that was cited in IEEE P-1583.

Also to add in the scope to this revision, to address ballot marking devices and hybrid devices without a major rewrite.


I’m going to have the area expert come up.


MR. FLATER:     What was the question?


MALE SPEAKER:     (Off microphone, unintelligible).


MR. FLATER:     Oh, okay.  These are devices that they have in electronic ballot marker functionality but they may also have a DRE like functionality.  These types of devices exist now where you’ve essentially got -- what we conceptually had, two separate things up until this point that have been welded together into one device.


And so it’s simply a matter of making sure that the requirements are worded in such a way that we know what to do in these cases.


MR. HASTINGS:     That was David Flater.


The software workmanship requirements are based on the 2.0 draft and revised based on previous public comments so the prescriptive language specific style requirements that are in 1.0 have been replaced with the requirement for a published credible coding standard that needs to be used.


Requirements having an obvious defensible impact on software integrity are retained and reinforced in that and the volume two protocol for correcting logic faults was revised.


This revision also clarifies the scope of Commercial Off The Shelf software and other related definitions that impact testing so what is COTS, what is non COTS, what is generated code, what’s not generated code.  Those types of definitions have been clarified in this version.


Reliability and accuracy; accuracy is evaluated based on performance over the course of the entire test complaint, minus exceptions.  Reliability was similar in the first public review using benchmarks derived from an election official’s supplied use case.  David’s presentation of reliability will dive deeper into this particular topic.


A California style volume test or mock election was not included.  And then I guess down here it says this revision, new approach to reliability.  David will talk about that in his presentation, and explicit requirement for software to be 100 percent accurate.


In the areas of security, the electronic records were back ported, primarily summary counts, reports from tabulators, DREs, and election management systems.  Also this included digitally signing those reports.


The VVPAT requirements, very similar to what is in 1.1, just more specific requirements on the information that must be included in the VVPAT to support hand auditing.

The security specification part of 2.0 that talks about threat analysis documentation and that kind of thing, has been back ported as well.  And then integration of again EACs RFIs were applicable.


Most notably there’s one RFI that looks to use the NIST checklist program, has a base line for secure configurations as a mechanism to get those baselines.


Software validation, the objective of this requirement is to verify that only authorized software is present on the system in 1.0.  This includes a requirement that the system provides a means to verify software through a trusted external interface.


We received a lot of comments on these requirements, that they were vague and were difficult to implement so that method through the external interface still exists but an alternative method for validation of the software is being added and then the manufacturers can choose which methodology they would like to use.


So the system authenticates software updates prior to applying them, using digital signatures.  Updates include software installations, modifications and removal, and systems may only implement one mechanism for updating software so there shouldn’t be two different paths in order to update or install software.  There should be one process to do that.


These are based on similar guidelines that have since been developed for desktop, laptop computer firmware, and so it’s riding on work that’s being done in other areas in the IT field.


And like I said, manufacturers can choose either method to be compliant with 1.1.

So the new additional security requirements that have been asked for deal with access control.  In 1.1 it really just talks about documenting access control mechanisms.  The plan is to back port some of the access control requirement that will be a little bit more explicit on access control.  And this is actually expected to require some moderate software updates.

With respect to event logging, 1.1 includes basic logging requirements that are found in VVSG 2.0 in Section 5.4 and the plan is to back port those requirements including efforts to protect the event log and minimal logging requirements, what needs to be logged.


There are some small changes -- maybe they are not small changes because we’re deleting some stuff out of there, but a clarification on the cryptography requirements to say systems must use PHIBS 140-2 validated modules with security strengths of 112 bits, using algorithms with 112 bits of security.

The plan is to remove most of the trusted build requirements that are in 1.0 now because these topics are now covered in the EACs Testing and Certification Manual but it’s also the plan to remove informative sections on independent verification systems, both in Section 7.8 and Appendix C which are all just descriptive materials that don’t provide requirements.  And so to make the VVSG a little bit more clean and compact, that’s been suggested to take those out, those informative sections out.


So questions and discussion?

MR. JENKINS:
Yes, Phil Jenkins.  I have a question regarding VVSG 1.1.  There are a lot of technical requirements in it but it occurred to me that many times it’s the skills of the individuals in the testing labs interpreting those guidelines.  Is there any discussion about skill requirements?


MR. HASTINGS:     Sharon says that she’ll be talking about that in her talk later on.


MR. JENKINS:
All right.  And I think in addition to that we may want to also look at tools, you know, the checking tools.


MR. HASTINGS:     Yeah, we might have actually another presentation on that as well later.


MS. GOLDEN:
Can I ask somebody from NIST to go back for me and clarify -- I vaguely remember and I was looking around too, and you can get to the very first version of 1.1 online but there’s none of the kind of updates.

And if I remember correctly, 2.0 had this rather complex shall I call it classification scheme of voting systems with a whole bunch of acronyms and I remember a flow chart, thinking holy cow.

And part of that was a voter editable, I believe is the terminology, system and that was this big term and I remember asking the question, so are you saying the accessible voting system which had its own nomenclature and ACC -- something or other -- I said so are you saying that the accessible voting system has to be that voter editable thing, I mean are you saying -- and like I said I remember this big scheme with circles and lines and all of this stuff.

And I thought the answer was yes, that the concept is if the accessible voting systems, the ACC dash, whatever the heck they’re calling the acronym for that one, has to be a voter editable voting system or whatever that was.  Is that correct?

MR. HASTINGS:     I’ll first tell you that that class structure that you’re talking about is not one of the pieces that’s been back ported so that’s going to kind of be silent but we can answer that question in the context of 2.0 and I will look to again David Flater, the mastermind behind the class structure on that.


MS. GOLDEN:
Well, it was in the version of 1.1 at least -- now the big upfront chart wasn’t but the terms are still in the appendix and defined in 1.1 because I’m looking at the voter editable ballot device, VEBD, so that’s what I’m trying to get to and I’m not just asking this just because I’m interested in this, it’s because it relates to some of the other issues related to the accessibility standards that I’m trying to fit this all together.


MR. FLATER:
This is David Flater.  This part of our review of issues in the VVSG (unintelligible) we did conclude that the VEBD circle was redundant, that we could reduce the number of classes here and focus on accessible voting system as the critical concept.


Your point is well taken.  If these separate definitions still exist in the 1.1 draft we should collapse those there as well.  I think that much was what we all agreed on.

There was an open question as to whether we could also collapse the structure farther to the extent of saying that there will no DRE devices or editable devices.  They are not accessible voting stations.  I don’t think we ever fully resolved that question.

MS. LASKOWSKI:     They were separated for historical reasons.


MR. FLATER:
Sharon says they were separated for historical reasons in 1.0.  If it’s the case, going forward that we’re going to have universal accessibility, we don’t need to have the definitions in place to allow a non-accessible DRE to exist for example.  This will allow us to simplify even farther.


But I think the important point here for 1.1 certainly is we need to recheck those definitions and the simplifications that we’re making in 2.0 need to be carried back into the 1.1 draft as well.


MS. GOLDEN:
And I will tell you straight up what I’m actually looking for is something that indicates that the accessible voting system has to offer -- it is an editable interface that is visual and auditory.

I mean I’ll come right out and say it because what’s happening is because of the lack of clarity on that one issue, I’ve had the experience of a couple of states who are looking at probably because of maintenance costs and everything else, moving from a ballot marking device with a fairly robust auditory and visual interface to vote by phone which will wipe out large numbers of people with disabilities and accessibility, and it appears to not be clear to folks outside of here I guess that the accessibility standards require both, an auditory and visual interface.


MR. FLATER:
Within the content of the VVSG and unless and until a different direction is agreed upon by this group, we had concluded that it is consistent to simply wrap both the audio and the visual requirements up into the accessible voting system collapse, i.e. you will not do just one or the other, you will have synchronized audio and video.  That is consistent with what was done on a previous draft of VVSG 2.


The question of jurisdictions going a different path, this is a diversion that has occurred outside what has happened on the VVSG and it’s a bigger question.


MS. GOLDEN:
Yeah, my point is the current VVSG nor 1.1 is clear, and you just said our expectation is it has both and it has all those features.  That is not clear period, I’m telling you, not clear.  So we need to make it clear or we’re going to continue to do this dance quite frankly.


MS. LASKOWSKI:     Diane, you are correct.  I do agree that it’s not clear.  This is Sharon Laskowski from NIST.  And one of the policy decisions the EAC made in looking at audio, video, and what that applies to, I think doesn’t necessarily make that clearer and I think when we put 1.1 out for public comment these are the kinds of things that should be commented on.


DR. GALLAGHER:     Any other comments or discussion for Nelson?  Matt.


MR. MASTERSON:     Matt Masterson.  I guess, to take it all the way back, I have the unfair advantage of having worked on 1.1, but the original stated goals of 1.1 were to incorporate those items to 2.0 that were useful and could be taken right away without significant hardware changes and minimal software changes to improve systems now, correct?

MR. HASTINGS:     Yes.


MR. MASTERSON:     Okay, I fear that idle hands and minds because of the lack of a quorum have caused that scope decree and none of the items you described -- taken individually I think are incredibly good, but I worry that the whole of the changes now incorporate such a broad spectrum that in fact systems that might have otherwise been able to be upgraded with 1.1 stuff will not be able to because of the size of the changes.


And I want to be able to bring things like advanced logging to my counties, that is a laudable good thing, but I wonder if the changes haven’t gotten to the point now where I won’t be able to do that because my systems won’t be able to handle it.


MR. HANCOCK:     Brian Hancock, EAC.  Matt, I appreciate your slippery slope.

(LAUGHTER)


We have taken those into account though, believe me.  This is certainly something that has been a concern of ours for quite awhile as you know.


You know, if that potential is out there I expect to get that in the public comment period.  We’ve done everything we can and we don’t feel that they are going to require any extensive hardware or extensive software changes.


You saw it.  There will be some software changes required but nothing I don’t think that would be a game changer or a show stopper.  So that’s our perspective.


COMMISSIONER DAVIDSON:
This is Donetta Davidson.  I have one extra question.  And I think it would take a lot of software changes.  If you meet the requirement of having the software be 100 percent accurate, how in the world can we do that?


MR. FLATER:
This is David Flater.  In discussions with EAC staff it appears to be the case currently that if a critical software defect is found during conformity assessment, being one that can impact the count of the votes so that you get a wrong total, that system can’t be certified like that.


So all we are doing here is adding an explicit requirement in Volume 1 of the VVSG that makes that clear because currently it is not clear in Volume 1 as a proactive requirement that the software is not allowed to count votes.  It’s something that comes up only incidentally in Volume 2.

As you look at the protocol for handling logic defects, if there is a logic defect that results in a miscount you can’t just say oh, well, it’s still under the threshold so we can certify it anyway.  It does have to get corrected under the current policy.

So really it’s not a question of proving that the software is 100 percent perfect, it’s a question of if you’ve proven in testing that it’s not perfect, what do you do then and by having this requirement in Volume 1 it makes it very clear that no, it has to be fixed.


COMMISSIONER DAVIDSON:
You know, I can understand exactly what you had to say David, but in wording it this way it makes it sound like -- you know, if they found something later, who in world is going to be -- I mean I just think that statement is really very broad.  Maybe changing that statement someway or another, I mean that once they find a mistake in testing it has to be corrected obviously.


I agreed totally with you in that area but I just don’t know how you can guarantee that every piece of that software is perfect.


MR. FLATER:
Well, again, there isn’t a requirement for this sort of 100 percent verification to occur and I’m not sure what the exact wording of the requirement is at this point.  I don’t even have the paper with me today but it really is simply a matter of making explicit the product requirement that is implicitly being enforced now by policy.


MR. JONES:
This is Doug Jones.  If I remember the current standard, the accuracy requirements which apply to software were somewhat nonsensical because it said your software could legally lose one vote in ten million or something like that and that’s bizarre because software either counts correctly or it doesn’t and having software that randomly loses one to ten million votes considered acceptable was just a little weird.


So that kind of problematic standard which still survives in the current applicable standard didn’t make any sense and the software should simply not have a probable argument in its correctness.  The software should be correct and I think this change is perfectly compatible with common sense about software.


MALE SPEAKER:     Generally true unless (unintelligible) other conditions, you know.


DR. GALLAGHER:     Could you repeat that?


MALE SPEAKER:
Oh, yeah, I’m sorry.  It seems to be generally true except under certain other conditions where if you had a network outage or power failure, where some of the kind loss might be introduced.  It really wouldn’t at all but --


DR. GALLAGHER:     Could you state your name as well, please?


MALE SPEAKER:     Oh, I’m sorry, this is (Unintelligible)


DR. GALLAGHER:     So right now the discussion is limited to the TGDC members, so if we could continue.

MALE SPEAKER:     Oh, I apologize.


DR. GALLAGHER:     Thank you.  David, any other comments?


MR. FLATER:
I have no further comments on this topic unless there’s another question.


MS. COLLINS:
We’re going to move now to the next topic which is going to look an awful lot like this topic.  So David Flater will be talking about the proposed changes to 1.1 on reliability.  David.


MR. FLATER:
Thank you, Belinda.


Before I launch into this, there is a short piece of jargon that I realized I was using in this presentation that I need to explain.


That jargon is demonstrating conformity.  Now for the functional requirements in the VVSG, typically what you will do is you’re running a series of test cases.

If the system fails, a test case does not behave as expected on that test case, you have demonstrated non-conformity, but if the system behaves as expected on all of those test cases, your confidence in terms of demonstrating conformity only extends as far as the extent to which those test cases were exhaustive.  Typically they are not exhaustive, you have not completely demonstrated conformity.

You’ve done your diligence by running a set of tests that hopefully is representative of what happens in elections but the cases that you did not test, you have not demonstrated the system will operate correctly in those cases.

In the context of reliability, we talk about demonstration of conformity because given a benchmark that is set suitably low, and a test is suitably long, and the statistical model that you’ve assumed as to how failures occur in the system, you can demonstrate conformity to a certain level of statistical confidence based on the evidence that you’ve collected.

Now in the VVSG as it stands, there is a fairly low benchmark being time between failure, and there is a test method that demonstrates conformity to in fact an even lower benchmark to 90 percent confidence.
Now the previous public review draft for VVSG 1.1, this material was revised according to what was done in VVSG 2.0 and in the previous iteration of the TGDC, a new set of reliability benchmarks was derived that was calibrated to what election officials expectations actually were for the systems.

And then the test method was changed from a sort of isolated stand along a reliability test that gave and up or down vote to a test method that looked at all the data collected throughout the test campaign for all the different functional and other sorts of tests that were conducted, and then allowed you to do an evaluation of what had been demonstrated.

Now a demonstration of non-conformity can easily occur.  A system can always fail miserably but for a suitably strict benchmark, and we are talking about stricter benchmarks, conclusive results are never guaranteed and in fact some of the benchmarks were sufficiently strict that for the test campaigns of a length comparable to what we currently see in practice, it’s simply impossible to demonstrate conformity to those benchmarks.

So the plan was that in these cases systems would be certified even though they did not completely demonstrate conformity during the test campaign.

Now the EAC reviewed and responded to this material.  They concluded that to certify a system without demonstrating conformity and reliability was unacceptable.  Also acknowledged that to test long enough, to demonstrate conformity in a manner similar to the previous approach is not doable and would be of limited validity anyway.  This recognizes that reliability cannot be tested into a system, it has to be built in.

So we’re talking about a new approach that has not previously been discussed in the TGDC which is moving to Best Practices for quality assurance, reliability, engineering, and analysis such that reliability will be built into the system and that what volume and stress testing is done by the VSTL is simply a validation of that work and not an attempt to demonstrate reliability in and of itself.

And it’s a validation in the sense that if the system fails miserably when it’s being tested by the VSTL, you’ve certainly shown that the previous work was invalid and if it doesn’t do that then you have some validation that the homework was done properly.

And then as a final note, specific methods of reliability analysis, the EAC has requested that they not be prescribed in the VVSG.

So the impact of these changes on VVSG 1.1 is that the reliability benchmarks will be expressed in terms of the probabilities of critical and non-critical failures and the critical failure is defined as something that would either influence the correctness of the election results or cast a lot of doubt on the correctness of the election results, that you have untenable situation.

Manufacturers will be required to deliver a credible, reliability analysis for their systems.  For example, if using a failure (unintelligible) and affects analysis, however the specific methods for use will be prescribed.

The hypothesis testing approach that in the previous 1.1 draft was applied through liability, accuracy, and (unintelligible) will still be used to accuracy in this (unintelligible) but the protocol will be tweaked so that a demonstration of conformity will be required.

And the incidental changes that go along with this are the maintainability and availability sections will go away because these are essentially going to be overridden by the broader quality assurance departments that are going to be required and we believe that the quality assurance in the configuration management sections are going to be essentially upgraded to what’s in VVSG 2.  That’s still up in the air.

Now the new approach has some limitations.  The first one although it is an acknowledged limitation, it’s actually still a vast improvement on the status flow.  In (unintelligible) reliability analysis, the probability of a software, a logic failure cannot be determined.  At best it can be extrapolated from the observed rate of failure or fault correction using a statistical model.
Even though we can’t determine this probability we’re still in a better situation than we were before because the previous reliability protocol was strictly hardware oriented.  It really wasn’t clear how software reliability fit in with it at all.  At least now we can do some limited discussion of software reliability or consistently apply the methodology that we have.

The other limitation is that we’re now moving from a mechanized up or down test to a situation where conformity assessment will require the expert judgment of a reliability of a engineer and there’s really no way around that at this point.

Discussion or questions on that?

MR. WAGNER:
David Wagner.  Can you explain a little more about what are the implications this would have for the testing that is performed for liability?  Would there be reliability testing?  Would the scale of that be reduced significantly?  How would that work?

MR. FLATER:
This is David Flater again.  At present there is a reliability testing protocol that is combined with a temperature and power variation test that runs either 163 or 169 hours.

And what this protocol did was demonstrate conformity to 90 percent confidence that the mean time between failure was no worse then 45 hours.

So what this will do is that that test which was demonstrating something that was arguably of marginal value is going to be -- I don’t believe that that particular protocol would be executed.  There will however be additional scrutiny applied to what’s called the volume and stress test.  This is vaguely defined in the VVSG and it’s been done in practice by test labs.

The systems are exercised to some level of volume and to the extent that the system exhibits failures during testing, either that test or others, that would refute the reliability case that the manufacturer gives for the system.

They are in that sense a validation of the quality assurance work that must have been done by the manufacturer, that the manufacturer will be required to do and document and deliver to the test lab.

So if the manufacturer makes a credible reliability case and the system performs reliably while at the VSTL, then it would be certifiable.
If either the manufacturer delivers a reliability case that doesn’t pass muster, that the reliability engineer with the VSTL says this is no good, using our expert judgment, or if the observed performance of the system is such that we don’t believe the reliability case that we were given anymore, i.e. an invalidated, it was inconsistent with that, then essentially they can fail on reliability.
So it’s a bit more convoluted from the perspective of what happens to the VSTL on simply, okay, we ran the V reliability test and are they passed or failed.  On the other hand it gets a lot more realistic and a lot more likely to generate meaningful results.

MR. WAGNER:
Dave Wagner, again.  Thanks, that’s very helpful and very clear.

Maybe I can ask two follow-up questions on details.  You mentioned there’s some stress in volume testing that the testing labs will do.  Do you expect the standard to prescribe a minimum and do you know what the minimum is likely to be?

And then the other question I’m curious about is do you expect the reliability case to be public or is that likely to be part of the technical data package and thus probably not likely to be available to the public?

MR. FLATER:
The answer to the first question is no.  The answer to the second question is my current impression is that this is something that would be in the TDP and it would be an EAC decision regarding publication of that information.
In an ideal world the manufacturers might decide to be completely open and say we stand behind the reliability of our systems and publish those on their own but it’s early.  I think that’s an EAC policy decision whether to publish it anyway.

MR. WAGNER:
Okay, Dave Wagner again.  Thanks, that’s helpful.

So my feedback on those would be I think there might be value, might be worth considering prescribing a certain minimum number of ballots to run a test through the system.  I think there might be value to asking the testing labs to run a few ballots through the system and check that they were counted correctly, which is sounds like they are already doing and plan to continue doing.

MR. FLATER:
Actually I did realize one thing, is that a certain amount of volume will be required also to demonstrate conforming to the accuracy requirement so we do have a minimum from that vector which is non-trivial.

MR. WAGNER:
Okay, thank you.  Then that may make that comment moot.

And the other one is given the requirements for expert judgment of conformity to assess the reliability case to help provide back to the process and support public confidence, it might be useful if there was a way to make the reliability cases available to the public but I realize that is of course not a question for NIST, that’s a policy question.  Thank you.

MR. MASTERSON:     I’m wondering if it wouldn’t be helpful for a brief explanation and it may be more appropriate for the EAC to do it, on why this approach was taken as far as changing this and talking about this because I think it’s important as far as the value that was gained out of the current procedures in testing reliability versus what this approach might bring.

So I don’t know if perhaps Brian is the best to address that or whatever but I know it would help with the perspective of this.

MR. HANCOCK:
Thanks, Matt.  Brian Hancock, EAC.

The best would be to sort of reiterate what David said.  I mean the reason we did it is because we thought it was a more realistic test.  It potentially could certainly save time and money at the VSGL level.

Now of course it’s going to require a lot more thought, a lot more work on the manufacturers upfront.  Again, as David said, the concept is to build reliability in to the system, not to try to test for reliability at a later date because if that happens, you know, if you find out the system is not reliable when it’s in for testing, it’s going to have to go back and have a lot of rework and a lot of expense, retesting, and all that from the manufacturer in any case.

And from what we’ve heard, both from NIST and others, the best systems are built with reliability, not tested to have reliability tested in.  So from those perspectives, that’s why the changes were made.

DR. GALLAGHER:     Any other comments, questions?

MS. COLLINS:
We’re at a bit of choice point now.  We can either proceed with the next presentation which is about 15 minutes and then go to lunch and then after lunch have more discussion.

DR. GALLAGHER:     Let’s proceed with the next one.

MS. COLLINS:
So our next speaker will be Mary Brady who will be talking about the VVSG test sweeps.

MS. BRADY:
Good morning.  Thank you, Belinda.  My name is Mary Brady and I’m going to be giving an update on the VVSG 1.1 test sweeps.

Just by way of background, let me remind you all that the status quo currently is that the last of the testing of the VVSG 1.0 is in proprietary custom pulling and review processes.  So in essence the labs are locked although they do go through the (unintelligible) accreditation, they are allowed to determined on their own how to go about testing VVSG 1.0 2005.

In 2007, NIST developed a set of public test sweeps for VVSG 2.0 to be used as part of the EAC testing certification program.

And in 2009, to support VVSG 1.1, the test methods for new and changed material was back ported from 2.0 test sweeps and the status quo prevails for everything else.  So in essence those portions of 1.1 that existed in the 2.0 test sweeps were back ported to be useful in testing VVSG 1.1 and the status quo (unintelligible).
Over the last couple of years these test sweeps have been rigorously traced to VVSG requirements.  They’ve been reviewed by independent parties include the EAC, the VSGL (unintelligible) experts and the public.

(Unintelligible) validation has been ongoing, operating temperature and humidity was complete as of the last TGDC meeting.  The usability and accessibility is ongoing.  Sharon Laskowski will talk more about that in a later presentation.
The core functionality and security are currently under consideration.  Since the last TGDC meeting we have pursued obtaining in-house voting systems to aid in the evaluation of NIST test sweeps and that process is still ongoing.  We’re making progress.  The systems are not quite in-house yet but we are making progress.

More recently we’ve taken on a number of efforts to engage the VSGL laboratories in the indemnities tests validated and graded into their processes.
First Dave Flater and I met with each accredited VSGL to discuss possible integration of the core functionality test so this was the set of 90 plus tests that goes about testing voting variations.  These things were very positive.

There were some outcomes from the (unintelligible) confusion as to what the tests (unintelligible) and what the (unintelligible) were not and that we were able to overcome.

Recent activities and, you know, at the same time recent activities regarding changes to VVSG 1.1 will of course require changes to the NIST involved test sweeps and the delayed status of the VVSG 2.0 warrants additional focus on improving the testing for VVSG 1.1 including existing methods for VVSG 1.0.

So that’s a lot of terminology there but essentially we have methods that came out of the NIST test sweeps for VVSG 1.1.  There are no test methods, agreed upon test methods for VVSG 1.0.  So we have an opportunity here given the delayed status of VVSG 2.0 to really focus on improving what’s available for testing on the emerging VVSG 1.1.

So following our initial meetings with each lab individually, NIST and the EAC met with both accredited (unintelligible) to discuss ways to improve testing for the evolving VVSG 1.1 and (unintelligible) tests into the certification process.

Again, a very a positive meeting.  Both of the testing laboratories were present although we did have a little bit of a problem with travel and one of the testing laboratory’s could only attend the second day as they got stuck in transit essentially.

Some of the preliminary findings; as I mentioned already to insure consistency across testing laboratories it’s important that we have test methods that are developed for all of the VVSG 1.1, not just some portions of it.

The face-to-face meetings revealed differences in interpretation of the term readiness test so in essence the labs read -- you know, what we tried to provide to the labs was some introductory material that was delivered as part of the test sweep that essentially said for each test you will go through these series of steps.

One of the first steps, or, you know, in the first few steps, one of the steps was that you should conduct a readiness test.  So the labs read this as an acceptance test which is defined by the vendor.  In the worst case scenario one of the acceptance tests that was defined by a vendor takes about eight hours to conduct.

So if you’re looking at 90 plus tests as there are in the cord functionality test within a vote test, to have this eight hour intermediate process in between each task really provided a cumbersome environment and increases the costs of testing. 

Well, I’ve looked and I said there’s no way that this can be done, that this is going to be a large increase for the cost of testing and where’s the bang for the buck.
What was intended as a help, was that it was a simple help check, essentially turn the system on, make sure it’s working before you proceed with the test.

So this was a breakthrough believe it or not and a very simple, very (unintelligible) communication.  It’s all in semantics and after that was discussed, and both of the laboratories oh, well, these tests are not cumbersome after all.  We believe we can make some progress here and we believe there’s value in these tests.

In addition, some of the NIST tests required new election definitions which are problematic for the labs and essentially what happens here is the laboratories when they test, they have one set of folks who define the test selections or define the definitions.  After the definitions are defined they move it over, run the tests, and then move it over and do analysis.

So if you have integrated tests where you have an election definition you perform some operations.  You have to go back and define some new elections, perform some operations, and go through the cycle.  It really interferes with their work flow.

It’s not really problematic here.  We can change the tests to incorporate their work flow designs and that’s not much of an issue.  It’s really kind of a small issue.

Further on the labs define test data separately from the test cases and this defines them together.  We do this because we want the expected results to match the test data.

It’s not a problem to separate them but you do run the risk that those who are defining the test data may not define it the same way every time so you have to insure that there are good processes in place in some of the labs to insure that the test data is hopefully going to match the expected results or that the actual results for running this test will match the expected results.

Some additional findings, some of the NIST tests need to be reworked to take into account practical test methods and this is kind of an interesting case.  What was presented or cited as an example were the temperature and humidity tests.  Those of you who were here at the last TGDC meeting, you remember that I presented for temperature and humidity, you’re going from a range in temperature and a range in humidity.

From a testing perspective the way that you would do this is you would test endpoint (unintelligible) combinations of the endpoints.  It makes perfect sense, right?

Well, if you’re inside a test lab and you go to do that, your testing inside of a temperature and humidity controlled chamber so if you’re testing at a very low temperature and a very high humidity, you’ve got the tester who’s inside in this (unintelligible) and inside the test chamber shaking -- trying to put ballots through the actually voting system, and depending on how high the humidity is or how low the temperature is it might even be snowing inside the chamber so it caused a fair amount of discussion, but this is good discussion.

You know, at the table we had the AC, we had folks from NIST who were very much a part of writing some of the VVSG requirements.  We had folks who were doing tests and folks from NIST who had written some of the NIST test sweeps.  And in addition to that we had a representative from (unintelligible).
So this is the perfect combination of folks and this is really what you want to achieve on the testing, a problem is brought up.  You say, is it a problem with this fact, is it a problem with the test, is it a problem with the implementations.

So if you can get that kind of community started and that kind of environment started you have a very nice cycle where you can very quickly come to decision points on does this fact need to be changed, does it need to be revisited and changed.

In fact one of the labs, our Wyley Lab indicated that a preferred method of doing this would be more of gradient based testing starting from low temperature, low humidity, and working your way up to high temperature, high humidity because they are the realistic conditions that you are trying to represent and test.  So that’s very positive that these kinds of discussions occur.

It happened on a number of tests, some of them Sharon will talk about later with respect to usability and accessibility, and I think it was very positive meeting all in all.

The additional findings, there was much discussion on the cost of source code analysis and it represents a large percentage of the cost of testing yet the tools remain difficult to use. 

If in fact we come up with a way to use some of the source code analysis tools we could really begin to address a large part of the cost of testing.  So there was a fair amount of discussion that we had.

Mike Kass will be presenting some work on the source code analysis tools in a later presentation.  He was able to bring some prototype work that he had done, load it directly on one of the laptops and could begin to run it against some of the Levin system source code they had in-house and I think this is an area that everybody is very excited about, that I think we can really make some progress here.

A third point that was brought up was the reference ballots, including guidance how ballots should be marked, pre-marked, hand marked, election definitions, voting patterns to use, and complexity of (unintelligible) ballot size would be very useful.  So this is an area that we will look into.

And a final area that was brought up, you know, the point was made over and over again that the voting system laboratories, the test laboratories, are required to test voting system.  The VVSG is a portion of what they have to test, (unintelligible) essentially have to test to what the manufacturers claim that they can support.

So the labs indicated that it would be very helpful to identify priorities outside the VVSG 1.1 and to begin to work beyond that path where we have common test methods for all those areas as well.

So the action plan coming out of the meeting was that we’ll have monthly meetings among the EAC, NIST, and VSGL with biannual face-to-face meetings and essentially at these meetings that we will focus on developing a common set of test methods.

Some of the testing laboratories believe that (unintelligible) will test themselves or that the actual test themselves are really somewhat secretive to the way that they do business and they really don’t want to go all the way down to the test problem themselves but we did reach agreement that it was important to come to consensus on what the test method should be at the highest level and then we can work from there.
There are good places to start.  Although there are no 1.0 test methods, there are places to start.  We have for the VVSG 1.0, the EAC has a test matrix where they pull out the shall requirements from the specification so that’s a good place to start.

On top of that we have the NIST test sweeps that have the delta between 1.0 and 1.1.  We have the test methods there.  And we have the existing VSGL definitions which they seem willing to share.  So I think we have a good starting place and I think that we have the right people in the room to make great progress there.

The other point of agreement was that the VSGLs will validate the NIST test sweeps and work on integrating them into the certification process.

Our goal here is not to throw the test sweeps over the fence and say good luck but to work with them hand in hand to try to insure that there’s no misunderstanding what the test sweeps are and if there are changes that need to be made then we will be right there at the table to make those changes.

We will also expand the effort on source code analysis tools and work with the VSGL to develop tools for VVSG 1.1.  Mike will talk more about this in a future presentation.  And we will begin to explore creating a set of reference ballots to be used by all the labs.

Questions?

MS. GOLDEN:
Diane Golden.  I’m afraid I have a question.  I think the word you were looking for there was proprietary.

MS. BRADY:
Yes, that’s exactly it.

MS. GOLDEN:
And when I figured that out, I don’t know, maybe this is because my perception is obviously pretty skewed over to the accessibility side of things, I can’t fathom what would be proprietary about a testing protocol particularly for something that should be this transparent as certifying a piece of voting equipment.

I’m having a little trouble.  Now maybe you folks that work in areas outside of accessibility, maybe there is some rationale to that but I have to confess I’m having a lot of angst about the concept that anything they do would be proprietary and not transparent and open.

MR. HANCOCK:
This is Brian Hancock.  I can tell you what we’ve heard from that in that the two current VSGLs have spent quite a bit of time and resources of their own, a lot, and their thought is if they set it out there, they are essentially setting up a test program for another lab to use, come into the program, to get accredited by NVLAP on the work and the money that they’ve put forth.  That’s their argument.
MS. GOLDEN:
Diane Golden again.  I guess I can sort of understand that a little bit but again, and perhaps I’m just looking at this fairly narrowly because my interaction with them has been on the accessibility issues and they need a lot of external help in that area.

I’m just saying this very directly and it scares the bee-gebers out of me that they would think that something they’ve done is proprietary and shouldn’t be open to external review.  I’m just a little nervous about that.  Again, maybe another area there is not the level of concern that I have.

MS. BRADY:
Diane, I think there is a level of concern probably across all of the areas that, you know, what we strive for is an open transparent process and to get them to come to the table and agree on the test methods I believe is a first step.

They did actually express a concern on their behalf that they needed help when it came to accessibility and one of the outcomes was that we would -- actually in my slides -- there is some of it in Sharon’s slides, and some of it is just to capitalize on existing processes as we go through these monthly meetings, and as we go through the review of the various test methods, that we bring in appropriate experts to help define what some of those test methods would be.

And I think what Brian and I had in mind, and don’t let me put words in your mouth Brian, but that some of the expertise would come from folks right here on the TGDC as well as any other folks that we could bring into the process.
And I think when Sharon and I discussed it what we felt was there were existing working groups in progress that we should be able to tap into and bring them into the process, bring them into the monthly meetings, either directly at the monthly meetings or at least review the material because I think they generally are looking for input.

DR. GALLAGHER:     All right, let me ask a question.  So from the perspective of a testing lab, it kind of touches on the same point Diane had, what’s the advantage they see in adopting a NIST developed test sweep?

I mean to one hand you could argue it’s taking away a market advantage they may have where they’ve developed something that -- on the other hand it could be that the manufacturers see it at an advantage where you’re using a validated test protocol.
So you characterized the meetings as quite positive and I would just be curious, what appeared to be the main advantage that they see from the test lab perspective?

MS. BRADY:
Yes, I think from the test lab perspective they’d like to have consistency among the laboratories.  They don’t want to see a vendor coming to them for testing, finding that it’s very difficult pulling and going to another laboratory and getting tested there.

I think they believe that consistency among the laboratories is critical to their business processes.

DR. GALLAGHER:     Any other comments or questions?

Belinda, any advice for us as we go off to lunch?

MS. COLLINS:
Yes, the advice is that we’re now a little bit past our schedule agenda time for lunch.  Pat, are you okay with an hour for lunch?  Yes.

But when we come back from lunch then we’ll entertain questions from the TGDC on the timeline for the HAVA related activities, VVSG 1.1 and 2.0.

And in terms of lunch, if you want to tee up issues over lunch that would be great.  And lunch is in the cafeteria.  You go through the line and then we’re sitting at the very back part of the cafeteria where we did the last time.  So please be back in here about 12:40 p.m.  Thank you.

(Lunch Break)

DR. GALLAGHER:     I would like to call our meeting back into session after lunch and with that let me turn it back over to Belinda to kick us back off.

MS. COLLINS:
Okay, well, this slot is reserved for discussion of VVSG 1.1 and 2.0 so really it’s your chance to respond to what we presented before lunch.  If you have any thoughts or ideas please bring them forward, otherwise we’ll move on to the next part of the agenda.

DR. GALLAGHER:     So you guys resolved it all over lunch I see.  That’s apparently what happened.

(LAUGHTER)


What I think we can do is if there is no burning discussion that needs to continue, we do have a series of talks on the research for HAVA.  That may actually reignite some, and then we can use that discussion period still a little bit later this afternoon.


So if there are no comments, questions, further discussion from the Committee we can proceed to the next set of presentations.


MS. COLLINS:
Yes, and I wanted to preface this by reminding everybody that one of the things that HAVA directs NIST to do is to conduct research in support of the TGDC and the guidelines.


And having said that, let me turn the podium over to Sharon Laskowski who is the Manager of the NIST Visualization Usability Group in the Information Access Division in the Information Technology Laboratory.


MS. LASKOWSKI:     Thank you.

So I’m going to be talking about some research we’ve been doing looking at the usability and accessibility test methods and how one validates such test methods, and these are just preliminary findings as we still have some data analysis to do.

Okay, the first two slides are introductory kind of material just to provide a little context for what I’m talking about.


So I want to talk a little bit about face validity first, so does a test method test the requirement and does the requirement improve usability and accessibility or does it appear to, that’s my face validity.


And with respect to our usability and accessibility requirements and test, they’re really based on at least 30 years of Best Practice and human factors research and design applied to user interfaces and similar domains.


And we’ve also had comments by the public test labs and (unintelligible) on both the requirements and the test methods.  So I think it’s reasonable to say that we have good face validity.


All right, but the goal of this research is to do a procedural validation of the tests.  So just by way of introduction we will (unintelligible) test have reliability.  That is they are correct and they are reproducible.  In other words, does the test produce true pass/fail determinations for any given system independent of testers and test labs?

And that’s a rather broad question so let me narrow it down.  For procedural validity we’re really asking the question are the test procedures clear, complete, easy to execute, and are there special tester qualifications required because we really want independence of the testers and test labs.  You want to have similar teams.  So that’s what we’ve been investigating.


So we let a contract and we put together a validation team with the Design and Usability Center at the Bentley University in Massachusetts.  And our testers were students enrolled in Masters of Science degree in the Human Factors Program in the Design and Usability Center.


And they actually had quite an extensive deep range of experience in usability testing, user interface and web design, and media.  I was actually impressed with their résumés because they come to this program with some prior experience.


And their advisor was Bill Albert, a prominent Human Factors researcher that looks at quantitative usability matrix, and a senior usability consultant working with the testers who has also done some testing of voting systems.


The scope for our validation process was to look at initially the design requirements only and also we did not have any summative usability test reports that would be with the technical data package because we didn’t have an actual system submitted for tests.

We have some systems that we use to do the tests but you wouldn’t have that kind of background that a manufacturer would have produced for actual testing and we didn’t test with alternative languages.  So that’s our scope.

There are some future phases that we will be looking at.  With the same team we’re going to be looking at accessibility throughout the voting system usability tests that’s in the VVSG 1.1 and then we’ll later with other teams look at the poll worker usability test, performance benchmark of validation in terms of can it be reproduced by another team, and any additional 1.1 requirements as we finalize 1.1.

So our protocol was the following; we have two voting systems, an accessible DRE and an optical scanner and for round one we had four individual testers go through the test methods and then team pairs executing those tests and recorded their pass/fail decisions of confidence in the decisions and any problems that arose.

Round two we actually just completed.  We had one team and we had detailed recording of the test execution, the measurements they took, the observations, and they’re pass/fail decisions.  And so we’re in the process of doing some analysis on the test methods and feedback and I’ll go through some details in a moment.

Now sort of longer term as we do that analysis then we’d like to do more meta analysis of the validation process so we can then repeat it for some of these other test validations we want to do.

And one thing that we’re not doing currently is comparison of pass/fail decisions against expected outcomes because then you’ve got to have sort of the ground truth of whether a system should pass or fail each of those and so I think we’ll just have to do some little deeper analysis to see if we agree with those pass/fail decisions, do they sound right, but that’s as I said, meta analysis.

And our preliminary findings show that in general the testers understood the intention of the requirements and the human factors focus.
Where they needed a clearer understanding was both of what do we mean by validation and what do we mean by certification because this is not something normally that people in usability engineering do.  They’re doing kind of formative ongoing testing to inform design, not to do a pass/fail of a system.

And this additional layer of okay, we’re validating so give us some feedback.  So they’ve got to be able to execute tests that have pass/fail decisions and then they are looking being introspective and looking evaluation of that test method.

And some of the associated findings were that sometimes partial interpretation of some test was useful.  Even though we weren’t looking at alternative languages we could check whether there was a logging of alternative languages just with the English so we could do some partial interpretation of tests.


And after that first round of testing when we saw some of this process and the validation with the human factors testers where we got some feedback at the first round, we enhanced the test method documentation and added detailed collection forms for each of the systems in support of round two.

So as we found, the testers had detailed knowledge and experience in usability, and accessibility, and evaluation of user interface as a Best Practice and really had few questions concerning the requirements and how to evaluate.


What we did find was that they really needed more training and knowledge of voting systems and certification that I think would have given us more detailed results from round one.


The validation execution of test methods depended heavily on contextual knowledge of voting systems, many system acronyms as you know, Diane talked about some of those acronyms earlier in the morning, and multiple documents the VVSG, the test methods documents glossaries, et cetera.


So what does that say about what kind of skill sets we need?  Well, I think sort of in general it’s clear that a team looking at the usability and accessibility requirements need someone say from the VSTL with voting system expertise to kind of help them through the process.

In other words, you’re not going to just contract out a human factors team independent of the VSTL that got to work with the VSTL and make use of the deep knowledge of voting systems that the VSTLs have.


And also we did find that some requirements have test methods that require skills and knowledge that’s not typical of human factors professionals like using a (unintelligible), protomater, or measuring contrast ratios and saturations screen flickers at sound levels.


And so we asked the question, might some of these tests be assigned to in-house VSTL testers and just use the human factors people for things that require that expertise.


And so I think that if we go back through we’re going to be looking at some of that, who does what in terms of the testing.  And some of them are not obvious so one might say that the measurement for wheelchair reach ability is just measurements so do you need human factors expertise, but it’s not obvious because you really have to understand how a person moves in a wheelchair to really I think understand whether those requirements are met or not as you measure.

Phil, you had a question about qualifications and the like so let me stop at this point before I go on to further things and see if this answers your question in part or did you want to ask questions about qualifications?


MR. JENKINS:
It helps to understand the data you’ve researched.  I would suggest that we need to look at some other criteria perhaps such as assisted technology developer vender engineers, not just human factors, some other skills.


MS. LASKOWSKI:     Yes.  No, I agree with that and we actually, and you may have seen it, we do have a draft document, a qualification document, and so we’re going to go back and listen to it but we do have some of that.

Another finding that’s not on these slides was also that for accreditation sometimes in other domains a test of sorts is given around the table, a written test.

And from our experience here we actually are thinking about how one might develop some sort of questionnaire to see if the team does have sufficient knowledge of the requirements before to accredit them to do these tests and I think some of that could be used to address what you’re saying because education alone doesn’t necessarily mean that you can do this.


MR. JENKINS:
There are some benchmarks out there that measure your accessibility awareness of standards, the concepts and things.  Brain Bench is one of them.


MS. LASKOWSKI:     Yes, exactly.  Okay, we’ll talk later about that.  I’ll get that information.  That would be great.


MR. JENKINS:
But it’s not specific to voting systems so I think it would be useful maybe to come up with our own set of questions.


MS. LASKOWSKI:     I agree.  We’re heading down that path.


FEMALE SPEAKER:
Matt’s got a question.


MR. MASTERSON:     Thanks, Matt Masterson.


One of the questions I have I guess is, is there a scenario or do you foresee an ability of a test lab to train its own employees to reach those levels or do you think that is not possible, that they’re going to need to go to outside experts to achieve that level of testing?


MS. LASKOWSKI:     Here’s the dilemma.  I think certainly it’s possible to get some people with appropriate education and training however I don’t think it’s really cost effective because there are no other certification programs to test usability and accessibility in other domains.


So given that there aren’t that many voting systems to test to go to that amount of training and education one would need and have them on board, what else would they be doing in between, in down times.  So I don’t think it’s cost effective for the labs to do that in my opinion.


MS. GOLDEN:
Diane Golden.  I don’t know if you want my humble opinion but my thought is if the standards were written in a completely unambiguous way and actually relied on metrics that were pretty quantifiable you might be able to train in-house people.

The problem is when you go through the accessibility requirements, some of them are very straightforward, you know, requiring X amount of DB of gain in something is a pretty straightforward measurement and it’s a sound level meter, you’re looking for, you know, the starting sound level decibel output in -- those are pretty measurable and you could certainly train someone.


The ones that say usable by somebody without use of their hands, no.  Theirs is no amount -- if you don’t work with and understand people with disabilities and the full range of motor limitations, you’re going to mess that up.  You’re not going to understand it and what seems perfectly logical to you is going to strike somebody who -- you know, it’s just too subjective and I don’t know how you dump that kind of perspective.  You just can’t train that into somebody I don’t think.


So if the standards could be moved to something, you know, really clear, and unambiguous and metrically measurable it would be far easier but I’m afraid that that’s a real challenge to do.


MS. LASKOWSKI:     And if I might add, it’s not the accessibility standards but it also the usability standards, things like plain language.  You need to have some experience as well as training.


MR. JENKINS:
Phil Jenkins.  I have a question.  Is there any way to have a feedback loop system that says when a system gets certified and we have an issue in the field, to go back and find out which test protocol should have caught that and didn’t perhaps or which standard should have been reworded to make it clear?  Is there any analysis on that?

MS. LASKOWSKI:     I’ll ask Brian.


MR. HANCOCK:
Sure.  Phil, Brian Hancock, EAC.  Yeah, I mean we receive not only antidotal information from election officials about the use of voting systems, but we have a quality monitoring program where we actively seek information both from manufacturers that that’s a requirement, and from election officials on a voluntary basis of the EAC certified system.

And we’ve done that before with current systems, sort of there’s an issue, we’re sort of seeing where there’s a problem with potentially the VSS or VVSG and in lieu of changing the standards, you know, we do requests for interpretation to clarify those things.  So yeah, that’s the feedback mechanism.

MR. JENKINS:
What about the feedback to the test protocol and methods?  Any changes there?

MR. HANCOCK:
Well, if we see something that looks like it’s a problem that came from testing then we will work directly with the test labs and when these things are in place we would also bring NIST into the feedback loop.
MALE SPEAKER:     Brain, while you’re up there.  Sorry, this is awesome.  I get that.  We just have you stand up there, the total change.

(LAUGHTER)


MR. HANCOCK:
You know about payback, right?


MALE SPEAKER:     Yeah, right.

(LAUGHTER)


I guess my question is the labs as I know have long recognized their need to get better at this kind of testing.  At the same time I guess my fear is the cost of this kind of testing, in some cases I think we’re talking about PhD level type of testers.  Is that correct?

I mean that’s not cheap and we’re already worried about the cost of testing but at the same time this testing should be thorough and good and I know that’s the constant struggle with the EAC program so I didn’t know if the labs had feedback on that as well.


MR. HANCOCK:
They certainly are aware of the issue.  When we were down there with Mary this kind of came up.  We didn’t get into it in a lot of detail but they certainly realize that they don’t have some of this expertise

in-house right now and that something will have to be done.  What that something is I don’t think they’ve thought of at this time but they recognize the weakness anyway.


MS. LASKOWSKI:     I’m getting a little short on time but I only have three more slides.


So we have a list of kind of specific test issues based on round one and also we’ve been talking to the VSTL so we’ve gotten a lot of good feedback about some tests that need more specificity like for privacy testing and we put some distances in for example.  So we will keep that in mind as we revise our test methods.


We also think work flow is important because you’d like to optimize the process because that keeps the costs down so our tests are designed to test multiple requirements simultaneously.

You want to conduct functional design tests before usability tests with test participants because those are more expensive and if the design is off or functionally it’s wrong there’s no point in testing further until that gets fixed.

And the VSTL pointed out that if you need a new election definition for some tests that also is costly and so we need to make sure we coordinate with the other sets of tests being done to try to minimize that where possible.

So an example is if you’re looking at over voting and under voting morning tests and whether you can set whether under vote warning is on or not, that gets set up evidently with the election definitions so you need multiple definitions.  So we’re considering that and that was good feedback from the VSTLs.

And our next steps are to as I pointed out, analyze further the results from round two validation and we’d like to do more about saying do these pass/fail systems sound correct, look at them very carefully.

And of course revise the test methods based on our findings and I already spoke about revising the qualifications draft document from what we’ve learned, and then we need to continue validation of the remaining test methods and any additional tests related to the changes in 1.1 or 2.0.

Any further questions?

MR. JENKINS:
Phil Jenkins.  I had a question.  Do the VSTLs have any feedback on human factors, call (unintelligible) people versus like 508 compliance testers?

When I’ve talked to a few of them the manufacturers anyway seem to be familiar with 508 testing and some of the government agencies have test labs that certify, that’s probably not the right word, validate that it’s 508 compliant.  I just wondered if that came up at all.
MS. LASKOWSKI:     Well, because we were looking at just our test methods, not at the design process, obviously to do a good process, the manufacturers need to be aware of some of this and need to be -- and I believe from my discussions, you know, at least some, I can’t verify for all, are getting more qualified individuals who are designers and people familiar with usability and accessibility.  It’s a slow evolution.

MR. JENKINS:
It’s more of maybe an idea might be to go some of these government agencies like Department of Ed, Social Security Administration.  They have test labs to test compliance --

MS. LASKOWSKI:     Yes, I’m familiar with those.

MR. JENKINS:
You know, what do they do and how could we learn from that for the test labs that do the voting systems.

MS. LASKOWSKI:      Well, certainly we’re familiar with that and certainly some of our accessibility requirements were formed by 508.

MR. JENKINS:
Oh, yeah.  I’m specific about the testing process, their testing process.

MS. LASKOWSKI:     I haven’t talked to them in awhile so certainly it’s worth taking a second look.

MS. GOLDEN:
Diane Golden.  I have to follow-up on something that was a couple slides back where it talked about how to simulate 20/70 vision.  Help me understand that.  Why do you need to simulate 20/70 vision.

MR. LASKOWSKI:     There is a requirement I think that we’re going to reword that said it has to be readable by someone with vision no worst than 20/70 so that was pointed out and okay, how do you do that exactly and so we said, oh, okay, let’s step back and really think about what we mean by this.

MS. GOLDEN:
So that must have been in one of your testing protocols, correct?

MS. LASKOWSKI:     Yes, it is.

MS. GOLDEN:
Because it’s not in the VVSG.

MS. LASKOWSKI:     Yes.
MS. GOLDEN:
Okay, yeah, well that’s a problem.

MS. LASKOWSKI:     That’s why you do a validation, talk to the VSTL to dig those things out.  It’s a lot of test factors --

MS. GOLDEN:
Two different things.  It makes me very, very nervous when anybody talks about simulating disability because you just don’t.  I mean trying to have non-disabled people simulate disabilities is just a back idea from the get go but on top of that the --

MS. LASKOWSKI:     I agree.  It’s a poorly formed requirement and it was from way back in some really old test method so we said oh, yeah, that’s not a good test method.

MS. GOLDEN:
Yeah, and 20/70 is meaningless.  That’s not what -- you know, there’s so many things that can impact --

MS. LASKOWSKI:     You’d like to say, is it big enough, you know, we have some of that.
MS. GOLDEN:
All it is, is size, contrast, I mean you have to vary those things and quantify those.  You cannot go back to (unintelligible) things so to speak because that just doesn’t work.

MS. LASKOWSKI:     Yeah, and this means the validation served the purpose because we’re finding a few little artifacts like that that just aren’t quite right.

Thank you.

MS. COLLINS:
Thank you very much, Sharon.

Our next presentation is by Mike Kass who is going to be talking about Software Assurance in voting.  This is actually something that we’ve not previously brought to the TGDC.
Commissioner Davidson thought that this would be particularly interesting to you. and Mike just got back from a trip to Nags Head where he presented to some state officials so with all the wind up Mike, the floor is yours.
MR. KASS:     Hello, my name is Mike Kass.  I work here at NIST as a Computer Scientist in the Software and Systems Division of the Information Technology Laboratory.

Today I’m going to talk about a fairly new project that we’ve begun.  We’ve entitled it Voting System Software Assurance and it’s based on work done through a project called SAMATE and I’ll talk more about that.

Works with automated source code conformance verification tools, essentially source code, automated source code analysis tools, and how we may apply our work and efforts in the SAMATE project to benefit the voting work as well.

So I’ll begin with a definition which is quite commonly used defining software assurance.  Generally it’s the level of confidence or the grounds for confidence that software is free from vulnerabilities, either intentionally, designed into the software, or accidentally inserted at anytime during the development lifecycle of the system, and the level of confidence that the software functions in its intended manner.

Software assurance in terms of voting and voting systems can be viewed from the perspective that if one purchases or uses a voting system that’s been EAC certified that they can be assured with respect to its performance in terms of usability, and security, and dependability, and the other ilities for IT systems.
That assurance is based upon really some testing that goes into a report that is ultimately submitted to the EAC called the VSTL Certification Test Report.

The VSTL Certification Test Report, the grounds for creating it are based upon the individual testing and analysis that takes place within the voting system test lab itself in areas of functionality, hardware/software, analysis of quality assurance, configuration management, and code review.
The grounds for confidence in the evidence that’s required to make the case for good code review of course requires the source code itself from the voting system which is furnished from the technical data packet supplied by the voting system manufacturer.

So basically the level of confidence and only the grounds for confidence can be a very long trail that ultimately goes back to the manufacturer.

So we’re talking about source code in particular here.  This is one aspect, one facet of assurance for voting systems and that’s what I’m going to be talking about today.

Source code analysis can be basically done actually three ways.  One way, purely human, secondly in some cases in a purely automated fashion, and third a combination of human analysis combined and informed by automated tooling.
The purpose for static source code analysis can actually vary.  Actually the function of source code analysis tools can vary.

We have basically three classes of tools.  You have what we’ll call your lighter weight tools that really look at the style of the source code development, how it flows, how understandable it is.  They call those style checking tools.

Then the next level of complexity is bug checking tools which go deeper and really aren’t interested in the style aspects of your code but are in fact interested in looking at particular code constructs that may or may not lead to let’s say unexpected behavior in your code.

The third class of tool, more sophisticated, does a deeper analysis of your source code.  They are called security analysis tools and those types of tools will also look at bugs and weaknesses but they’ll go a little deeper and look and see if those bugs and weaknesses could possibly be exploited either maliciously or unintentionally in your code.
So the availability of these tools and there’s actually a lot of tools out there.  There’s roughly a 2 to 1 ratio of commercially available tools versus what we call freer open source tools.  Last count I counted over 60 commercial tools in this space and about half that, 30 or so open source tools available.

These tools are generally used in two places in the software development style lifecycle.  Ideally they should be used right at the get go, right on the desktop of the manufacturer of the developer themselves.

Automated tools can very quickly cover a large range of known weaknesses in code and report to the developer in real time what’s -- as they’re coding, as they’re typing if in fact they’re introducing bugs, weaknesses, or maybe even simple stylistic problems within their code.

These tools are also used by labs of course to assess the software against, again stylistic issues, finding bugs, or finding vulnerabilities in your code.

The advantage of course of utilizing these tools earlier in the development of lifecycle of course is the cost aspect.

The study published recently from Sigidal Security firm indicated that bugs and vulnerabilities identified of course on the desktop of the developer reduces the cost of mitigation by a factor of ten than if that bug isn’t caught and it ends up out in the final product, out on somebody’s desktop.

So there’s a strong case to be made for using these tools early in the development of lifecycle process and we’ll talk a little bit more of that as to its relevance to the manufacturers of voting systems.

So why I’m here and why I’m involved in this project is it was brought to our attention actually through our division and people working within the voting project and ultimately from the EAC itself that there was knowledge of course that voting system test labs are not necessarily leveraging automated tools to verify their source code against VVSG software designing coding standards, Section 5.2 of Volume 1 of the VVSG 2005.  That is all being done in some cases by human analysis alone.
Of course human analysis is very effective and in some small scenarios can actually be more effective then using automated tools, particularly tools that may spit out hundreds or thousands of warnings about your code that may not even be important to you.

That said the advantage of the scalability of these tools to literally examine the entire code base of your application in a very short period of time can make them very valuable and of course being able to tune those tools specifically to test the weaknesses and vulnerabilities that are really pertinent to your application, you can tune out a lot of the noise that these tools generate and focus on the problems that you really care about.

But perhaps even more important in the case of testing labs is that it offers repeatability.  Automation of source code analysis offers repeatability in that the results will be the same every time it’s run.  No matter theoretically who runs the tool, the results will be the same.

And the same cannot necessarily be said for two human analysts in the same laboratory who look at the same piece of code and in fact when the pieces of code grow in size, and when they reach in the hundreds of thousands of lines of source code you’re almost guaranteed that the results from two analysts on the same code are not going to be the same.

You can take that a step further and say comparison of results of code analysis among labs, right, if for example one laboratory for one reason or another doesn’t finish an assessment but has done some work, let’s say they’ve done source code analysis work and completed it and then they turn it over to another lab.

Will the second lab find the same problems in that code that the first lab did or might they find something different.  If they’re both using the same definitions and weaknesses and using the same automated tools with the known definitions against the types of coding constructs and violations, then you should have a match certainly in terms to a great degree in the results between labs.  And of course accuracy and errors of omission as well are improved when you use automated tools.

And of course then there’s the time and cost ultimately and that’s really kind of what it comes down to.  Voting system manufacturers are paying a pretty penny to push their systems through VSTL right now and it’s been estimated and actually one of the lab folks told us that source fund analysis makes up 30 percent of the time that that system spends in their lab, is devoted specifically just to source code analysis.

So reducing that time through automation, for example while we were down there at Wyley Lab we had a laptop that they set up with us and we ran out beta tool against their code base for a system in-house and we went through 400,000 plus lines of code in two and a half minutes so that’s a very quick way to perhaps triage your potential weaknesses and vulnerabilities in your source code in a very quick way and let the lab focus on perhaps more important issues in the code.

So I’m a member of the SAMATE.  It’s a Software Assurance Metrics and Tool Evaluation team and I’ll talk about that project and what it’s all about and its history in a few slides.

I was brought into this and into the voting team because of my work and expertise in this area, working through the SAMATE project.

And after discussing what we could possibly do knowing that labs are not using automated tools, we suggested well, what about us customizing open source tools that are out there now to verify these source code requirements that exist in voting system software.

What if we can give these tools, these customized tools to the labs and even to the manufacturers to use to satisfy what is obviously a major portion of the expense of pushing voting systems through lab assessments.
And so in addition to customizing these tools we can also verify the tools themselves before we send them out the door in terms of their effectiveness by performing tests on those tools against sample code with known non-conformance to VVSG requirements.

So what I’m going to talk about very briefly is the work on the SAMATE project which I’ve been working on for over six years now.  I’ll talk about that very briefly as my background into this project.  I’ll discuss our work that’s ongoing in customizing tools and testing them against VVSG software requirement conformance verification.

And I’ll just mention right now but I’m not going to go into it although it was mentioned this morning by Nelson, that we’re also working on this assurance case effort for open-ended vulnerability testing of voting systems.

And for those of you who may or may not be familiar with assurance cases, it’s basically methodology of claims, arguments, and evidence presented in a way actually very similar to the way one would construct an argument in a court case for making your case that in this particular case that due diligence has been done in the process of open-ended vulnerability testing.

And our idea here is to apply this specifically to VSTL labs and present a case of what we think constitutes good claims, good arguments, and the required evidence to make the case that you’ve done good OEVT.  OEVT of course is something that’s projected in version 2.0 of the VVSG.

So a little bit on the SAMTE background, Software Assurance Metrics and Tool Evaluation Project began over six years ago.  It’s a cosponsored effort between DHS, Department of Homeland Security, and NIST to measure the effectiveness of software assurance tools and we’re specifically focusing on source code analysis tools.

We do this by testing those tools against a (unintelligible) of software source code examples both large and small, and when I say large I mean up to millions of lines of code and small meaning 30 lines of code or less.  They are actually both very valuable in tackling different types of issues with these tools, things like scalability for example.

And what we do is we imbed known software weaknesses and vulnerabilities in the code and measure tools ability to isolate and correctly identify those weaknesses and vulnerabilities in the code.

We have an online repository of test cases, source code test cases available at the URL.  You see above we’ve got over 70,000 test cases online now   We have test cases in four different languages right now, the majority being in C.  We also have C++, JAVA, and some in PHV.

These test cases span 125 known software weaknesses.  That said, there are over 600 known software weaknesses captured in an online dictionary available at Miter.  It’s called the Common Weakness Enumeration.  It’s a very rich dictionary that describes the kinds of weaknesses that exist in different kinds of source code, different types of languages.  Also includes architectural weaknesses, not necessarily just those found in code itself.
It provides a rich description.  It provides things like examples, code examples of what these weaknesses look like in the wild.  It provides information on how these weaknesses may be attacked by an adversary.  It provides mitigation information, how to protect yourself from these kinds of weaknesses and vulnerabilities.

So visual what you see up there is just a page shot of some of the tests that we have which can be downloaded in a batch -- you can download the entire suite if you so desired.

The test cases themselves, particularly the small ones can be --  and in fact we try to make them as simple as possible.  We try not to introduce artifacts or other weaknesses beyond the ones that we are ideally trying to test.

This is an example of a test case.  This one actually isn’t against a weakness but is in fact against a particular VVSG code requirement.  This requirement in VVSG 2005 specifies that there shall be no DLLs loaded into your application.  There should be no DLL calls in your application. 

And so here’s a very simple test case with what we align with a DL open function call which in fact would load a shared object in a Linex environment and we’ve also tagged it with a slash bad comment to actually point to that particular line.

So we would expect a tool of course to identify that, a tool that is (unintelligible) to the VVSG requirements to point to that line and indicate that this is not conformant with VVSG 2005.

So that’s a little background in the type of work we’re doing in SAMATE and have been doing.

I wanted to mention one more thing.  Let me go back.  SAMATE is also working with Miter to set up actually a much broader tool testing program and we’re collaborating with them in Miter, what they called a CWE Effectiveness Program.
And what that means is that tool manufacturers are going to be able to state which particular weaknesses that they feel confident enough to say we catch these weaknesses in source code and each CWE, each weakness of those 600 plus is identified by an unique identifier and the tool manufacturer can say we catch 3354 and whatever.

They can claim as many as they want.  They can claim that they’re really good at catching (unintelligible) overflows and that may be the only thing that tool does but if they do it effectively it can be a big win for somebody who is really looking for a good tool in that area.

The NIST role in this will be as the repository for the test sweeps against each individual weakness and these tests sweeps will be downloadable by the tool manufacturer.

It can run their tool against the SAMATE test and they can self-certify that they passed these tests or they didn’t pass these tests and they would post their results on the Miter web site so that anybody who is consuming, purchasing these tools can look at them and pick and choose tools that really fit well with the types of applications that they’re developing, the domains in which they work, and which these applications will be deployed, the business cases et cetera.  You can custom pick your tools to be of most value to you.

That said, SAMATE, in support of the voting project, we are going to be customizing, in fact we are customizing right now two open source tools against VVSG 2005, coding design, and requirements, and standards, and verifying the tool effectiveness by our own testing.  So we identified 49 software design and coding requirements in VVSG 2005.

Those of you who are quite familiar with the document recognize these five main areas of coding requirements in VVSG.  Integrity of course deals with the kinds of constructs that could result in unexpected behavior in your voting system application.

Modularity in programming deals with things like the size of the modules that make up your program.  The idea is to make the module understandable and testable.

Controls, constructs really focus I think primarily on really the control construct that you don’t want in your code that could result again, particularly in terms of understandability and perhaps as well as integrity, can influence the reliability of your system.

Naming conventions for variables, and methods, and classes, understandable names of course, duplicate names, things of that nature.  Comment conventions, documenting your code with the proper comments and putting those comments in the proper places.

So we looked at tools and tried to find out which ones would be most applicable against these requirements.  We wanted to select tools that were freely available.  The tools are expensive out there these days and if we could do it with freely available tools that’s a plus for us.

We needed tools that we could customize, particular against -- there is no such thing as a VVSG conformance source code analysis tool out there.  You have to build them.  You have to customize them against those requirements.

We wanted something with a relaxed licensing agreement so that we could redistribute our work, give it to the labs, give it to the manufacturers and we needed something that was fairly robust in its capabilities.  We needed to be able to at least traverse and abstract syntax tree representation of a code in order to effectively address many of these requirements.
The tools we selected, we chose a JAVA tool and C/C++ tool.  The JAVA tool is called PMD.  It met our licensing agreement, runs on Windows, (unintelligible) environments and it’s generally what we would call a bug finder in terms of its capability.

The other tool we chose, Compass Rose, a Livermore Project.  It’s open source compiler, infrastructure that you can build analysis tools on top of and can analyze four tran C, C++, and other languages.

Our methodology for automating these tools really consisted of five steps.  First of all we had to look at the existing VVSG requirements and classify them or to triage them as it were according to their ability or what we viewed as the ability to either completely, partially, or simply not be able to automate these requirements.
After doing that we would attempt to build a generic tool search rules for the requirements.  Ideally we would like them to be plug and play.  We would like them to just -- we install them in your tool, it’s specific rules that we write.  You run the tool, you get the results, and you’re done.  You get 100 percent accuracy in that particular case is ideally what we would like.

We needed of course to create tests and see them with non-conformant constructs to test the correctness of our tool rules.  We ran the tools against the test and then we documented the results in what could or could not be automated.

As we started down that road we found out that the initial triage could in fact be broken down even further and what we ended up with was six categories of requirement types, those that were completely automatable, those that could be completely automatable but may require some additional customization that is specific to the particular let’s say voting system application that comes in the house in terms of its commenting style or perhaps some of the application programming interface that it uses.

So you have to, how would you say, tweak the tool, provide it with a little more information in order for it to be completely automatable against some of these VVSG requirements.

We found some requirements that our tools that we selected simply couldn’t do.  The general feeling regarding the use of these tools in general is that it takes more then one tool.  You’re never going to find one tool that does everything that you want to do and that you may have to go looking for additional ones and you have to take the toolbox approach to source code analysis.

The fourth type are requirements that were partially automatable meaning the tool could point to an area in your code and say I think there’s a problem here but it’s going to require additional human analysis to verify whether or not that particular section code is conforming to VVSG or not.

Lastly we have two more, one simply being it is not automatable.  This usually results from semantics in the requirements that are so complex that no automated tool could ever identify those kinds of constructs in your code and in that case it’s a totally human effort and will always be.

And lastly requirements that are not applicable simply because of the language type.  The VVSG 2005 requirements are heavily C slanted, C, C++ slanted and some of them simply don’t apply to JAVA, particularly in the area of dynamic memory management and pointer overflows, (unintelligible) overflows, things of that nature.
So we wrote our test.  We generally did it in 30 lines or less of source code and we scanned the source code with our tools with the idea of eliciting the response that we expected from the tool by identifying the file name and the line number where the non-conformant construct exists.

So what the tool reports look like is like this.  This is writing a command line (unintelligible).  This is what we did out at Wyley Labs and we basically just ran through those 400 plus thousands line of code and identified what the tool thought were non-conformant constructs in the voting system code.

You recognize some of these.  Certain statements shouldn’t be found in production code so it identifies the line number and the file name where it found those.  And of course we then verified that our tool did this so that gave us some confidence that the tool was doing what it was expected.
That said, it’s a feedback loop.  It’s a sanity checking loop and it really is still all based on our understanding, our interpretation of the requirement.

Tools identify what it thinks our weaknesses -- we have to verify that by seeing that in fact the constructs that we created are in fact truly weaknesses.

So we have a kind of a closed loop here.  It’s effective but it’s still based on our understanding and only our understanding of the requirement.

If our understanding is wrong, well, then in fact we would have a tool that was erroneous and so that’s why we want to take these tools and share them and discuss them with the voting system test labs and ideally with the manufacturers themselves so that we can improve the circle of sanity checking and understanding outside of just NIST.

And I will say that based on our initial beta work we were doing down at Wyley that we instantly had some disagreements on the results of the tool reports because it was based on our interpretations versus the labs interpretations of the requirements.

So these things really need to be nailed down.  You can’t automate unless you’re 100 percent sure you’ve captured the true semantics of that requirement and how they would be represented in code.  If you haven’t done that, if it’s three different -- but if labs are using different tools and have different interpretations of the requirement then that repeatability factor that we want won’t be there.

So the results of our tool study to date, we found that the majority of requirements assuming the requirements numbers five and six are really not automatable, again because of the semantics of the requirement or their non-applicability to language, if you take those out you can see that for those that are automatable, the majority are completely automatable through tool automation.

A little custom tweaking of some rules with some prior knowledge about the API or perhaps the commenting conventions used, for example job-a-dock or something of that nature, can also make even more of these requirements totally automatable.
Again a lot of these requirements we know the tools that we had couldn’t do but others could.  For example, the tools that we had couldn’t process comments and so any requirements having to do with comments we really couldn’t do anything about but we knew other tools could and so again those are automatable as well.

And we had a few that generally will always be partially automatable based again on the semantics of the requirement itself.

So we’re doing this for C, C++, and JAVA right now.  We’re still working these test cases and iterating through them and constructing the tool rules and verifying that they work effectively.

We intend to expand our scope of tools to try and fill the gaps where the current tools that we’re using don’t do the job for the languages we’re working on now.  We also would like to expand to C Sharp.  We’ve been told by some lab staff that if we cover those four, C, C++, JAVA, and C Sharp, that we would cover 70 percent of the languages used in voting systems today so we would feel pretty good about that.

Of course there are Legacy languages and Legacy voting systems out there, Cobalt being one.  We gather this information by looking at the reports, previous VSTL test reports, and looking at the types of languages that are in the reports and these are the other two that we identified.  So we’re going to go forward with that.

There’s also of course follow-on to VVSG 1.1 and 2.0.  As far as I can tell in the draft versions they look identical to me in terms of the coding requirements.  They don’t change between the two versions.
There is quite a difference in the 1.1 and 2.0 coding requirements.  A lot of the stylistic requirements that are currently in 1.0 drop out completely, in fact of the 49 we identified, only 18 remain.  I personally think that’s a good thing and what stays in there of course are the integrity related requirements from 1.0.

In addition, other 37 requirements are added in 1.1 and 2.0, again heavily focused on integrity of the code and not really dealing with the stylistic issues which I believe can be effectively dealt with and I think the future is in just adopting a coding convention like the Sun coding convention for JAVA or the Misrisie coding standard for C, C++ to cover those areas of stylistic coding and bugs.

And those requirements in 1.1 and 2.0 are mandatory, as far as I read in the draft specifications.  They are not optional so there is continued work possible in this tooling effort going forward into 1.1 and 2.0 in customizing tools against those particular requirements as well.
So we intend to go forward with the C Sharp work as soon as we finish with the C++ and JAVA work which we hope to finish up in the October timeframe.

So in summary, we found the majority of VVSG 1.0 coding requirements could be either partially or fully verified by tool automation and that we could create a boot strap capability that we could provide to VSTL as well as manufacturers to verify their conformance to VVSG standards.

We plan on filling the gaps in those requirements that we couldn’t automate with additional tools and as mentioned there are some requirements that simply either are irrelevant or not automatable.

We visited Wyley Labs in June.  Also present were representatives from the SLI Lab as well to discuss this project and this work.

The labs were supportive of this work.  Number one, they were supportive of it because right now voting systems are being certified to VVSG 2005.  They want stuff they can use right now.  Of course 1.1 and 2.0 are down the road.  They’re in the future.  They want things they can use right now and that makes this a very hot project and very useful to them right now.

They like it for a number of reasons.  They don’t really enjoy pouring over source code by hand right now and even though you could say well, it makes money for labs, in the end it’s not a good business model because it costs the manufacturer a lot of money when 30 percent of the lab time is spent on source code analysis.  So it’s a win to automate this process.

As I mentioned, we have some issues regarding the semantics of the requirements, agreement on what they mean between NIST and the labs and the manufacturers.

I’ve identified ten VVSG requirements that I believe will need clarification probably, maybe some of these via an RFI so we can get a final lockdown agreement on what they mean so that we can automate this and move towards repeatability across labs and even within labs.

And so one of the suggestions that came out of our discussion also was this concept of a roundtable discussion between NIST labs and manufacturers regarding the automated verification of VVSG coding requirements and so we would look forward to that.

We have already started the process, discussion with labs.  It’s kind of an ongoing effort right now, kind of offline in which we take our tests and send them off to the labs for them to look at and discuss and comment on regarding whether they in fact truly represent conformance or non-conformance to VVSG requirements.

It gets kind of interesting because even though the labs -- well, there’s some interesting scenarios developing where for example a lab may choose to use a tool that’s provided by a manufacturer.  The manufacturer uses that tool to verify its code conformance to VVSG and now the labs are using that tool as well.

So it creates some interesting scenarios regarding -- obviously the labs have to verify that the tools still catch the kinds of violations in VVSG, in other words a lab just can’t sign off and say okay, we’ll use your tool, well, your tool didn’t find anything so we’re all good with that.

So I mean I think there needs to be a discussion of how certainly NIST can help in that area by providing tests that we all agree on reflect non-conformant constructs in the code and have them run -- if a lab is going to use a tool from a manufacturer then they should be confident of course that those tools are truly catching the things they should find.
There’s also an interesting scenario now where labs do have these commercial tools.  They have security tools, deep diving tools that look for vulnerabilities in code.  In fact NIST and two of the labs, we all have the same tool that can be conceivably used as well and customized against VVSG requirements and so that’s an interesting scenario as well.

We’re moving beyond the open source tools into the commercial world and that might be a valuable way to approach this problem as well.  So that needs to be discussed I think as well with the labs.

And that’s pretty much it for where we are right now on this SAMATE effort so I’d be happy to take any questions.

DR. GALLAGHER:     Any questions.  Dave.

MR. WAGNER:
I guess I’ve got a long bunch so maybe I’ll count on our Chair or you to cut me off if I start going to long, apologies.

I assume the reason you gave us this presentation is looking for feedback from TGDC.

MR. KASS:     Absolutely.

MR. WAGNER:
So I guess the first piece of feedback I would share was you might want to consider engaging with the TGDC a little more.

I think this is the first that we’re seeing of this and so you might want to -- you know, I’m hoping maybe the reason you’re doing this is to start to get us involved, maybe you can share with us things like status updates, the test cases you’ve produced, a little more detail then what’s in this, and I think there may be some folks here who could provide you some useful feedback to help you move forward.
MR. KASS:     Definitely, appreciate that.

MR. WAGNER:     I think it’s great that you’re looking at the use of tools to reduce the cost of the manual coder view for compliance with the VVSG 1.0 coding style, coding requirements.  I think that’s a really great use of these automated tools so I’m really glad to hear that.  That would be great if the costs could reduce there.

You also talked a little bit, kind of hinted at what sounded like much broader ambitions where you mentioned some use for OEVT.  You talked about software assurance.  You said the level of confidence that there are vulnerabilities, talking about verifying things.

Those to me sound much more ambitious, they sound beyond the state of the art what I think the tools can provide.

I’m pretty skeptical about those so I think if you’re pushing forward to that I would encourage you to share more about the directions you’re planning to go so that you can get feedback early rather then (unintelligible) months and then at the next TGDC meeting maybe getting some feedback that --

MR. KASS:     That’s a good point.  We hope to have the assurance case working in OEVT which actually will touch on source code analysis as well as logically.

And the interesting thing about the assurance case work, which you’re right is ambitious and beyond that, is that the idea is you make claims about your OEVT which it clearly will involve source code analysis and any claims that you make must be supported by arguments that you can defend in terms of for example, the good news of the tools you’re using, whether the tools really do in fact 100 percent find particular kinds of weaknesses.  If they don’t, you know, what is your confidence in the ability of those tools to find those weaknesses, things of that nature?
So, yeah, we would be happy to bring that particular work back here early in the process.  It would be a great review in that area as well.

MR. WAGNER:
That actually gets to another comment.  You’ve mentioned now twice I guess about OEVT and assurance cases and I have to admit I’m a little confused about the specifics there.  I’m not sure who the assurance cases -- be constructed by the manufacturer, the testers, or how the automated source code analysis comes in.

I was not familiar with assurance cases being required as part of the OEVT process.  It’s really a very different approach then what I --

MR. KASS:     Yeah, I’ll tell you what the background of that is right now.  So yes, I’d be happy to do that.

And the assurance case work is actually primarily our focus.  Our use case right now is to provide the developers of the VVSG, VVSG 2.0 which requires OEVT as it stands right now in its draft version to provide some background information and to possibly fill out what currently consists of seven pages in VVSG 2.0 regarding requirements for open-ended vulnerability testing.

It’s kind of sparse right now and what we’re attempting to do through this effort is to construct what we view as the requisite kinds of claims in terms of argumentation for adequate threat modeling, adequate risk analysis, adequate testing, adequate methodologies in that testing that let’s say a VSTL would ultimately provide and perform as part of the rigor of OEVT.
We expect the assurance case to be a target for both the VVSG developers right now at NIST to look at, understand, argue about as to whether it is sufficient in its claim arguments and the evidence that is required for OEVT for ultimately perhaps further filling out the VVSG with more requirements, more solid requirements as to what would be required for OEVT.  That’s a current use case for it.

Now that said, the possibility that an assurance case might be adopted by let’s say the EAC as a requirement let’s say, to be also provided by the VSTL in addition to its testing certification testing report, don’t know, but if it’s determined that it has merit and value beyond informing the development of the VVSG specification then perhaps it might be viewed as something of value that might be included as part deliverable to the EAC as a way of explaining and actually a simpler way whether due diligence was done.

We particularly focused on OEVT because it’s a small portion of the specification.  One could conceivably make an assurance case for usability, for accessibility, for any other ility within a voting system application.

We’re focusing specifically on OEVT because it’s needed right now by the EAC.  The EAC has it as a high priority item to understand and to be able to get their hands around it and we see (unintelligible) as a very valuable tool to do that.  So that’s the use case right now.

It would be great to share that and our research I think with the TGDC as well to get your input on that.

MR. WAGNER:
Okay, well, I didn’t understand.  I have to admit, I’m sorry if it’s my fault.  I didn’t understand any of that.  I have a certain understanding of the word assurance case and of OEVT and how the two fit together didn’t make any sense to me but I don’t want to spend time on this so we’ll move on.

I guess the last feedback if there’s time for one more is maybe it’s helpful to hear more about your future plans at some point, for the TGDC to hear more about where you’re going to go in the future.  This is more focused on what you’ve being so far and then maybe we can give you feedback on that.  Thank you.

MR. KASS:     Thank you.

MR. MERRIMAN:     I probably didn’t understand half of what you talked about but I will tell you this that particularly in Florida where we had our own certification testing team and lab, I think the source code review and the process of going through that provides and enhances voter confidence, not only when the voters with the stakeholders -- for the testing equipment and for other projects like remote voting.

I found that the fact that we went through source code review both manually and with the tools, we got some tools, I don’t know precisely what they were, but I encourage you to continue down this route.

DR. GALLAGHER:     Matt.

MR. MASTERSON:     I think I want to address a couple things including echoing what Don just said.  I think this effort just given the background being at the EAC, I think is vital to creating a sustainable testing program at the EAC.
The fact is, is that the level of consistency and review for the manual source code review currently at the labs is not good enough.  The labs know it.  The EAC knows it.  Even within labs you get inconsistent reviews just simply because of the amount of lines.  It’s not their fault.  It’s just too much.  And so any kind of consistency that we can bring to this process and time savings is huge.

What I also think this may allow and I’d be interested to hear everyone else’s thoughts, is a better review in other areas as far as security functionality because we’ve saved time and money and so you may be able to focus on other areas to get a better review where it really matters.

So as far as that’s concerned I think this has the potential to really save quite a bit, not to mention that you’re kind of giving the manufacturers the chance, or you are giving the manufacturers the chance to design some of this in when they start designing a system and the amount of money that can be saved and the quality improvement to the coding, particularly given what’s been seen I think is great.

With that said, I’m wondering what your thoughts are on the value/effectiveness of the commenting requirements that are currently in there, the ability of these tools to evaluate those commenting requirements, and sort of where that heads with this.

MR. KASS:     Commenting requirements are difficult although there are -- we’re looking for tools that can adequately address particularly the correlation between what’s in the code, the names of variables and functions, and being able to make that correlation and comparisons against what’s in the documentation, the header files.

There are tools that can do that and can do that effectively.  One tool that can do that, Check Style works very well for JAVA.  Ideally we’d like to find something similar for C and C++ and other languages.

I guess the key is to find tools that are integrated with known established commenting conventions like JAVA Dock.  JAVA Dock is used in JAVA and the Check Style tool integrates the JAVA dock constructs into its rules so it can do some very sophisticated analysis of what’s in the code versus what’s in the documentation.

So yeah, I mean ideally it’s great if manufacturers use established conventions for commenting in all the languages.  I think it would make the work easier, particularly for tools that have integrated that capability of correlating what’s in the code with what’s in the comments.
When it’s not of course, when it’s free style, it makes it a lot harder, not necessarily impossible but a lot harder to make that kind of correlation and those kinds of requirements are in VVSG.

MR. MASTERSON:     Just as a follow-up, it’s correct to say that in theory the manufacturers will be able to pull these tools down as well and use them when doing their own development, right?  I think you said that.

MR. KASS:     That’s right.

MR. MASTERSON:     Okay.  I guess my only follow-up on that is I guess to disagree with you David on, I think in my opinion you all should move and the EAC should move full steam ahead on this portion of this SAMATE project as in the work you’re doing with these specific tools.

For instance, to wait until, when is our next meeting, December, for our comments or thoughts or whatever may not be wise given where this is.  I don’t know if that’s correct but on the other areas, you know, in the areas you were talking about with OEVT, the earlier you feel comfortable getting us involved I think the better.

But to me this stuff, the early stuff that you’ve already begun work with the labs on seems less concerning unless I’m missing the point.

MR. WAGNER:
Dave Wagner.  I just wanted to agree.  I think I’m in 100 percent agreement with what Matt Masterson just said, that we continue on this direction, work with the labs for checking the VVSG 1.0 coding requirements.  I think that’s a great direction.  You should go full steam ahead and not wait for us.

And the one I was raising concerns were OEVT using this for security verification, assurance, software assurance, replacement for other -- you know, some idea that this would replace other security requirements or the (unintelligible) analysis tools would insure security system, those are the ones I would be more cautious about but I agree that for the 1.0, very specifically those coding guidelines, this is a great match.
MR. MASTERSON:     I feel good that David and I agree.  It makes me feel smarter.

(LAUGHTER)


DR. GALLAGHER:     So a quick comment.  It seems that as approached from a how to support better testing, you know, this is a pretty straightforward thing.  You dive in and you look at expanding the toolbox for making the testing.

But I think you pointed out something else which is as soon as you start looking at having clean testing criteria it also has you basically revisiting the actual requirements.

So there is a feedback loop back to the VVSG and I think for that reason it’s important that your work, that you keep this group appraised of that since they have that responsibility.  So I took that comment from David to heart right there.  That was quite important.

I wondered if you could, just if you know it, what was the actual motivation for getting the SAMATE effort on the HAVA related work with the testing lab?  Something prompted this to happen.
MR. KASS:     Actually some people within the EAC, AC, were aware of the work that we were doing in SAMATE and made that connection between the automated tooling work that we’re doing in support of Miter and general tool goodness and made that connection hey, we think it can be applied specifically to this purpose.  And that’s how we got invited.

MALE SPEAKER:     Just to share some background having been there, I mean the number one motivation that was the number one complaint from both labs and manufacturers was the inconsistency in code review whether within lab or across labs.

It was costing months and millions quite frankly and so EAC took it upon themselves to work with NIST and NIST was extremely supportive on doing it so that’s I think the simple explanation on it.

DR. GALLAGHER:     I was trying to get to David’s question, where did this come from.  This is the first time the TGDC was hearing this so I thought the context would be helpful.

And I guess the next question in terms of sorting looking forward, at what point do you think you’ll be far enough along working with the labs that you start to get a feel for the impact that this could have, either in terms of the quality of testing, either in terms of consistency, or higher quality testing, or in terms of cost avoidance?

MR. KASS:     Well, I would hope if we have a good working relationship with the labs that they would be able to provide data, quantitative data on the cost reduction, hours reduction, I would hope that we could have that kind of relationship and get that kind of broad, general information that would provide feedback to us that we’re doing good work and that we’re serving a purpose here.

MALE SPEAKER:     I really like this work but it raises one warning bell in my mind and that is the possibility that we might reach the point where we think we have a tool suite which is so wonderful that we don’t have to have human review of the code anymore and while I like the impact of tools, I don’t want to go there.  I want human eyeballs to still be looking at code.

MR. KASS:     I kind of think that kind of reflects David’s view as well.  I mean I don’t want to speak for David but his sense that what are you saying with these tools and how much are you saying and yeah, there’s always going to be that question about the tools themselves, particularly in the harder problems.

In some of the trivial cases, there is no problem but in the harder problems, the deeper problems, the race conditions, the deadlocks, the buffer overflows, the things that tools often just give you a confidence value, say, well, we’re 80 percent confident that this is truly a vulnerability but they can’t say with certainty.  So I mean depending on the tool that will always remain.

MALE SPEAKER:     There’s a related problem and in fact this is a problem with some of the coding standards as well as with any enforcement of them and that is that there is this whole category, and I see this primarily in comments, a boilerplate programming style where there is a requirement that there be a comment chair so a meaningless comment is put there, or not necessarily meaningless but something stating the obvious.

And that gets really annoying because it actually slows down my process of trying to comprehend what’s going on.  I sometimes give the example of a (unintelligible) to add two numbers and return their sum which can be written in about one line of code in any decent programming language but you can expand it to ten pages if you have the right programming style.
(LAUGHTER)


MR. KASS:     Well, my feeling is that -- and part of this RFI process to do this automation is that we have to address I think the importance of some of these requirements and relevance of some of these requirements and I think we can do that in the RFI process to make a decision on how we’re going to view these requirements and move on.


MALE SPEAKER:     Dr. Gallagher’s question actually raised one for me and that is in your work with the labs, it seems to me the labs stand to lose a lot of money if this goes well, right?  And so I wonder why they’re supportive of this because depending on their price structure, I mean hundreds of thousands of dollars in code review.  And so I love that they’re supportive but wonder why.


MR. KASS:     That question crossed my mind too but I can only assume from a business model this makes sense to them.


Well, I can think of a number of arguments.  One is I don’t like pouring over lines of code, visually hundreds of thousands of lines.  I mean I understand the dollar, the billable hours, whatever you want to call it, but also there’s I suppose the business model of costs.  Maybe it would keep vendors from coming to your lab if you have this high premium that they have to pay to do this.

I don’t know.  I can’t answer that.  I’m not a lab.

MALE SPEAKER:     Love of democracy.

COMMISSIONER DAVIDSON:
One of the things that they said was obviously they’re aware that it’s inconsistent when they review and they feel that they really need to bring that consistency to the forefront and be compared the same because that’s out in the world of elections to know that they’re not doing it exactly the same and binding everything.

Humans make mistakes too.  I like body language and at first they were like this in the meeting, leaned back like this, like they weren’t going to address it at all, and as they come forward they were very open and asking questions and it was really a great meeting.  So as Mike went along with his presentation, it took what, three hours?
MR. KASS:     It was long, yeah, it was about three hours.

COMMISSIONER DAVIDSON:
That’s how interested they were in the process so they see some benefits from it, and Brian may be able to go into more detail.

MR. HANCOCK:
Sure, Brian Hancock.  I mean there’s one very obvious thing that I think we’re all neglecting here is the fact that if this works out well we’re very likely going to make it a requirement of accreditation and so both FVAP and the EAC will be looking at this to accredit these labs so it’s in their best interest to cooperate.
(LAUGHTER)


DR. GALLAGHER:     Any other comments or questions?  Thank you, Mike.


MS. COLLINS:
Thank you very much.  And I think we’ve definitely heard the comments from TGDC about keeping you apprised of this work as it goes forward so that this is just the introduction, not the end.


MS. COLLINS:
The next presentation is by David Flater who will be talking about some research on Marginal Marks.


David is a Computer Scientist in the Software and Systems Division in ITL here at NIST.


MR. FLATER:
Thank you.  Before I proceed into this I just wanted to make one comment about the value of the automated source code review with regards to profitability.


I think for the test labs, they also spent a lot of time in disputes over the interpretation of stylistic coding standard requirements and I don’t know that the time spent to dispute an interpretation is billable time so it may have been a prurient victory.

(LAUGHTER)


So the Marginal Marks research, this research is to investigate the development of a standard reference set of ballot markings representative of the types and marks the voters make on each common type of optical scanner mark sense ballot.


The objective is to provide voting system test labs and acceptance testers with a test set that they can be used to test and document the responses of scanners.


Now it’s important to note that even though we’ve commonly referred to this as the marginal marks research it’s not only about marginal marks, they are included, but this is really about the entire containment of marks that voters might make.


It is also not a project to define what is a valid vote.  That remains a jurisdictional election prerogative.  What this project is going to do is irrespective of what jurisdictions have defined to be a valid vote, come up with a test set that covers everything that voters actually do and then you can test what the equipment does and what its reactions to those marks are, and the jurisdiction can see for themselves if the behavior of the equipment is consistent with their election law.

So the status of this work is that task one, the data collection task is complete and the report is available from the vote.nist.gov website under the publications link.


Task two, analysis and classification marks did encounter some technical complications having to do with data quality but we took the extra time and those complications have been mitigated and task two is now wrapping up and there have been some interim reports and a complete report is expected soon.


The next two tasks are identifying the test set of marks and then designing and validating standard reference marks.

The difference between those two is that task three is sort of identifying in the abstract the marks that we want to test with whereas task four is how do we actually make those marks in a very consistent fashion on different types of ballots, physical artifacts, so we can get repeatable and reproducible results when we’re testing equipment.


Questions on that?


MR. JONES:     A bit of praise.  I read the interim report that was out and it looks like it’s really stuff that needs doing.  Thank you.


MR. FLATER:
Thank you.  Yes, Dave.


MR. WAGNER:
David Wagner.  Just one more comment along Doug’s lines.  I thought you did a great job with this and this is I think a great asset so really well done.


MR. FLATER:
And kudos to work contractor, Mitch Frackdenberg and associates.

MR. BELLAVIN:     This is Steve Bellavin.  Let me second Dave’s comments on that.


DR. GALLAGHER:     I forgot to mention that Steve Bellavin is on the phone with us so he’s been listening in on our conversation this afternoon on these talks so thanks, Steve.


MS. COLLINS:
We’re a bit early but I think I would propose that we go ahead and do a break right now because I think the next two presentations really should be heard together.  So if you’re okay taking a break now and then coming at 2:35 p.m.  Thank you very much.

(Short Break)
(Recording not started at beginning of presentation)


MR. WACK:     -- TGDC, NIST, and FVAP worked on together.  We decided that one of the deliverable in there would be a part of a common data format to assist UOCAVA in fielding blank ballot delivery systems for the 2012 elections.

Okay, IEEE P1622 is a subcommittee under IEEE, been around for I want to say roughly about ten years or so, main goal to produce a common data format within IEEE that all manufacturers could start to use.


Been a number of things that have happened in this particular working group over the years.  Initially was thinking about a different format developed by Hart Intercivic and eventually came around to using OASIS EML, Election Markup Language, so that is the basis for the new IEEE standard that we’re working on.


Briefly we’ve decided to attack this in two pieces.  We’ve decided to produce a relatively small standard that’s going to address blank ballot delivery systems, specifically for FVAP and UOCAVA usage and then the following standard would be the more comprehensive standard that would address, you know, exports from voter registration databases, inter-operability between voting systems, exports on election night, and so forth.


A little bit about IEEE, it was important to have A well rounded group.  We have a number of manufacturers, Dominion, ES&S, Hard Porical, Sidell.  We have a number of independent software consultants who have mainly been producing software for auditing, a number of state and local election officials, researchers, people from various part of the government notably NIST, EAC, and FVAP.

And a little bit about OASIS EML, it’s been around for a number of years.  It’s fairly large, fairly comprehensive, used more in Europe then in the U.S.

Its current version, a draft version right now is Version 7.  I’ll say for the U.S. we’re really talking more about Version 1 in a lot of ways.  It’s been modified a good bit to work better with U.S. election systems.

One person who is in the audience, I just want to recognize quickly.  Peter Zelicosky from ES&S who has been involved with P1622 for a number of years and has been indispensable with the working group right now so I just wanted to publicly thank Peter for his help and support and looking forward to continuing to work with him.

What we’ve decided to do, the best thing to do we think is to keep OASIS and P1622 aligned as much as possible.  We don’t want to produce two standards.  We don’t want an OASIS EML and IEEE EML but we want to work together so we’re working carefully to do that.

And we talk about use cases and when I say a use case, you can really think of it as a chunk or a slice of the whole election pie.  For example, the use case for UOCAVA focuses pretty much on the data you need from election management systems and voter registration databases to support blank ballot delivery.

Now if we did a use case for event logging, you know, we would like just to focus on those sorts of things that contribute to event logs.

Eventually we’ll take all these different use cases and put them together in a larger standard but it’s a way of focusing in on certain areas.  By doing that I think that we can get usage of the common data format out there a little bit quicker as a result.

One quick example is if we focus on, let’s say we focus on auditing, that sort of data that is produced for auditing elections, there are a number of independent software consultants that will then write software using this common data format and so we enable them to get out there a little bit earlier and start using it.

The current status, we have developed this smaller UOCAVA blank ballot delivery draft standard.  We had a vote within IEEE and we got unanimous approval for that.  The process is that we give it to IEEE where they too want it internally for roughly a period of a month.  That seems to be going well and at point we end up with a standard that meets IEEE requirements, we put it out for a larger vote within the IEEE computing society.

In the meantime we’re starting work on other use cases, voter registration database export, auditing and tabulation.  One other thing I didn’t put in there, but we’ve done a little bit of investigation into event logging so looking at that as well.

So those are the sorts of things that the TGDC Applications Working Group will be talking about during the months of August, September, and so on and so forth.

And we’re aiming for having the comprehensive standard ready for balloting towards the end of calendar year 2012.

The draft standard for electronic distribution of blank ballots, again briefly we produced a couple of XML schemas which essentially define the rules for usage of the particular XML.

We produced those for exporting voter registration databases, exporting the sorts of information needed for populating ballot delivery systems with information about UOCAVA voters, exports from election management systems about races, candidates, so on and so forth.
And also information to enable tracking of ballots.  There is a requirement in the MOVE Act that if someone in the military submits a ballot they’d be able to track it somewhat and be notified as to whether it has been received and accepted.  So that’s what that provides for.  I think that’s also in the back of your handouts as well.

So that concludes my status report here.  It’s fairly brief.  Are there any questions I can answer about what I’ve just talked about?  Yes, Phil.

MR. JENKINS:
Phil Jenkins.  Is there a reason why we’re going from OASIS IEEE, is it just to make it freely available or why can’t we just --

MR. WACK:     We could have worked just with OASIS, that’s true.  IEEE had been involved in this already for a number of years and IEEE already had membership from a number of U.S. manufacturers.  IEEE had already worked out a policy.

Normally IEEE would charge for their standards, already worked out that any standard they produced or any standard we produced along with IEEE for a common data format will be available free of charge.

We just found it a convenient good way to go and it seems to be working out fairly well.

MR. JENKINS:
Is there any competition between the two, OASIS and IEEE?

MR. WACK:     No, actually I wouldn’t say so at all.  I’d actually say it works very well thus far.

I should mention we have worked out an agreement with OASIS to essentially fully release all aspects of EML to IEEE and then to the general public so no restrictions in that particular area.

DR. GALLAGHER:     John, when you talk about on your slide A that the P1622 and OASIS efforts are aligned, what does that actually mean in the end?  Is the objective a single harmonized standard or are these compatible sub-standards?  How close is this relationship?

MR. WACK:     Well, right now we’re working on draft Version 7 and my guess is really that by the time we’re through we might have OASIS Version 8 and IEEE producing a standard that repackages it and to a large extent one and the same.
We may get out ahead of them in certain areas at certain points by let’s say if we’re talking about event logging.  For example, we may produce some things in advance of the OASIS committee but eventually that has to be fed back into OASIS so by keeping both aligned we have to go along with their review strategy as well.

For example, you know, when we’re producing these schemas for the UOCAVA blank ballot distribution, these schemas rely on other base schemas within EML as a result so in a sense while we’re working on some schemas they really depend on the rest of the EML Version 7 so we have to go along with their review cycle for Version 7.

So we are working very close and at the end I don’t really expect to find any differences so I’d say during the process of development we may be ahead of them or behind them in certain areas but we plan on staying aligned ultimately.

DR. GALLAGHER:     So that’s sort of a view from the standards development side.  What do you think this will mean from the market side?

MR. WACK:     From the market side, within the U.S. I suspect I see people following IEEE.  The international market manufacturers I’ve spoken to are talking more about OASIS.  How that will eventually shake out I’m not really sure.

MS. PURCELL:
John, on your page six, slide six, when you gave your membership of the P1622, who were your local election officials there?  What jurisdictions do they come from, do you know?

MR. WACK:     Can I get back to you when we take a break?  The names don’t come to mind right now.

COMMISSIONER DAVIDSON:
I know Paul Miller was involved with it and now he’s with the manufacturer but when he was on TGDC he was involved and we’ve asked him to continue being involved because he obviously has a lot of knowledge from Washington State.

I know he was one and that was only because when I was writing and thanking him for service for TGDC I also mentioned that we’d like for him to stay involved with IEEE.

MR. WACK:     Paul is still involved.  There are a number of people who are observers, that’s why I’m blanking right now.  There are a number of people who are observers who don’t vote formally, well, who have voted but their votes essentially don’t count.  But there are a number of people who are classified as observers.

MS. PURCELL:
But they are allowed to give input in the process.

MR. WACK:     Oh, yeah, definitely and they do.

MR. JENKINS:
John, Phil Jenkins.  One more question, actually two points.  The involvement of OASIS on the IEEE committee, are they there and are their European members?
MR. WACK:     Yeah, for example Peter is a member of OASIS.  I’m a member of OASIS.  So we’ve got people working at both ends so that’s sort of how the involvement goes.

MR. JENKINS:
But there’s not any real European members on the IEEE committee?

MR. WACK:     The head of the OASIS Working Group is involved.  Peter, would you mind answering that?

MALE SPEAKER:     Peter (Unintelligible) from the Elections Assistance and Software.  John Borris the head of working group for the Election Markup Language at OASIS is active in the committee as is David Webber who was instrumental in creating the new elements that we needed is involved, and there are two others from our committee that are involved with the IEEE effort as well.  So yes, very much so.

MR. JENKINS:
And the other comment, and we’ve started this discussion offline, but I just wanted to mention it here with the group so you can all hear it, I was interested to find out if reading order was part of the first draft of the specification.

The other one was about the positioning of the text, so whether something was left aligned or right aligned, or for example if the name of the person being on the ballot and their position or office, whether they would be right, left, justified, whether they would be closer together so a magnifier could be more effective.

And the third item was about whether other data besides text was included in the initial specification or future specification.

We talked about whether there would any audio in part of the common data, or video, or images, or whether it was just text and I think it’s just text so far, the first (unintelligible).

MR. WACK:     Well, first of all with regard to video, or audio, or any of that, it is possible to encapsulate that and so there should not be any issue with that.

With the issue of ordering, contest ordering, that was part of the initial standard we’re working on.  In talking with FVAP and their requirements for blank ballot distribution, what they wanted out of this was number one, an export capability that could be used to build pre-canned ballots such as PDFs or to build generically formatted ballots that conceivably could be given to an online ballot distribution system which could then apply state specific formatting to it.  So contest ordering was considered and that’s included.

Now getting into more specific details, state specific formatting, you know, various issues with fonts and placement on the ballot besides contest ordering, that’s not part of it.

That’s been debated a lot technically as to how to do that.  People know about it.  It will be addressed in some way.  One of the manufacturers offered the opinion that that ought to be addressed by using separate templates.

Various people involved in the industry have said that the specific formatting varies so much on a state by state basis that it would be very difficult to accomplish that all in XML schemas but it is definitely something that we’re working on and considering and will be able to do at some point.

MR. JENKINS:
Just a follow-up comment if I can on the contest ordering.  That’s important but I think what’s more important from an accessibility point of view is whether you would read each of the names of the candidates and then their offices or whether you would hear the name and then the office, the name and then the office so that there would be a logical reading order, not something that would be used to do, you know, layout more.

MR. WACK:     Well, I hear you and we’ll talk later.  Some of that is going to depend on what is in the XML file as well as in the application and how the application wants to do it so I hear you and we’ll talk.

MR. JENKINS:
Okay, thanks.

MR. WACK:     Thank you.

MR. MASTERSON:     I guess I wanted to start John with giving you an atta boy for your efforts on this.  This was a job well done.  You all moved quickly and your work with IEEE and OASIS and whatnot has already had an impact in for instance FVAP grant applications and applicability of P1622 work in there, and I hope the progress on a common data format as Ian presents on next steps and usefulness and all that continues and remains focused because it’s good work.

The other thing I was going to add is kind of in response to Phil’s questions and that is encouraging all of the members of the TGDC to review and participate in this.  The fact is you can get involved because of the nature and pointing it out to the IEEE this way.

Your questions are fantastic and frankly from my time at the EAC and whatnot, those conversations were kind of had but not directly and it would have been nice to have that input at that time.  So that’s the other thing I would add.

MR. WACK:     Well, thank you Matt.  I appreciate that.

MALE SPEAKER:     John, one of the issues that I guess we faced in the past has also been election results and sort of from different voting systems trying to extract the data and make it less of a manual process and more of an electronic.  Is that something that this group has looked and had any success with or is that something sort of in the future?

MR. WACK:     Well, I’ll answer a little bit and then I’ll say that once Ian talks we’ll probably address that in a little bit more detail.

So our initial marching orders were to deal with the UOCAVA situation with blank ballot delivery and then from there where best to start and there seems to be general agreement that it is easiest and we could make the fastest progress by focusing on inputs and outputs from the voting system.

So what you’re talking about would be an output, election night results and tabulation, so we’re planning on working on that area as well as the inputs, voter registration database exports pretty much right away.

MALE SPEAKER:     One more, I’m sorry, it came to mind with Don’s question.  Tammy Patrick being in the audience will appreciate this comment I think, and that is the continued focus on what data from the EAC survey can be automated via a common data format.

Some may, some may not, but at least being aware of what’s required in that survey and what could be included in there to make it easier for counties and to make the data consistent across the counties and the states would be terrific.

MR. WACK:     Thank you for mentioning that.  I think James Long did give us a copy of that and we have looked it over, we’ve talked about it and we’ll work on it in the Applications Working Group.

Okay, well the only other thing I wanted to add briefly, Peter mentioned David Webber.  I also wanted to thank David.  I guess he can’t be here in person but David was critical in getting this work done so just a thank you to David.

Okay, with that let me move on to the next presentation which Ben is bringing up.  Yes, David.

MR. WAGNER:     While you’re bringing that up, you mentioned the focus for the UOCAVA use case of the blank ballot common data format, do you see a need for common data format for identifying which ballot a voter should receive?

In other words this is kind of eligibility or voter registration style information that says this voter should receive this ballot style, and is that needed for UOCAVA and are there plans underway or what’s the data --

MR. WACK:     Well, the data that’s in a voter registration database about a voter that has to do with what sort of ballot style that voter would -- you know, for example, party affiliation or if there’s any other data available that might indicate whether that voter gets an audio ballot, you know I don’t know, but anything in the voter registration database is currently in the EML right now.

Is that what you’re driving at or are you talking about more of a specific ballot?

MR. WAGNER:     I was thinking more things like what precinct.  I think I saw from your slides that this is a two phase approach where the first phase is common date format for blank ballot distribution and the second phase is common data format for everything we might want.  The first was focused on UOCAVA and the second was everything.  And I’m wondering where this concern falls in, in those phases.  Is that well underway and is it important for UOCAVA and if so --

MR. WACK:      Right, it is, it is.  You could kind of think of what we’ve done is an export from the voter registration database of not only those voters who are let’s say classified as UOCAVA voters, but also their general precinct information.

The idea being that a ballot distribution system, you know, in a sense could accept the name of an individual, look up that individual’s precinct that would already be in exported information that would be in the EML, and from there arrive at that perspective ballot and either build the ballot dynamically or have a pointer in an EML file that would point to an external ballot already developed.
MR. WAGNER:     So maybe a follow-up.  Does that mean that’s phase two in 2012?
MR. WACK:     No, that is current.

MR. WAGNER:     Oh, that’s phase one.  Okay, thank you.

DR. GALLAGHER:     Any other comments?  Okay, John.

MR. WACK:     Okay, this next presentation has about two minutes of me and the rest of Ian.

I’m going to talk a little bit about what we’re working on next, which is voter registration database export, and Ian will follow on with a larger presentation on Levels of Interoperability and a Comprehensive Strategy.

So while we’re working with IEEE on finalizing this blank ballot delivery standard we’re looking at voter registration database exports.  We already had to do a fair amount of this with the UOCAVA blank ballot delivery standard so it would make sense to complete this particular area.

So there are a number of good reasons why it would be important to work on this.  Talking with manufacturers, many of them indicate that they would prefer that they get a common format working with all these different databases.
Now along the way the Pugh Center on the states started a project that they’re calling ERIC, Electronic Registration Information Center, and they want to do a number of things with this.

One of the things they want to do is cleanse voter registration databases.  They’re estimating that 15 percent of the records throughout the country are generally not valid.  They could be associated with people who passed on or they could be duplicates, perhaps other states.

One in four records contain some inaccurate information and the reasons for this have a lot to do with how these databases are initially maintained.

And a lot of paper records are used where people take information from a piece of paper and manually input it and mistakes happen there and it’s just a difficult thing to do to keep up, you know, a number of 50 different statewide voter registration databases and still have them all accurate and not have duplicate data.

So they’re working with a number of states to essentially compare databases, cleanse them, and then working on other methods to make the overall input and maintenance of these databases more electronic than they are right now.

And they need a format to work with.  Currently I believe they’re using a common delimited format for a lot of their work right now and they actually need an export format to work with eventually so we figure this comes at a good time.  And so this is what we’re focusing on pretty much for the remainder of the summer.

And this slide here just kind of iterates what I’ve said already.  To do this properly we need to have schemas that have the right level of detail.  There’s still going to be some abstraction because names are used differently across the country, especially like names for precincts but we have to think about a number of relatively low level details, we have to really think about.

I know in some particular states their voter registration databases don’t allow hyphenated names for example so a variety of different little picky things like that that we need to worry about.

It’s going to require a lot of interaction with manufacturers in this particular area because they have a wealth of knowledge doing this as well as election officials.  And we haven’t talked to the EAC in any detail about this but the Standards Board has many state and local election officials who can help in this area.

The sorts of things we’d want to know would be in general are there aspects of voter registration databases in your state that you don’t like, how well are things working, if you were doing an update, what things would you change.  All this sort of information is necessary so we can come up with pretty much a good schema that is going to accommodate change down the road.
Okay, so that’s where we’re moving forward.  Any quick questions there before I turn the podium over to Ian?

Okay, well, thank you very much and let me introduce Ian Piper.

MR. PIPER:
Well, thank you very much for allowing me to speak with you here today.

As John mentioned, I’m Ian Piper.  I’m Director of Certification with Dominion Voting Systems.

The topic for today here is just to see what we can do towards defining the next steps in the common data format and what I’d like to do is for us to take a look at the draft use case that I put together for interoperability for the P1622 effort.

Over the years I’ve learned that interoperability has had different meanings for different stakeholders.  About ten years ago when P1622 was actually first formed, the idea of interoperability had to do with trying to define a uniform format for data for what John mentioned was the state rollups of the election results on election night.

But since then it has actually grown and expanded into meaning interoperability between VR databases and EMS systems, between the EMS systems, and also to go down to the level of being interoperable between vote captured devices between EMS systems so that you might actually mix and match between them.

Now to get there I think that it’s important for us to actually establish, I call it a comprehensive overview of interoperability and a framework for developing that into a common data format.

What I found is that in standards development that if you don’t have a big picture that identifies all the different buckets that things can go into, that sometimes a requirement, a specific requirement might get waylaid because it’s not part of the focus or scope of the area that you’re currently looking at and that you would want to understand what bucket it actually should get placed into so it can be captured and made into the standard later.

So within this framework what I’d like to do here is to explain what some of the implementation levels can be and I’ve done that by taking elements of a system and grouping them into these different levels.

This diagram here demonstrates who the actors are for this use case.  Each of the actual actors you see here are really components of the voting system itself and the arrows that you see there are the paths between them for data communications.

So in essence of each of these elements in order to break this down into a manner in which the IEEE might be able to come to some solutions in regards to common data formats, it would overwhelming for them to try and take on everything all at once, but to actually break this down, we can actually break these into levels that are perhaps maybe more attainable than others.  Sort of go for the low hanging fruit to begin with and then start working on the ones that may be more difficult to implement.

These are summaries of the levels of interoperability that I put together here.  The first one which I think is relatively easy to implement is something that’s already going on today.  You end up with VR database systems already transferring registered voter data systems out through imports or exports.

The GO political data is really just the base precincts into the districts for where the voters actually vote in.  The election definition data is the ballot information itself with the candidates and contests.  Blank ballot images are currently being produced today as PDFs or other forms of imaging so that those can be actually used for blank ballot distribution.

And then the election results data at the end of the night and to actually have a common data format for uploading that to the state election officials so that they can report on state results.

The second level has to do with ballot cast records and audit event logs.  This is more so for the actor of the audit management system because there’s more now a leaning towards having third parties try to do auditing of election results.

The other thing in level two that I put into there was the ballot definition data and that being the contest and the candidates but without specific ballot layout information and what I mean by that, we’ll get into in more detail a little bit later.
The third level gets into the actual machine ballot definition data and this would have all things with the specific ballot layouts, XY coordinates and things like that.
And then the fourth level gets down into the actual machine configuration for the vote captured devices themselves where you start now getting into the interoperability between opt scan systems and DREs and items like that.

So for level one as I’ve mentioned there, right now historically the data flows have been an external deep system, not internal, and the DMS and VR systems are using import/export functions in order to transfer data between themselves as well as of the state election systems.

E-poll books are also using VR data exports in order to get information from that and EMSs already do the exports of the blank ballots for the blank ballot distribution systems.

But right now each of those systems have actually got their own formats for doing these communications which makes it difficult to try to create a transmission of data unless you have some bridge or translator that manipulates the data into something that can be understood and imported into a different system.

So having a common data format is something that would allow this level of interoperability to exist and I think it should be easily feasible as well too with existing systems today.

This is sort of another picture here, a diagram that shows some level of detail in regards to the types of data that would be transferred between the systems.

One of the things that you take a look at the VRS to EMS system is things like the number of registered voters is something that comes out of the VRS into the election management systems in order to identify the quantity of ballots that a local election official might actually have to produce in order to have enough for the number of voters it could be turning out.
And the EMS systems also report voter turnout back to voter registration systems so that they can actually go ahead and produce reports on that level of information.

There are some places that actually use their voter registration system to define election contests and that information is actually transferred through to EMS systems for the ballot design and production.

I won’t bother getting into some of the other detail here on these items.  It’s something that if you have any questions on later we can talk about it then.

Now on the level two interoperability, this is something where an EMS can provide data to other systems such as the other actors like the audit management systems where they can get things like the audit event logs and system logs and items like that that they can also then transfer up the ballot cast records, and that they are also able to produce the election results to the audit management systems, something that is already incorporated within the level one interoperability but for audit management systems I thought I’d put that into this level as well too.

The other thing as well as getting out the ballot contest data, the blank ballot distribution systems.  Now previously in level one I talked about actual blank ballot images being used.  These are PDF files that are generated from the election management systems so really there’s no raw data there to be transferred, it’s just an image that would be attached in the data format.
But now if we get down into level two the idea being is that we get things like contests and candidates rolling out of the EMS system as raw data in order to be delivered to a blank ballot distribution system and from there the blank ballot distribution system can manipulate that data into formats to present to voters for vote capture, either printing and then mailing that ballot back in or actually having them mark it electronically and then sending that back somehow as well.

One of the things in talking with the EAC and others as well is that in addition to the common data format for audit logs which really just identifies what fields would be there of data for this transmission, it would also be beneficial to have a common lexicon for the actual audit logs.

I know that EAC has been trying to go through EMS system audit logs over the past year and trying to shall we say understand all the different entries that have been made into the audit logs.

If we actually had a common lexicon for this it might allow other systems besides those who are schooled in a certain systems audit log to be able to separate the weak from the chaf and zero in on those kinds of audit entries that are of importance to them for their analysis.

This diagram here also demonstrates what I did just talk about in the level two data.

On the level three interoperability, this is where we’re getting down into not just candidate and contest data but we’re also getting down into the elements that create a contest on the standard ballot, that being things that are into the candidate rotations for instance or into straight party races, into things like recall race associations as well too.

There’s a variety of different elements that are involved in generating a ballot and this data would be part of this level of interoperability.

Now it’s difficult to go ahead and say that every system out there would be able to deal with this whole level so what I did was to break this out into three different segments for the types of ballots that the blank ballot distribution systems would be able to output.

The first one is a non-scanable type of ballot.  In other words, it’s something that can get printed out, marked by a voter, but would then have to be manually translated to a scanable ballot to be scanned into an EMS system or it would have to be manually entered into the EMS system.
Segment B, there would be something that would actually get down into having all the vote positions, all the XY coordinates involved with candidate names and the actual voting ovals, or arrows, or targets being defined as well and all of the control marks, the timing marks, the ballot ID marks, or anything else like that that a vote capture device would need in order to understand what ballot it is looking at is.

And then Segment C was getting into the scanable ballot with required state formatting.  There are some states that have got certain formats for their ballots, be it the font size, the registration of the text on the page, be it the instructional information that actually goes on to the document, or even for that matter watermarks.

Now the one thing I wanted to make a clear note on though is that for any blank ballot distribution system it does have to have the ability to produce a ballot that meets the vote capture device ballot specifications.

You cannot go ahead and try to create a ballot that has a thin line for a voting position that has to require say a 600 DPI printer and try to produce the ballot with a 300 DPI printer.  You’re going to start getting extraneous marks getting picked up when you try to scan that ballot.

This diagram here somewhat identifies all of the different segments as well with some details in respect to the types of data that would be transferred between the EMS and the blank ballot distribution systems.

Now level four, this is something where it gets down into the actual base level of the EMS.  Now we’re getting inside of what I like to call the EMS bubble.  It’s where you now start talking about the machine configurations and the data gets downloaded to that.

Now at this level you could create memory devices for the vote capture devices of other EMSs however because of election integrity you do not want to have the ability of taking memory devices that were generated by one EMS and have them be up loadable to another EMS.

So within the data format itself, there would have to be restrictions on what memory cards were allowed to be up loaded to a specific EMS device.

And again, another overview diagram here, sort of demonstrating at a high level what the actual paths would be between these.

In conclusion, really what I’m trying to do here is just to define something that can break down the work that the P1622 is trying to do.  We’re not going to be able to take on everything all at once but if we’re able to go ahead and break this down into small sections then I think it’s something that’s more manageable.

And the idea of the different levels is really to sort of try to provide a focus on priorities to get to the low hanging fruit that might already be out there and be able to be implemented into existing systems down to the areas that might not be that easy to implement because the architectures of existing systems may not be able to handle that level of interoperability.

So items like the level four data or the level four interoperability might be destined more so for new systems in the future that could actually be designed to accommodate that level of data and to have it be internal.

This slide here was just basically talking about some of the details you’d need for both opt scans or DREs.

With that, that concludes it.  Any questions?

DR. GALLAGHER:     Comments or questions?

MR. JONES:
I have one.  This is Doug Jones.  You mentioned that need to restrict the use of data by one EMS that was created using a different EMS on election integrity constraints, but I was immediately thinking about the opposite problem and particularly in disaster recovery where you might want to use that information because you might want to go to the county door and borrow their EMS to recover because yours just got hit by a tornado.

MR. PIPER:
In that case you normally have backup systems, backup server systems in order to manage that kind of a failure.

MR. JONES:
But you comp that back up as part of the same system for the security --

MR. PIPER:
Correct, yes, because it would actually have the database, the election database on it.

MR. JONES:
Right.

MR. PIPER:
I guess the real key here is that you have an election database.  It programs a memory device or a vote capture device.

You don’t want to go ahead and have somebody take that memory card device from that county, take it to another county and have it somehow magically upload to that other county’s election database because that would obviously somewhat skew their results.

MR. JONES:
Well, yeah, and if it’s candidate 12 on ballot position five, that data loses its meaning when you disconnect it from the database that links candidate names with who they are.

MR. PIPER:
Correct.

MR. JONES:
Okay, I think I see what you’re saying.

MR. PIPER:
In essence it’s just sort of like something I wanted to capture here in this presentation.  It’s just that for certain things, granted the common data format will be very useful for being able to interoperated between vote capture devices but there needs to be some caution placed on to that as well when it gets down to creating that data format so that situations like that don’t occur, that only the EMS system, the programs, a memory device is the only EMS system that can actually go ahead and upload that back into itself.
MR. JENKINS:
Phil Jenkins, one more question.  Is the level one the target for the implementation for 2012 or is it a subset of level one?

MR. PIPER:
You know, I don’t know that I can answer that one.  I believe level one is definitely in there, whether it’s the whole thing, level one, two, three, and four -- John, did you have comments on that?

MR. WACK:     Let’s see, level four I can review.  Level four gets very picky.  I think we’re trying for levels, one, two, and three and as much of four as we can accomplish.

Four gets into let’s say implementation details.  I was talking a little bit earlier about for example state specific formatting and whether one would want to put all of that information into XML schemas or whether one might want to use some other approach that might be more flexibility ultimately such as separate templates.

I don’t know if I answered your question.

MR. JENKINS:
That answers it exactly.  That’s a good challenge.

DR. GALLAGHER:     Any questions or comments?

MALE SPEAKER:     I just have a comment.  Again, I’m very encouraged by this presentation.  This is the type of thing that will really help election administrators and I deeply appreciate the research and putting the minds together to come up with solutions because this is a recurring issue that just takes up a lot of time and effort.  Thanks.

MR. PIPER:
Thank you.

MR. MASTERSON:     Thank you for the presentation, Ian.

I’m curious as to what you view as the low hanging fruit.  I mean I see the levels or whatever.  I mean is level one considered the -- did you do the levels from lowest hanging to highest hanging.  That doesn’t sound good but you get the idea.
(LAUGHTER)


MR. PIPER:
Yeah, the intent was to look at levels of attainability and to go and try and see if it might capture or group together those elements of the system and the data transfers between them that we could get implemented today, well, not today but in the future.


MR. MASTERSON:     Today would be good.


MR. PIPER:
But with Legacy systems as well.  You know, when it comes down to say Segment 4, I think that’s something that’s more so slated for new systems down the road as opposed to existing ones.


MR. MASTERSON:     My follow-up is as a manufacturer, what is your incentive, what’s the benefit to you to create this kind of interoperability versus the world that we have now where we have to buy an entire system from you?


MR. PIPER:
Now that’s a very good point.

(LAUGHTER)


You know, I don’t know that I have an answer for that.  I guess vendors are making what the market demands and if the market is demanding interoperable systems to this degree then vendors will actually cater to that market.


MR. MASTERSON:     Do you foresee a world, and maybe you don’t, where certain vendors focus on certain portions because of the ability for interoperability?

For instance one vendor or a couple of vendors preferably, or five vendors get really good at EMS versus opt scanning, versus DRE, you know, whatever, and then they can work together in that way.  Do you see that as good, bad, neither from your perspective as a businessman?


MR. PIPER:
It all depends.  I mean most local election officials do like to deal with one person so that there is no real finger pointing happening between them if something does happen but also from the other aspect we’ve got the certifications and right now it’s all end-to-end certifications.

Now granted with interoperability and common data formats that end-to-end certification might actually dissolve to become just component certifications so that could open up things that way as well.


MR. MASTERSON:     Thank you for the segue.  I guess the question is to Brain Hancock and that is, is the EAC looking at component certification as this common data format is being developed?  You’re welcome.

(LAUGHTER)


MR. HANCOCK:
Matt, I guess the answer to that would be we’re waiting to see what the common data format is going to look like and then we’ll see if we can work a certification program around that.  I mean it looks very promising is what I’ll say.

MR. MASTERSON:     Thank you.
COMMISSIONER DAVIDSON:
This is Donetta.  I have a question and it may go back to John or the election officials may even be able to answer it, and Ian you may have the answer yourself.

With the blank ballot for UOCAVA being addressed first, can’t that really be related also to your absentees because you track your absentees and giving information to the voters as many states are, as well your overseas and military, so is that a leap of faith that we can accomplish both?

MALE SPEAKER:     Donetta, are you saying that the efficiencies that you find with providing a black ballot via where someone can go online and pull down their ballot, is that what you’re referring to in using the blank ballot?

COMMISSIONER DAVIDSON:
Well, what I was really referring to, you’ve got it built for the blank ballot and then tracking the military on the ballots and many of the states are not only using the tracking of giving voters information about tracking their ballot for overseas, they’re also doing it for their absentee.

So with that being built in I just wondered if you couldn’t use it for your absentee also besides somebody pulling down possibly the blank ballot.  I just wondered if it could be utilized in both areas.

MS. PURCELL:
Helen Purcell.  I think that Commissioner Davidson, that that might depend on the size of your absentee world that you’re talking about.  For instance in my county over 900,000 people automatically get a ballot for whatever election they can vote in.

And so we track those now as we track our UOCAVA voters as well so I don’t see using the blank ballot format as being able to track that any differently.  We’ve already got those people.

Yes, we have additional people who will request an early ballot, but I guess I’m missing what you’re wanting us to do with that other then the tracking that we’re doing at the present time.

COMMISSIONER DAVIDSON:
I guess I was just looking at the low hanging fruit.  If you could use it, blank ballots, can you, I’m just asking can, I’m not saying I want you to.  I just wondered if it was a possibility.  I guess that’s where I was coming from.
MR. WACK:     John Wack here, if I could comment.  I think fundamentally there would be no difference with the situation for UOCAVA.  I think FVAP wanted to do what they can to help people to vote and make it more convenient so they’re assuming that someone will download a ballot and print it out.

Now that printed ballot may not be directly scanable so someone may have to after the fact type that in to a scanable ballot or enter that manually.

So those sorts of issues, I’m not sure how those would play if this were used directly for absentee voting elsewhere in the U.S. but fundamentally though, you know, I think we’ve done the work for that at least as regards to the XML end of it.

MR. MERRIMAN:
Don Merriman, Saline County, Kansas.  I think that’s a great idea Commissioner.  I can see that working at least for smaller -- I have 36,000 registered.

(LAUGHTER)

I do not have 900,000 in multiple counties in the state.  But at any rate I could see that working and working well.

MALE SPEAKER:     One of the concerns though is that if all absentee voters are using the process where you pull down the ballot and it’s not a marked (unintelligible) ballot for example, instead of having a limited population of UOCAVA voters where you might have to recreate the ballot, you could have thousands and I can tell you that the election folks and the canvassing boards in counties in Virginia would simply have a meltdown of those sort of numbers.


COMMISSIONER DAVIDSON:
Yes, and I agree with that totally.  I guess I was only thinking about the format.  I wasn’t thinking about letting everybody pull down a blank ballot.

I was thinking about the format itself because you’ve got the format that’s used one place, can you utilize it in another because then you’re tracking your absentees and your UOCAVA, you know.  I don’t know, I haven’t dealt in that for years so I’m missing some of that information obviously.


MALE SPEAKER:     Well, I think there’s work arounds too.  I mean it may mean more of a controlled environment other than your home where you pull down the ballot but somewhere where you can get for example a marked (unintelligible) ballot, something that you would then mail back and it would be able to go through a tabulator without the extra expense and now obviously they have printers that can take -- if you use a piece of paper that is scanable, it will automatically create a marked sense ballot for the election official so they don’t have to recreate it themselves.  They basically scan it.

It will create a marked sense ballot with the choices that the person voted and so it eliminates that long laborious recreation of a ballot and that process would be simply the process of canvassing and processing absentee ballots that take placed right now.


So you can see where this could work with technology to decrease the cost of absentee balloting.


COMMISSIONER DAVIDSON:
Yeah, I just was talking about the common data format part of it, not allowing anybody else to download ballots or anything like that.  I was just talking about the common data format part of it.  So I’m sorry for the confusion there.


MALE SPEAKER:     There were hints of it in your presentation but I’m interested in yours and others thoughts on the impact that a common data format could have on auditing during election reviews, you know, security checks that way as far as the ability to perhaps hookup some sort of third party monitor device or whatever and the impact that a data format has on that compared to where we are right now.  And I’m probably stepping outside of my range of knowledge, (unintelligible) words around, you know.

MR. PIPER:
The common data format is meant to facilitate things like that so granted when it comes to items that are standard, like you might say the election night results or the ballot cast records that would be one thing.  You know, those would be items that you could actually send out to an audit management system to take a look at and third parties could review that.


But in regards to the audit logs themselves, until you get a lexicon that is actually got an even playing field on it then trying to have audit management systems look at the plethora of audit log entries that DMS systems and other systems have today they’re going to sit there spinning their wheels trying to find what they’re looking for.


So until you can actually create a common language for the actual audit log entries I don’t how efficient that’s going to be.  It would be efficient to be able to get that out to them now with the common data format but the actual content is still going to be like Greek to them.


MR. WAGNER:
Dave Wagner.  Matt, I think you’ve raised a great point.  I’ll share my perspective on that.  I see maybe three pieces that are helpful to doing analysis of audit logs or event logs.


One is you’ve got to collect the data from all the voting machines or whatever is producing audit logs.  Second is that needs to be in a format that your audit analysis, software can handle.

And I guess that’s kind of two subparts, one of those is, is that format an open format or is it proprietary format, and is it a common format or something that’s different for every election system.


And so I think the common data format could help with the latter ones.  It could provide a common format so you write an audit analysis tool once and it could potentially work for multiple voting systems if you’re lucky.


MR. PIPER:
That’s not really the intent of the common data format.  It’s just meant to be a vehicle to transfer data through as opposed to saying what the content of the data is meant to be, at least to most degrees.


But what I’m thinking of is that some group like the EAC or others and manufacturers could get together to develop audit log entries that could become a common language so that audit management systems might actually be able to assess something with relative ease as opposed to relative pain.

MALE SPEAKER:     Okay.  And I suspect one remaining issue that I personally would not expect the common data format to help with is the collection.


So for instance at Berkley some of the folks (unintelligible) have been doing work in a tool for analyzing ES&S ivotronic audit logs and those are particularly convenient because the system automatically collects the audit logs from the complex flashcards on every ivotronic terminal and that’s available centrally so you have the data for analysis.  It’s also convenient because it’s a non-proprietary format.


We had built a tool for analyzing those logs but if you wanted to use it for analyzing the logs from any other voting system on the market, good luck.  That would be a lot of work to do.


MR. PIPER:
Anything further?


DR. GALLAGHER:     Ian, thank you very much.


MR. PIPER:
Thank you.


DR. GALLAGHER:     Enjoyed the presentation very much.


MS. COLLINS:
So thank you very much.

We’re running a good half hour ahead of time and we’re at a point where we have two things I think left on the agenda.

First of all let me say we received no public comments and it’s too late for anybody to submit public comments so that part of the agenda is done.


TGDC members certainly are free to propose resolutions.

And then we have the dangling item from this morning which will probably continue to dangle, but that’s the impact of the budget on what we’re going to do.


I’m also told that the bus has been called for five o’clock and I’m wondering if getting it to come at 4:30 p.m. might make better sense or even 4:15 p.m.


DR. GALLAGHER:     As enjoyable as NIST is as a place to wait, I’m sure everyone would appreciate a bus that’s ready when we’re done.

(LAUGHTER)


I did hear this morning at least some interest in looking at this impact between our planning for VVSG, whether it’s 1.1 or 2.0, and various scenarios because that’s all we’re dealing with in terms of impact on budget and I thought this is probably as good a point in the agenda for that discussion to take place.


I wanted to make an editorial comment tying it to the last two presentations which I found very interesting.  One of the things I suspect we have not exploited as much as we can is to rely on industry developed standards and practices as much as possible and that’s really what we heard here in terms of looking whether it’s OASIS or IEEE or some other standards developing organization.

But we heard this in earlier discussions as well, in some cases in the context of quality management standards, ISO standards, or whether we’re looking at possible coding, Best Practices, and standards and things of that type.


And the reason I raise it to your attention is that that does not have to be a completely hands off passive relationship.  In fact I believe that our guidance should in fact take in the context the full set of practices that exist in the industry anyway and so I think it’s perfectly with our purview to look at those and in fact in many cases to drive them.


I think that this body working through the EAC can comment on needed industry developed standards, and by the way not just standards but it can include the full range of conformity assessment vehicles that can try to promote and drive those standards into practice within the community, within the industries that we’re talking about.

And I believe that’s why Congress asked for a standards development organizations to be explicitly represented on the TGDC so it would be a (unintelligible) that represents ANC and our IEEE positions currently vacant.


And so I think one of the things we’ll talk about in terms of budget impacts is how less funding can basically mean less activity and stretch things out.

What I’d like to suggest is your own toolbox is actually much richer then that and one of the things we should consider is it may drive us to behave in a different way and in fact leverage and try to drive private sector activity through standards organizations in ways that could continue to provide a standards framework that’s responsive to what the community needs and in fact where we can still use these forms when we’re driving that.

So I’d welcome sort of an open discussion on your thoughts on budget but I did want to sort of comment that I think our own repertoire of tricks is actually bigger than simply what we produce narrowly within the VVSG.  I think it can be fairly broad.

MS. COLLINS:
Certainly we here at NIST have been considering that and we’d love to work with the TGDC to identify other areas, you know, where it’s a relatively limited scope where we might be able to work with a private sector SDO.

I think this time around with IEEE has worked really, really well and the engagement, the very positive collaboration with OASIS is a great model so if we can figure out some other ways to do that.

And then I just want to talk a little bit about what we thought possibly the impacts of the budget might be.  First of all the deadlines that we gave you on VVSG 1.1 from a NIST perspective are being done this fiscal year so our intent is to have a VVSG 1.1 document to the Commission by the beginning of October.  After that all the deadlines we gave you are subject to availability of commissioners, having a quorum, having funding.

So obviously if NIST is cut to half funding and EAC is badly cut, that clearly will have an impact not only on the support for the VVSG but also for the research and you heard some of the ideas so just be aware that all of that necessarily slows down or requires creative new ways of attacking the standards problem.

The research is a different kettle of fish but I welcome the idea of thinking about other ways that we could chunk some of the standards perhaps and work more with the private sector.
DR. GALLAGHER:     The other comment I’ll make regarding using private sector standards organizations is it is a different way of decision making.  They use an explicit consensus driven process that brings a community of practice including manufacturers explicitly into it.

And the other key aspect is it’s international and so the standards developed through those venues in fact can have a range of applicability that’s quite broad and that’s an advantage.  So those are other things to keep in mind as we look at this.

MR. MASTERSON:     So I have a variety of thoughts that will likely get me in trouble so this should be fun.  It never stopped me before.  You can ask my mom.

So first of all, and I think this is probably an election official way of thinking that I’ve slowly picked up at the state level now and that is I think we should assume worse case scenario as far as funding.

We don’t know how much you all are going to get, no one can predict but we should assume likely that’s it’s not going to be nearly as much as you want or perhaps needs.

With that said I think our approach should likely be identifying those areas of priority and those areas of impact and then looking one, at what we were just talking about, whether there are areas that we can use non-governmental whatever entities and whatnot but also where we can help the most.

The best example I can think of, I think we all identify or you all identify before I was here, the UOCAVA work in the development of the requirements for the testable requirements as the number one priority, one, because there’s a congressional mandate and two because as election officials I think we want it.

And so the question becomes how can we keep the level of effort at as a high level as we’d had if not higher and I thought about Andrew Regenscheid working 24 hours days which I thinks seems reasonable but he’s probably not that excited about it.
(LAUGHTER)


And so one of the suggestions I have particularly in that area having seen how the pilot working group worked at the EAC, is those of us on the TGDC that can and are willing to step up and actually do some requirements development work.


Typically the way the TGDC has worked is the NIST folks submit requirements to us, we vet them, offer some comments, you know, kind of nitpick them apart and that’s how it works.


At the pilot requirements level through human effort of the EAC staff as well folks wrote requirements and submitted them to the group in that way and I know none of us have time, no one has the energy but if it’s important to us we find time and we find energy.


And so that’s one of the suggestions I have is that TGDC members, particularly with UOCAVA work, take on some of the work effort that needs to be done to get there.


There’s stuff out there, there’s requirements out there that we can use and we just work a little harder which I think is a typical election official’s solution to most things, is just work a little harder.  So that’s one of my suggestions.


That’s a resounding yes.

(LAUGHTER)


DR. GALLAGHER:     So we all agree that you should work harder, Matt.

(LAUGHTER)


MR. MASTERSON:     Done.


DR. GALLAGHER:     Any other discussion?


MALE SPEAKER:      The only other thing I guess I’d throw out is levering the checklist program as well.  I know that’s something the EAC and NIST have already leveraged.  I don’t know if there are other areas that can be leveraged.


The value to the EAC program in that area has been great.  That’s another thought or at least using that model.  I don’t know how much that helps.


MR. JONES:
So this morning there was a comment that VVSG 1.1 looked like it was suffering from submission creep and it was growing more and more ambitious as it gets more and more delayed, and there was a concern asked whether this submission creep and expansion of requirements could lead it to be something where certification of existing systems might not be possible or practical.


And I think that’s a very real thing to be worried about and I’m curious is any of the vendors represented here have any comments on this issue because I think their input could be quite valuable in understanding whether we might be shooting ourselves in the feet with VVSG 1.1.


MS. COLLINS:
Unfortunately the TGDC vendor member is in Texas right now.  Ed, you’re not still on the line are you?


I think that’s a reasonable question to ask them.  We at NIST have been trying very hard to keep the scope being simply back porting things from 2.0 that now make better sense then they did a while ago but I think you’re right, engaging manufacturers and making sure that we’re not doing something that will give them real heartburn is something we need to know about.


Ian, are you in a position to speak?


MR. PIPER:
Sure.  When it comes down to things like the scope that you’re referring to affecting Legacy systems, some of those things have already happened, things like the 2005 have already somewhat excluded older Legacy systems from being certified to that standard just from the simple fact that those systems just don’t have the architecture or the capacity to handle things like some of the digital signing requirements, encryption, algorithms, and things like that.


So there’s elements right now just within the 2005 version 1 that preclude the actual recertification to that level for the whole system for some of those Legacy components but really what I think the manufacturing community would like to see is just really a static standard, one that doesn’t continually change so that there would a target and a solid goal to reach towards already where Dominion is actually look at the 2.0 and been designing their systems towards what have been tangible within the 2.0.

There are still issues within the 2.0 that are unknown at this point.  One of the things that was being mentioned was the OEVT.  I’m not quite sure where that’s going or the costs that might be involved in trying to test to it.


MS. GOLDEN:
Diane Golden.  At the risk of really kind of throwing a bucket of cold water on everything at the end of the day, there’s been a lot of discussion in the disability community about asking to stay with 1.0 in terms of the accessibility.


The interpretations have been so off and there are so many things about 1.1 that actually increase ambiguity rather then reduce it, et cetera, et cetera, that we have concerns and the community has kind of been talking about it along the way.


If we’re going to do a move forward we want it to be truly a move forward that everybody agrees is a move forward and there’s a lot of discussion out there about whether or not we actually accomplish that with what’s in 1.1.


So I don’t know.  I mean I share the concern about just the timing and the movement.  If you’re going to do another standard it would be really nice for the next standard to get it right quite frankly and I don’t mean that what’s there is wrong or anything else.

There is just so much ambiguity and misinterpretation that until we get all that cleaned up, I don’t know, do we gain much by -- I don’t know, I have mixed feelings.

MALE SPEAKER:     I think I want to respond to that comment in that your community is going to do what they need to do.  I can appreciate that.


To stick with a standard that perhaps doesn’t address all of your concerns, and we haven’t seen the new version yet to know that perhaps some of those are addressed, certainly accessibility, disability groups commented on 1.1. and we haven’t seen the results of those comments yet, but to stick to a standard that in other areas is inferior just because it doesn’t address your concerns in those areas, it seems counterproductive to the overall mission.


MS. GOLDEN:
Diane again.  No, the other changes not at all. but all of 2.0, you know, probably most of the significant changes or at least a lot of them were back porting all of the 2.0 into 1.1 in terms of the usability, accessibility and I think that’s because the general thinking was that improves significantly and substantially.

And in some areas it does clarify and there are some additional specificity that’s helpful but in other places it almost increases the ambiguity, it increases the potential for misinterpretation so no, not suggesting the other areas, but like I said, there has just been discussion about particularly the accessibility pieces.


You know, the discussions we’ve been in lately, the whole structure of that section, and I don’t think this is news, is not good.

The way that it’s organized by blind and low vision is not a good idea because it conveys that these features only are for these people and that’s just not true, you know, that’s not accurate.  Those features can be used by all kinds of different functional limitations, not just by that group of “people”.


So if there’s going to be a do over, the do over could be so much better so I don’t know, we’re kind of in that place of what do we gain, what do lose.


MALE SPEAKER:     So if I am understanding your suggestion, your suggestion is for 1.1 that the EAC adopt the improvements to the other areas but leave Chapter 3 basically alone.


MS. GOLDEN:
I’m just saying that those discussions have occurred definitely and so I appreciate the other concerns about the timing and the creep and everything else because we have concerns with that section too.


DR. GALLAGHER:     Diane, let me ask a question.  So one of the things I heard Doug ask was basically in anticipation of the manufacturer response to what will now be the new 1.1, maybe we should be calling it 1.2 now, and I think I’m hearing you say the same thing, what will be the community reaction when this comes out.
So I think at the formal level as I see it this gets captured through the public comment that will follow.

I think what I might be hearing is should we be doing any intelligence gathering on our own prior to that formal step and I don’t see any reason why this group can’t informally be talking to manufacturers and be trying to gather what we believe -- now one thing that we’ll need I think as we move closer is what will be in the 1.1 that’s going up.

But it may very well be we should think about how do we have that discussion where that one gets finalized and then use this group to try to at least anticipate where we think some of the comments might be going and how we would use information like that.

I haven’t thought about that, you know, I guess thinking we’d be capturing it only from the public comment point.  Brian.


MR. HANCOCK:
This is Brian Hancock.  I hear what everyone is saying.

First of all the things that we’re back porting and we heard about a lot of those things, those have already been approved by the TGDC.  That stuff in 2.0 has been looked and approved by the TGDC.  It’s been out for 120 day public comment and we’ve incorporated a lot of those comments already into 1.1 and as we heard there will another public comment period before that.

So I can’t emphasize enough the importance of not bringing those things up now but bringing them up during the public comment periods so they are on the record and so we can make those changes.


I certainly also hear the manufacturing community when they say that this will be an issue for Legacy systems and I can appreciate that.  We’ve been dealing with that for quite some time but the fact remains that we have Legacy systems that still cannot meet the 2002 voting system standards that the FEC published.


In addition, by the time 1.1 gets published it will probably be about seven years or so since the 2005 so I don’t necessarily see seven years as a constantly moving target but I think everything that we’re requesting is needed, really needed, and we’ve seen it in real life in our current certification program.


COMMISSIONER DAVIDSON:
You know, I’d like to add one more thing and I may be completely wrong but I’ve been involved with this group for a long time, but Diane before you got here I believe that was a request by the TGDC to have the section separate so people would know they were meeting all of them.


MS. GOLDEN:
It’s not the separate part, it’s the fact that they are chunked under disability headers.  You know, this set of standard is for blind people and these standards are for low vision people.

It’s organized that way which, you know, from the beginning has created that impression that these features are for those people which, you know, access features are used by all kinds of people, functional limitations are not or “disabled” are not, so it’s that’s structure that leads to sometimes misinterpretations.


The classic example is that synchronized audio, whatever thing which is under low vision.  Well, quite frankly the most commonly used disability that would use that are dyslexia, learning disabilities, whatever you want to call them not low vision people and yet there it sits under low vision as if that’s the only group that it’s appropriate.  So structurally it just leads to some misinterpretations.


MALE SPEAKER:     I guess the question on that and I can promise it’s out of ignorance, and that is whether it’s in that section or not, the fact is the voting system can still do it.

It’s not like a poll worker says oh, I’m sorry, you’re not low vision instead you have dyslexia.  As a matter of fact they are not even going to know that, right, assuming the system is even set up but that’s a whole other question.


So why does it matter?  Why does what you’re saying matter?


MS. GOLDEN:
Because people have misinterpreted the standards that way.  The one on distinguishable -- I can’t even come up with it, by shape, color, I can’t even remember what the standard was and I think it was placed under low vision also, and so the idea was, well, that’s for low vision people.

So if the keypads don’t do -- but they are for “blind people” then it’s okay that they don’t meet that standard and that was a misinterpretation because those keys are not just for low vision people, that coding, that discernible by shape, color, I can’t even remember what it was, is for a whole lot of different people.

So just because that keypad on the machine is labeled for blind people, the idea that it shouldn’t conform to that requirement isn’t an accurate interpretation and that’s where you get into trouble with them being organized that way.  People just make assumptions erroneously.

COMMISSIONER DAVIDSON:
Then what we’ve done from the very beginning is set up the whole system wrong because we’ve got a security section, you know.


MS. GOLDEN:
Again, it’s not the accessibility section, that’s fine.  It’s underneath that, the fact that it uses blind, dexterity, those headers.  Accessibility is accessibility and all those accessibility features should just be there, not pigeonholed into a disability category.


MR. JENKINS:
Phil Jenkins.  There might be an opportunity here just to accept that comment and then let NIST just add some other additional disabilities that benefit from those requirements and just be a simple editorial change.


FEMALE SPEAKER:
(Off microphone, unintelligible).


MR. JENKINS:
Well, I think there is a way to explain this and be clear.


DR. GALLAGHER:     It is noted.  Any other open discussion?  Yes, Helen.


MS. PURCELL:
Helen Purcell.  If I could go back to some of the comments that Matt made earlier about the members of TDGC.


If there are things that we can do that we can offer either from our members or possibly our members staff --

(LAUGHTER)


Not looking at anyone in particular in the room but if there are things that we can offer that would offset whatever we might be running into as far as budget limitations and so forth, I think we should certainly do that.


COMMISSIONER DAVIDSON:
And I would say from the EAC, speaking of that offer, we definitely appreciate it because obviously moving forward to develop the technical guidelines is very important in UOCAVA work also as you’ve heard me speak before.

So definitely I appreciate everybody’s work that they’ve done in the past and I know that a lot of you have done a lot, and your staff has done a lot, and even some of your interns or students have done a lot.  So I appreciate that and definitely in the future I know that the EAC appreciates the work that’s going into it.


DR. GALLAGHER:     Any other comments?  Well, not seeing any other comments and with a bus that’s what, maybe 20 minutes away?


MS. COLLINS:
The bus is scheduled to be here about 4:30 p.m.


DR. GALLAGHER:     Okay.  Well, if there are no further comments I see no reason to hold you in your seats that long so if there is no objection we will adjourn for today.

(Meeting Adjourned)

(END OF AUDIO CD FOR DAY ONE)
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