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A Transfer Standard for Measuring Photoreceiver
Frequency Response

Paul D. Hale, C. M. Wang, Rin Park, and Wai Yuen Lau

Abstract— We have developed a photoreceiver frequency re-
sponse transfer standard which can be used to measure the optical
modulation transfer function of a modulated optical source. It
combines a photodiode with an RF power sensor or an amplified
receiver with an RF power sensor. It is calibrated with an
expanded uncertainty of 0.06 dB (coverage factor = 2) using a
beterodyne technique at 1.319 um. We present a theory which
allows use of the transfer standard with arbitrary source modu-
Jation depth. The calibration is transferred to a SDH/SONET test
equipment manufscturer giving 2 final uncertainty well below
the 0.3 dB uncertainty specified by ITU-TS (formerly CCITT)
recommendation G.957. The transfer standard may have other
" applications including calibration of CATYV test equipment, light-
wave component analyzers, and lightwave spectrum analyzers.

I. INTRODUCTION

NCREASED commercial availability of optoelectronic de-

vices and test equipment requires the availability of ac-
curate low-cost optoelectronic frequency response calibra-
tions which are traceable to national standards. Examples of
this need are the SDH/SONET (synchronous digital hierar-
chy/synchronous optical network) standard test receiver, which
‘is specified [2] as having a fourth-order Bessel-Thompson
filter response with tolerances [3], [4] as low as +£0.3 dB or
instrumentation for CATV which has comparable tolerances.
Until recently, uncertainties this low were not possible [5], [6].
Transfer standard receivers which are calibrated by a standards
laboratory must have uncertainties which are ar least a factor
of 4 smaller.

In the past, photoreceiver frequency response measurements
"have had high uncertainties for two reasons: inaccurate knowl-
edge of the optical stimulus and large uncertainties in the
microwave power calibration. With careful attention to system
performance, uncertainties around 0.12 dB to 0.45 dB can be
achieved [5]. This accuracy is not adequate to support the
+0.3 dB SDH/SONET tolerance specifications with adequate
confidence.

In a well-designed heterodyne

measurement gystem the
uncertainty in optical stimulus can be reduced to +0.0023
iB (10). Typical RF power sensor calibration uncertainties
are about a factor of 15 or 20 higher (for 10). Uncertainties
““ue to mismatch can be 0.1 dB or higher. Mismatch errors
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can be corrected, but it is unclear that the uncertainty in
the corrections is low enough to give adequately improved
uncertainty. If the uncertainty due to RF calibration and
impedance mismatch could be eliminated, the overall optoelec-
tronic response uncertainty could be significantly reduced. In
this work we describe a method for calibrating a photoreceiver
frequency response transfer standard with the low inherent
uncertainty of the NIST Nd:YAG heterodyne "system. This
is achieved by combining a photoreceiver with a microwave
power sensor and calibrating the response of the combined
unit, eliminating RF calibration and mismatch uncertainties.
The theory for measuring an unknown device against the
transfer standard is also derived. This transfer standard is then
used to calibrate the optical modulation transfer function of
a customers test system while maintaining a low uncertainty.
Uncenainty in the customers measurement is further reduced
when the device under test combines an optical-to-electrical
converter and a power measurement device. This is the case for
the system for calibrating lightwave communications analyzers
which is described.

Special examples of two transfer standards will be used
throughout this work. These transfer standards were chosen
as representative of the types of photoreceivers which would
be used in the factory for testing SDH/SONET, CATV, and
lightwave component analyzer frequency response. The first
is a dc-coupled photodiode combined with a 3 dB attenuator
and a diode-based microwave power sensor. The photodiode
is equipped with a bias current monitor circuit (monitored
externally), has about 0.7 A/W responsivity at dc, and has
a 20 GHz nominal optical bandwidth. The second example
is a packaged photodiode with a dc-coupled transimpedance
amplifier. This device does not give external access to the
photocurrent. It has a conversion factor of about 700 V/W at
dc and 1 GHz optical bandwidth. The receiver is combined
with a thermocouple-based microwave power sensor.

II. Nd:YAG HETERODYNE MEASUREMENT SYSTEM

NIST uses a Nd: YAG heterodyne system for measuring
scalar frequency response because the excitation of the de-
tector can be calculated from first principles. All systcm
calibrations required are well understood and independent
of the frequency response measurement. A schematic of the
heterodyne system is shown in Fig. 1. The system uses two
commercially available single-mode monolithic-ring Nd : YAG
lasers operating at 1.319 um. The frequency of each laser
can be tuned thermally to give beat frequencies from several
tens of kilohertz to greater than 50 GHz; the beats have a
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Fig. 1. NIST Nd:YAG Wwe ‘system. Labeled components are beam
splitter (BS), mirror (M), isolator (T), lens (L), single-mode fiber (F), large
area detector (D), and integrating amplifier (f).

short-term bandwidth of less than 3 kHz. The beat frequency
is measured with a microwave counter. As the frequency is
scanned, data are acquired automatically. The resolution of the
system is limited by the scan rate, the frequency jitter, and the
time constants of the data acquisition equipment. At present,
the highest resolution achievable is about 200 kHz, although
resolution may be considerably worse when the frequency is
swept quickly (for example, when a much larger data spacing
is desired).

The repeatability is greatly degraded when crossing through
dc because of the frequency jitter of the lasers, the relatively
slow response of the power meter, and steep 100 kHz cutoff
of the power sensor. As the frequency is swept through dc, the
RF power drops to 0 and the power meter cannot track this
drop even if the sweep speed is greatly reduced. The lowest
frequéncy where good repeatability is achieved is around
200 kHz when a sensor with 100 kHz cutoff is used. Also,
when the frequency passes through dc, the dc photocurrent
is indeterminate because the phase relationship between the
two lasers is arbittary and the frequency’ drift is small (but
significant) over one time constant of the equipment. This
problem has recently been overcome using a phase-locked loop
technique and will be described in a later paper. Repeatability
is not a problem near the cutoff of a 50 MHz cutoff power
sensor,

The lasers are power stabilized so that nearly equal power
from each laser is delivered to the DUT (device under test).
The combined laser beams pass through polarizing isolators
so that the signal from each laser is in the same polarization
state when it reaches the DUT; this ensures nearly 100%
modulation depth and eliminates instabilities due to feedback.
Effects of fiber or other component birefringence after the

isolators are insighificant. The total optical power incident on
the photoreceiver is

Puotat(t) = (Po1 + Poz) + 2v/PorPop cos (2nft) (1)

where FPo; and Poy are the optical powers delivered to the
photoreceiver from the lasers, f is the difference frequency
between the two lasers, and ¢ is time.
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III. PHOTODIODE WITH ACCESS TO BIAS MONITOR
The photocurrent generated by the photodiode is given by

ip(f,t) = (Po1 + Po2)R(0) + 2v/ Po1 Poz R(f)
- cos (27 ft + ¢(f))

where R(f) is the responsivity of the detector (in A/W) at
frequency f and ¢(f) accounts for phase delay in the photodi-
ode, transmission line, and connectors. For the purposes of this
paper phase will be neglected. The first term on the right side is
the dc photocurrent, which flows through the bias supply, and
the second term is the RF photocurrent which flows through
the RF load (the microwave power sensor) through a dc
blocking capacitor. The mean squared photocurrent generated
by the photodiode is

(i2(£)) =(Po1 + Po2)*R*(0) + 2Po1 Po2 R*(f)
= (i) + (¢&p)- 3

¥ Pa] is nearly cqual to Fuz, then 2(P01P()2) is, to first
order, equal to 0.5(Po) + Pog)?. The normalized frequency
response, R2, which is defined as R%(f)/R2(0), can then be
found by taking the ratio of the RF power to the dc electrical
power delivered to a load Rp,

2Por _ (Be)Ry
(i3 Rr  0.5{(i3 )R
- 2(P01P02)R2(f)RL
0.5(Po1 + Poz)?R2(0)R;,
RO
R2(0)
=R3(f).

)

PRy is a function of frequency. It includes comections for
sensor calibration factor and mismatch, and is the power that
would be delivered to an ideal load Rz [7]. Our measurements
were made with transmission lines and loads with characteris-
tic impedance of 50 £2; however, these equations also apply to
measurements with 752 systems. The normalized frequency
response may be quoted in decibels as 20log [R(f)]. The
electrical bandwidth of the device is where 20log [R(f)) falls
by 3 dB from the low frequency level [3].

In an ideal measurement (i2) is constant, but in any
real measurement system it may vary because of changing
optical power coupled to the photodiode. Using the normalized
response simplifies the measurement because only the total
photocurrent in the DUT need be monitored instead of the
power coupled to the detector from cach laser. The ratio in (4)
is insensitive to optical power variations. Accuracy is increased
by reducing the effect of power variations due to Fresnel
refiections at poorly terminated fiber ends (including the ends
of couplers which are used as power monitors and connector-
to-connector interfaces). The absolute RF responsivity is cal-
culated by multiplying the normalized frequency response by
the square of the dc responsivity which is measured separately.
Because most fast commercial photodetector packages are
pigtailed and connectorized, the uncertainty of the absolute
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responsivity includes the uncertainty of the fiber connector
insertion loss. Variations in connector insertion loss may be
high and can contribute to significant uncertainties in the
ibsolute response [8], [9]. A correction must be made for these
variations to attain the desired uncertainty. This problem will
be discussed further in the section on uncertainty analysis for
the amplified photoreceiver, below.

IV. PHOTORECEIVER WITH NO ACCESS TO BIAS MONITOR

For some applications it is desirable to know the absolute
voltage response of the photoreceiver. An amplified photore-
ceiver commonly requires this type of characterization. For
a photoreceiver without a bias current monitor, the system
in Fig. 1 includes a 10 dB (nominal) optical coupler which
monitors the total power from the lasers during a frequency
scan. The power incident on the DUT is inferred from the
coupler monitor port. The voltage which the receiver delivers
to a load RL is given by

Vo(fit) = (Po1 + Po2)G(0) + 2\/Po1pqu(f)

- cos (2 ft) &)

where G(f) is the amplified response of the detectér (in V/W)
at frequency f. The first term on the right side is the average
dc signal, and the second term is the RF signal: The voltage
response is found in a similar manner to (3) and (4) and is

2R P
G ="

avg

©®

where P,z = Po1 + Poq is the average (dc) optical power
incident on the detector and Pgrr is the electrical power
delivered to a load Ry (the power sensor). This ratio is
insensitive to small changes in power from either laser because
the powers from the two lasers are nearly equal. If the voltage
response is measured in dB (1 V/W), R, = 502, RF power in
dB (1 mW), and the average optical power is in dB (1 mW),
{6) can be written as [2]

20 IOg (G(f)) =350+ RF — 2pa.vg
where p denotes a power measured in dB (1 mW)

)

V. APPLICATION OF FORMALISM 'ro »
ARBITRARY MODULATION DEPTH

Signals which de not have 100% modulation depth are
commonly nsed in aptoelectronic test equipment. An arbitrary
modulation depth can be synthesized by varying one or both of
the laser powers in the heterodyne system and can be modeled
using the same formalism as above. The resulting equations
are applicable to any source with an arbitrary modulation
depth, such as a laser with direct or external modulation.
A notationally simple way to change the model is to let
Poy = aPp and Pos = (1 — a)Po. Then the total optical
signal incident on the photodiode is

Priotai(t) = Po + 2Pove{l — a)cos (2nft).  (8)

The average optical power is then Pp and the absolute
modulation depth is 4Po[a(l — @)]*/?, or, in fractional units
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the fractional modulation depth Mo is

T Ton _pali-a) ®
(o}

where Ppay and Py, are the maximum and minimum optical
powers incident on the receiver. The mean squared currents
in the photodiode are

Mo =

(ige) = PSR*(0) (10)
and
(tk) = 2P50(1 - @) R*(w) an
so the ratio of the powers is
2Pgr — Ar2p2
g - Mo (f)- (12)

Hence, the modulation depth of an arbitrary source can be
measured with a detector of known normalized response.

In the case of the amplified receiver, the modulation depth of
an unknown source can be found in terms of the measured RF
power, average optical power, and known voltage frequency
response as

2Ry Prr
M2 = = 13
°=Gupnrz, a3
V1. CALIBRATION TRANSFER
USING RATIO OF MEASUREMENTS

The fundamental problem in making photodetector fre-
quency response measurements is getting accurate knowledge
of the modulation depth of the source. The modulation depth
of the heterodyne beat signal is known from fundamental
principles, but the modulation depth of a directly modulated
laser diode is not. The modulation depth of a Mach-Zehnder
modulator can be measured, but careful contrel of bias and net
optical transmission are required for accurate measurements.
A transfer standard calibrated using the heterodyne techniques
described above and the ratio measurement system shown
in Fig. 2 can be used to obtain accurate knowledge of the
modulation depth of these sources. The ratio system consists
of a modulated light source with unknown modulation depth
and a 1 x 2 coupler. The coupling ratio does not need to be
specified. The signal from the coupler is delivered to a DUT
and to a reference photodiode attached to a RF power sensor.
The modulation depth of the source can be calculated using
(12) and the known frequency response of the transfer standard
photodiode. Then the frequency response of the DUT is

Prr:puT

1
®hyr(f) = [W)]m

Calculation of the DUT’s frequency response this way
includes calibration uncertainty of both the power sensors used
to measure Prp from the standard detector at NIST and at
the customers laboratory, giving a total expanded uncertainty
of £0.2 dB or more for the modulation transfer function.
Combined with other factory uncertainties, this may give an
unacceptable uncertainty for the intended test system.

(14)
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Fig. 2. Apparatus for measuring modulation depth of unknown source to
calibrate DUT. Power transducer may be internal or external to DUT.

One possible alternative is to calibrate the response of the
photodiode combined with the RF power sensor. This method
totally eliminates uncertainties due to power sensor calibration
and impedance mismatch. The combined frequency response
R2(f) measured on the NIST heterodyne measurement system
includes the power sensor calibration factor and impedance
mismaich, and is given by

_E()
R(f) ==
P

056 )R
In (15), P, is the indication of the power meter after zeroing

and calibration against the 50 MHz reference signal (from the
power meter) using a calibration factor of 100%. C is given by

15)

1
C= ’I;ll - Ppcl]:‘ysensorl2 (16)

where k is the sensor calibration factor and I'pg and Tsensor
are complex reflection coefficients. However, C does not need
to be known and the power meter reading does not need to be
corrected with a frequency dependant calibration factor. When
the photodiode/power sensor combination transfer standard is
used in the ratio test system the combined frequency response
is used to find the modulation depth of the source

1 Pp.
M2 = [ ] d m:ref ;
© Rz(f) O's(zgc:rc{')RIa

The normalized response of the DUT is then found using
(17), the dc photocurrent, and the RF power (including all
calibration factors) from the DUT

Prr.pUT

2 = -1— SEIE b
¥our(f) = [Mg] 0.5(i3cpur) e

In some test applications it may be preferable to measure
the DUT’s frequency response in terms of the coupling ratio
instead of the bias current or average power. This may be
the case when the DUT has poor dc stability or when the
frequency response will be normalized to the response at a
specific frequency (eliminating the coupling ratio). In this case,
(17) and (18) can be combined to give

an

(18)

Rbur(f) = f%ﬁ?ﬁ’()‘)ﬂ’ (19)
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TABLE 1
SUMMARY OF TYPICAL FREQUENCY RESPONSE MEASUREMENT UNCERTAINTIES
FOR PHOTODIODE WITH RF POWER SENSOR AND 3 dB ATTENUATOR

Source of uncertainty 10, %
Type A
Measurement repeatability <0.05
Type B
Meter scaling 0.5
Meter offset 0.023
Optical power drift (power matching) 0.07
Bias current measurement 035
Power sensor noise, @ 0.06 GHz 0.005
___@26GHz- 0.05
Total uncertainty 0.62
Expanded inty (coverage factor = 2), % 1.2
Expanded uncertainty (coverage factor = 2), dB 0.05

where § is the ratio of the optical power coupled to the
reference arm to the power coupled to the test arm.
In the case of the amplified receiver the combined response
of the DUT is
2, _ G*(f)
P =52
_ 2R Py,

=—
Pavg

(20)

and can be used to find the modulation depth of the source
from the equation

2R1 Pyrires
M} = e (21
© g2(f)P32vg:ref
The DUT’s response is then
2 .
2 on(f) = Ry, Prr.puT @2)

2 p2 :
MOPavg:DUT

VII. UNCERTAINTY IN PHOTODIODE/POWER
SENSOR COMBINED RESPONSE

Uncertainties in the measurement of a photodiode with a
current monitor and a receiver without a current monitor are
different. Uncertainties peculiar to the amplified receiver will
be discussed in the next section. Typical uncertainties for the
photodiode are listed in Table I [10]. Type A uncertainties are
uncertainties which can be calculated using purely statistical
analysis. Type B uncertainties are inferred by other means. The
coverage factor of 2 gives 95% confidence that the true value
of the frequency response lies within the interval [measured
value &+ expanded uncertainty] if all the uncertainties obey
a Gaussian distribution. The type B uncertainties that are
important for this type of transfer standard are quantities which
might vary with frequency or which might change during the
measurement. For example, the power.meter which provides
the interface circuitry to the power sensor is not considered
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part of the transfer standard in this study (although it could be).
Hence, range-scaling uncertainties in the meter are included in
the uncertainty budget. The current monitor is also included
because its offset may drift slightly. We anticipate that most
customers who are interested in calibrations of this type will
be mostly interested in uncertainties which might change the
shape of the frequency response and are not as concerned
with the absolute response. Hence uncertainties in the 50 MHz
calibration standard in the power meter are not included
explicitly. Optical connector repeatability is not an issue in
this measurement since the response is normalized to the dc
photocurrent. Power meter scaling and bias current monitor
uncertainties are the dominant contributions to the uncertainty
budget. Details of the uncertainty budget are given below.

1) Repeatability: Since the heterodyne system uses a swept
measurement, different scans will not repeat exactly the same
frequencies. The response and its standard error at the re-
quested frequencies are found using the following method.
Let R*(f) be the measured response at frequency f. The
calculation is usually performed with R*(f) in dB with
negligible error because the scatter in the data is small. The
response at the requested frequency z is estimated by a kernel-
type smoother [11]. Specifically

R%(z) = ;i(%)mz(ﬁ)
>x(75E)

=1

(23

where b is the bandwidth parameter and X(-) is the kernel
function, which typically has the following properties:

1) K()>0 forallt
2) K(g)de=1

—00

3) K(~€)=K(€) forall¢. (24)

That is, R*(z) is obtained as a weighted average of fre-
quency responses around z. The kemnel function assigns the
weight to each point, and the bandwidth b determines the size
of the region around z for which R?(f;) receives relatively
large weights. Frequently used kemnels include rectangle, tri-
angle, and Gaussian functions. The rectangular kemnel assigns
equal weight to the points inside the rectangle and ignores the
points outside. Both the triangle and Gaussian kernel assign
the most weight to the points that are closer to z. In our
applications, we use the Gaussian kemel

1 2 2
K(£) = ——— /%0377
©)= garva

The kemnel is scaled to have 25th percentile of —0.25 and a
75th percentile of 0.25. Many methods have been proposed for
bandwidth selection [12]. In practice, b can be determined by
the average frequency increment in the scan, and the desired
number of points used to calculate R*(z). For example, if the
Gaussian kernel is used, the average frequency increment is
h, and roughly p points on each side of z are to be included;
that is |z — f;| < ph. Any point with |[(z — f;)/b] > 1 receives

(25)
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almost 0 weight; that'is, we want |(z ~ f;)/b] < 1 or b = ph.
The “resolution” of the measurement is then about 0.37ph. We
typically take data so that the spacing between acquired points
is 0.1 to 0.2 times the final data spacing (resolution) required.
‘We then use p = 2 giving an approximate resolution of 0.07
t0 0.14 times the required data spacing.

The kernel smoothing technique, like all other smoothing
techniques, has an error associated with it. This error is
small when the data are roughly linear with frequency, but
may become significant in regions with large curvature, The
approximate mean-square error of the kernel estimator R*(z)
is given by [13]

0.762 4202
nb

where ¢, is the second derivative of R*(y) evaluated aty =
and o2 is the variance of the response at frequency . This
variance, however, is unknown and needs to be estimated. A
technique [14] which works well and can be used to obtain
an estimate of ¢2 is to “detrend” the data locally and use
the sample variance of the detrended data. The “‘detrended”
residual value at f; is defined as

MSE () = 0.004 685b%c2 + (26)

R?(fi42) + R*(fi-
TP = Rz(f:) - (f +1) 5 (f 1) (27)
and the variance estimator is found by
9 n—1
- 2 — '2
62 = CE) 'Z;r,. (28)

Let R%(z) and MSE;(z) be the estimated response and the
mean square error at frequency z of the ith scan. The estimated
mean response based on m scans is

A Rix)
R2(z) = ; mx 29)
and its standard error is
: [2 2
where
m -? - _2_ 2
Sb(x) = \J Z (B“l (x')n —m;: (I)) (31)
=1
is the between-scan uncertainty and
@)=Y MR 32)

= ™
is the uncertainty within a scan due to the kernel smoothing
process.

Repeatability is a function of the connector type, frequency,
mismatch, and other factors which cannot be controlled. Other
smoothing techniques can also be used, in particular, the
spline methods. We did not use a spline method to interpolate
the measurements because spline methods give unsatisfactory
results near the end points, use arbitrary knot spacing, and



2462

-10.0 —

Normelized combined response, d8

0.4~ ——— T

232 28
Frequency, GHz

Fig. 3. Dots represent the measured responses, [ denotes the interpolated -

responses at requested frequencies based on a cubic splmc fit, and X and
denotes the Gaussian kemnel smoother.

give a poorly defined resolution. In addition, the splines over
smooth the “peaks” and “valleys.” For example, the dots
in Fig. 3 represent the measured response, [1 denotes the
interpolated responses at requested frequencies based on a
cubic spline fit, and x denotes the interpolated responses at
requested frequencies based on the Gaussian kernel smoother.
In most cases, both methods agree well, but clearly the spline
method gives poorer results in the neighborhood of 23.5 GHz.
Uncertainty due to the kernel smoothing is negligible on most
detectors which we have calibrated, for example, s,, < 0.002
dB for the data in Fig. 3.

2) Meter Scaling: The absolute accuracy of the power me-
ter is specified by the manufacturer as 0.5% and is assumed
to be 1o. This is conservative; if the specified uncertainty was
actually 20 the calibration uncertainty would be reduced.

3) Meter Offset: The settability of the zero level, specified
as one least significant count on the display or 0.001 dB or
0.023%, is assumed to be lo.

4) Optical Power Drift (Power Matching): Power from one
or both of the lasers which is coupled into the fiber may drift
during the measurement. Also because of the long coherence
length of the Nd: YAG laser, etalon effects cause the power
matching between the two lasers to vary with frequency.
The power from each laser does not drift by more than 4%,
giving a 0.05% uncertainty in the ratio of (4). This quantity is
considered 1o for one of the lasers.

5) Bias Current Measurement: The scale factor in the cur-
rent monitor nsed in this study had a temperature coefficient of
0.14%/°C. The laboratory has about +2.5 °C worst case drift.

6) Power Sensor Noise: This is the uncertainty associated
with the background RF noise of the detector, which is about
—~80 dB (1 mW) for the diode power sensor. The background
noise is about —40 dB (1 mW) for the thermal power sensor.

VII. UNCERTAINTIES OF AMPLIFIED
RECEIVER/POWER SENSOR COMBINED RESPONSE

Typical uncertainties for the receiver are listed in Table II
[10]. Dominant uncertainties are fiber connector insertion loss,
power meter scaling, coupling ratio measurement, and power
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TABLE 11
SUMMARY OF TYPICAL FREQUENCY RESPONSE MEASUREMENT UNCERTAINTIES
FOR THE AMPLIFIED PHOTORECEIVER WITH THERMAL RF POWER SENSOR

Source of uncertainty l0,%
Type A ‘
Measurement repeatability, @ 10 MHz 0.05
@ 1500 MHz 1.1
Type B
Meter scaling 0.5
Meter offset 0.023
Coupling ratio 0.35
Optical power drift (power matching) 0.07
Receiver linearity, estimated from proto 900 0.1
Power sensor noise, @ 10 MHz 02
@ 1500 MHz 38
Total uncertainty, @ 10 MHz 0.66
@ 1500 MHz 40
Expanded uncertainty (coverage factor = 2), @ 10 MHz 13
@ 1500 MHz _ 8.0
Expanded uncertainty ( age factor = 2), dB @ 10 MHz 0.06
@ 1500 MHz 034

sensor noise. Correction for the fiber connector insertion loss
must be included to reduce uncertainty to an acceptable level.

1) Coupling Ratio: The coupling ratio is measured at the
beginning of a measurement and then the 10% port is monj-
tored during the scan to infer the power reaching the receiver.
The fiber-to-air launch from the coupler monitor port into the
power meter is terminated with a connector angled at 8° to
minimize coherent multiple path effects. Coherent effects due
to nonzero return loss (typically 30 dB) give repeatable sys-
tematic uncertainties of about 0.35% (1¢7). Coupling ratio drift
during the scan is random and is included in the repeatability
described above.

2) Offset Correction: When the frequency response is nor-
malized to the optical power (instead of photocurrent) a further
uncertainty is the repeatability of connecting fibers to the DUT
and to the optical power meter for calibration of the coupler.
This effect is a constant scale factor (offset on a logarithmic
scale) for each scan and does not have a frequency dependence
(provided that coherent multipath effects are insignificant).
The fiber connector insertion loss repeatability is typically
about 0.1 dB and is larger than other uncertainties in the
measurement. Also, scans over the low and high frequency
ranges were made separately and with different data spacing,
so a method for “splicing” the two overlapping frequency
ranges together is required. This is accomplished by shifting
all the scans to a common level (on a logarithmic scale)
selected by a least-median technique. Using this technique,
the individual scans are shifted by averaging over all desired
frequencies where scans overlap. The absolute response then
has a relatively large uncertainty, while the shape is specified
to much lower uncertainties. The technique described below
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for logarithmic data does not apply for offsets or outliers larger
than a few tenths of a decibel.

If there are T scans over frequencies f;, then offset adjust-
ment factors a; can be calculated by minimizing the expression

> d(n(fi) ~ o1, T2 fi) — azy- -

i=1

m(fi) —am)  (33)
where d(-,-,---,-) is an “appropriate” distance metric and
v = 20log(g). A possible metric for our application is
absolute deviation from the mean. Let

..(fI Z 'YJ (fz

j=1

€0

be the mean response at f; and define the distance metric as the
sum of the distance (absolute difference) between 4;(f;) - a;
and ¥(f;) the mean response

d(:h(ft) —Q1, s;/m(ft) - a'm)
=3 1i(f) — a5 = (£ (35)
=1
The expression we need to minimize is
SN 1) - a5 =T (36)

J=1i=1

Given the sequence y,%2,:"*
minimizes

y¥n the value of o that

n
> lvi-al

i=1

1))

is o = median of 1,3,
that a; is the median of

i (1) = F(F1) A3(F2) = F(f2)y -+, 7 (Fn) = F(Fn)-

The fiber connector repeatability and its associated offset
can be characterized by the standard deviation of the a; but
is not considered an uncertainty in the transfer standard. The
repeatability at a given frequency is then found using the offset
adjusted data in (30).

3) Receiver Linearity: The receiver saturates with input at
about ~5 dB (1 mW). Since the power detection is not
frequency selective, harmonics of the modulated signal due to
nonlinearity give an error in the power reading. To characterize
the receiver nonlinearity around a few megahertz, the optical
power was varied and harmonics were measured on an elec-
trical spectrum analyzer. An optimum average optical power
input is about —10 dB (1 mW) to —~13 dB (1 mW), which is a
compromise between receiver nonlinearity and power sensor
noise. Uncertainty due to nonlinearities is typlcally less than
0.1% at this power.

4) Receiver Stability: Measurements at frequencies well
above the receivers cut off show additional instability. We
“think this is related to the low open loop gain of the receiver

plifier at these frequencies (see repeatability at 1500 MHz

Table II).

,¥n. Thus the solution for a; is

(38)
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5) Receiver Noise: Some broadband receivers generate
noise signals significantly higher than the power sensor
noise floor, giving poor dynamic range in the heterodyne
measurements. We have found that the noise power is fairly
stable and can be subiracted from the measured power in the
heterodyne system, giving significant improvements in the
measurement dynamic range. This was not necessary for the
receiver described in this paper.

IX. SOURCES OF UNCERTAINTY
IN RATIO MEASUREMENT SYSTEM

The following is a brief list of error sources which must be
considered when designing a ratio test system.

1) Type of DUT: Equations (18), (19), and (22) include the
RF power measured from the DUT. If the DUT is a photodiode
or photoreceiver, the power must be measured with some
kind of electrical transducer which will indicate how much
electrical power is being generated. The calibration factor and
impedance mismatch of this transducer must also be included
in the customers error budget. However, if the DUT is a
device which includes the transducer, such as a lightwave
communications analyzer or lightwave spectrum analyzer, the
frequency response of the device as a whole is measured,
eliminating calibration factor and mismatch uncertainty.

2) Spurious Harmonics: Harmonics due to nonlinearities in
directly modulated lasers or over driving and inaccurate bias
of external modulators can cause some harmonic content [15].
The RF signal generator can also be a source of spurious
harmonic and nonharmonic signals. Since the RF power sensor
is not frequency selective, energy at spurious frequencies gives
a systematic error. Assuming that the power sensor acts as
a true rms detector, the powers add arithmetically. To keep
the increase in uncertainty below 10%, the total harmonic
power must be greater than 22 dB lower than the fundamental.
Errors due to harmonics can also be corrected using iterative
techniques.

3) Relative Intensity Noise: Again energy at frequencies
other than the modulation frequency can give systematic
errors. The effect of RIN can be estimated by measuring the
noise level from the transfer standard when the optical source
is not modulated. Errors due to relative intensity noise can be
corrected using iterative techniques.

4) Wavelength Dependence: Wavelength dependence of a
photodiode is a complicated function of the depletion region
thickness, intrinsic layer thickness, bias voltage, and other
parameters, It can be as much as several tenths of a decibel
[5). This effect can be minimized by operating the ratio test
system at the same wavelength as the original calibration or
corrections can be performed if the transfer standard can be
accurately modeled.

X. RESULTS

A typical measurement of the combined normalized re-
sponse of a photodiode/attenuator/power sensor transfer stan-
dard is shown in Fig. 4 along with the expanded uncertainty.
Data points might be required, for example, between 0.060
and 26.490 GHz in 0.060 GHz increments. The total average
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Fig. 4. Combined response and expanded uncertainty of 20 GHz photodi-
ode/power sensor transfer standard. The small spike in the uncertainty near 14
GHz is due to an outlier in the data set which was intentionally not removed.
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-Fig. 5. Measurement of a photodiode/3 dB attenuator/RF power sensor

transfer standard against a second transfer standard of the same type compared
with NIST calibration. Uncertainties due to transfer standards alone are also
shown.

photocurrent was 100 pA, and the low frequency RF power
was about —38 dB (1 mW). Three swept scans were made with
data points spaced by about 4 MHz with a delay of about 0.2
s between the step to the temperature controller on the laser
and the data acquisition. Two additional scans were made from
0.5 GHz through dc and on to 0.5 GHz using a different band
on the microwave counter. These scans captured points which
could not be acquired using the upper frequency band.

To show that measurements using the heterodyne system
are reproducible, a measurement system based on Fig. 2 was
built and used to measure a transfer standard against a second
transfer standard, both calibrated at NIST. The difference in the
measurements is shown in Fig. 5 along with v/2(20) where 20
is the expanded uncertainty of onc transfer standard calibration
as calculated in Table I averaged over the entire frequency
range. The comparison falls well within the expected bounds,
with insignificant uncertainty added by the ratio measurement
system.

To further verify that a calibration can be transferred with
acceptable accuracy, a second system based on Fig. 2 was
built, using the second transfer standard. A lightwave com-
munications analyzer plug-in module, used for testing STM-
16/0C-48 eye diagrams, was measured on both systems. Each
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Fig. 6. Measurement of lightwave communications analyzer plug-in module
with STM-16/0C-48 filter on two different ratio measurement systems, using
the same two photodiode/3 dB attenuator/RF power sensor transfer standards

as in the experiment shown in Fig. 5. Tolerances given in ITU-TS G.957 are
also shown as thick lincs.

system used a different communications analyzer mainframe
which was triggered by the 10 MHz reference oscillator from
the system synthesized signal generator. The entire scan used
a single gain setting on the mainframe. The modules measured
response was normalized so that the curves just fit inside the
tolerance window specified by ITU-TS G.957 (see Fig. 6).
The curves agree well within the G.957 specification. The
response curves also agree well within the expected combined
uncertainty of the two transfer standards below 2.5 GHz.
Above 2.5 GHz the difference slowly drifts up, reaching 0.2 dB
above 4 GHz. The difference between the two curves also has
larger scatter above 2.5 GHz. This discrepancy above 2.5 GHz
is attributed to slowly degrading trigger and lower signal at
high frequencies. The communications analyzer was triggered
directly from the system synthesizer's 10 MHz reference
oscillator, giving poor timing jitter at high frequencies [16].
This jitter might be improved by using an external trigger
which operates up to 18 GHz or running the oscilloscope
untriggered. As the signal decreased at high frequencies the
8b display resolution may also cause the standard deviation
to increase.

An amplified receiver/power sensor transfer standard was
also measured. Data points were required in 1 MHz increments
between 1 and 700 MHz and in 10 MHz increments between
710 and 1700 MHz. Three scans were taken from >700 MHz
through 0 and then three in the reverse direction. Data were
taken in about 1 s intervals and about 0.2 MHz data spacing.
Three scans were also taken from >1700 to around 450 MHz
and three in the reverse direction. Sampling for these scans
was done in 5 s intervals and about 1 MHz data spacing.
Data for this receiver were acquired at a lower rate than for
the photodiode because of the slow thermal response of the
RF power sensor. This effect is particularly important above
800 MHz where receiver response is changing rapidly. Scan
rates were chosen empirically by minimizing hysteresis at
the peak near 800 MHz. Average optical power delivered t0
the recciver was —10 dB (1 mW), giving about —12.5 dB
(1 mW) RF power. The scans of the combined response of
the amplified receiver/power sensor before offset correction



HALE et al.: MEASURING PHOTORECEIVER FREQUENCY RESPONSE

=7

I

o

1 1800
Frequency, MHz

Fig. 7. Measured combined response of amplified receiver/power sensor
transfer standard before correction for fiber connector insertion loss. Graph
shows seven scans.
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Fig. 8. Measured combined response of amplified receiver/power sensor
transfer after cosrection for fiber connector insertion loss.

are shown in Fig. 7 and after offset correction in Fig. 8. The
standard deviation of the a; for the level shifts was 0.05 dB.

To show that a calibration could be transferred accurately,
he frequency response of a lightwave communications an-
alyzer (which is used for STM-1/0C-3 eye diagram testing
according to ITU-TS SDH/SONET specification G.957 [1])
was measured using two different transfer standard ampli-
fied receiver/power sensor units. Measurements were made
between 1 and 620 MHz at 51 points. Results were normalized
to the lowest-frequency point (1 MHz). The difference between
the two measurements is shown in Fig. 9 along with v/2(20)
where 25 is the total expanded uncertainty of one transfer
standard calibration as calculated in Table II averaged over
the entire frequency range. The mean difference is —0.02
dB with a standard deviation of 0.044 dB. The slight sys-
tematic offset may be due to the fact that the curves were
normalized to the lowest-frequency point, which has a slightly
larger uncertainty than frequencies a few megahertz higher.
_’_I’he apparent trend upward toward higher frequencies is not
Btatistically significant. Although the expanded uncertainty for
the transfer standards is 0.06 dB; the only uncertainties which
.%how up in this comparison are random (type A). The random

ymponent of the transfer standard is about 0.1%, and the

o-cursor uncertainty in the oscilloscope is limited by the
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Fig. 9. Difference in measured response of lightwave communications ana-
lyzers with STM-1/0C-3 filter using two different amplified receiver/power
sensor transfer standards. Uncertainty due to transfer standards alone are also
shown.

8b A/D resolution giﬁng an uncertainty of 0.4%. The total
random uncertainty for the measurement is then 0.6% or 0.05
dB, in good agreement with the measured result.

XI. CONCLUSIONS

Our heterodyne measurement system can be used to cali-
brate photoreceiver frequency response transfer standards with
uncertainty less than £0.06 dB (coverage factor = 2). This
is a factor of 5 smaller than the smallest tolerance required
by ITU-TS G.957 for SDH/SONET reference receivers for
measuring eye diagrams. The low uncertainty is attained by
combining a photoreceiver with a RF power sensor in one
transfer standard, eliminating uncertainties due to power sensor
calibration and impedance mismatch. We have also shown
that the calibration can be transferred to a ratio measurement
system suitable for a manufacturing environment. The source
used in the ratio system may have an arbitrary modulation
depth. Transfer standards calibrated at NIST and measured on
a ratio system agreed well within the calibration uncertainties.
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