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The Artificial Intelligence
Risk Management Framework

(AI RMF 1.0)



As risks from AI became more apparent,
many frameworks of principles emerged—
but they remained too high-level for implementers.

?

…



The AI RMF offers voluntary guidance
to operationalize principles for AI governance
into concrete targets and actions.

Detailed

Flexible

Systematic

Sensitive to actors
and context
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Managing risk entails
several key challenges.

Risk is hard 
to measure

Risks must be 
prioritized

Risk tolerances 
vary

Risk management 
must be integrated



The core precept of the AI RMF is
AI system trustworthiness within a
culture of responsible AI practice and use.



AI system trustworthiness can be defined
in terms of well-understood characteristics.



Beyond the system, 
a culture of 
responsible practice 
and use must 
pervade activities 
across the entire AI 
lifecycle.

Continual monitoring

Continual monitoring



The AI RMF Core 
lays out four
organizational 
functions to 
facilitate 
trustworthy systems 
and responsible 
practice and use.



The GOVERN function is about
fostering a risk-aware culture.

GOVERN 2: Accountability structures are in place so 
that the appropriate teams and individuals are 
empowered, responsible, and trained for mapping, 
measuring, and managing AI risks.

GOVERN 4: Organizational teams are committed to a 
culture that considers and communicates AI risk.

GOVERN 5: Processes are in place for robust 
engagement with relevant AI actors.



The MAP function establishes the context
in which risks could materialize. (Slide 1 of 2)

MAP 1: Context is established and understood.

MAP 3: AI capabilities, targeted usage, goals, 
and expected benefits and costs compared 
with appropriate benchmarks are understood.

MAP 5: Impacts to individuals, groups, 
communities, organizations, and society are 
characterized.



The MEASURE function sets up
objective, repeatable, and scalable processes for
test, evaluation, verification, & validation (TEVV).

MEASURE 1: Appropriate methods and metrics are 
identified and applied.

MEASURE 2: AI systems are evaluated for 
trustworthy characteristics.

MEASURE 3: Mechanisms for tracking identified AI 
risks over time are in place.

MEASURE 4: Feedback about efficacy of 
measurement is gathered and assessed.



The MANAGE function is how organizations
forestall MAPped and MEASUREd risks,
and respond to them when they materialize.

Prevention measures

Data management

Risk transfer mechanisms
(e.g., insurance, 
warranties)

System modification
(e.g., model editing)

Software quality 
assurance

Response measures

Decommissioning mechanisms
(“kill switches”)

Incident response plans

Recourse and feedback 
mechanisms

Monitoring
(bias, performance, security)

Information sharing
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The RMF is accompanied by a suite of tools in the 
Trustworthy and Responsible AI Resource Center 
(AIRC).

…



The Playbook was 
developed to give 
organizations a 
more detailed how-
to for achieving the 
outcomes described 
in the Framework 
Core.



The AI RMF is being implemented at many scales, 
from individual systems’/organizations’ “use cases”
to “profiles” for entire sectors or technologies.

Bank X’s use case for 
its facial recognition in 
customer onboarding

City Y government’s 
use case
(applying to all its
AI tools)

Criminal 
justice profile

Financial lending 
profile

Large language 
models profile

Procurement 
profile



For more information, we encourage you
to access NIST resources,
or reach out directly!

https://ww.nist.gov/itl/ai-risk-management-framework

https://airc.nist.gov/

AIFramework@nist.gov


