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How big is data (visual comparison) *

* Byte * One grain of rice

* Kilobyte * Cup of rice

* Megabyte * 8 bags of rice

* Gigabyte * 3 tractor trailers

* Terabyte e 2 container ships

* Petabyte * Layer of rice over Manhattan

* Exabyte * 2 layers over the United Kingdom
» Zettabyte * Fills the Pacific ocean

@ ESnet
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Every Instagram photo = 110 KB
216,000 photos are sent to Instagram every minute
This equals 23GB of data per minute

Instagram Data produced per day worldwide =33 TB
Equal to filling ~1,032 — 32GB iPhones

@ ESne
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Data is being created every minute of every day without us even noticing it. Given how much
e = information is floating around these days, it's tempting to talk about big data only in terms of
NN AN size. Big data describes the massive avalanche of digital activity pulsating through cables and
» & @ - airwaves. but it also describes all the things we were never able to measure before. With

N - every status we share, every article we read or every photo we upload, we are creating a
How Much Data is Generated Every Minute? cigital trail that tells a story. Below. we explore how much data is generated in one minute.

347 222
PHUTUS

THE GLOBAL INTERNET POPULATION GREW
14.3% FROM 2011 -2013 AND E

paying allenhon to scores of dala sources to make crucial decisions about the future. The team at Domo can help your
business make sense of this endless stream of data by providing executives with all their critical information in one intuitive
platform. Domo delivers the insights you need to transform the way you run your business. Learn more at www.domo.com.

5. BLOGS.NYTIMES.COM, INTEL.COM, APPLE.COM, TIME.COM, DAILYMAIL.CO.UK, SKYPE.COM, STATISTICBRAIN.COM
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DOE Science “Apps”
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Advanced Light Source

7 6/1/16 imonga at es dot net



Advanced Light Source
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Advanced Light Source

ALS Beamlines
January 2014

7.3.3 SAXS/WAXS
8.0.1 Surface, Materials Science

Magnetic Microscopy 7.3.1

Diagnostic Beamline 7.2

Surface, Materials Science (MAESTRO) 7.0.1
Calibration, Optics Testing, Spectroscopy 6.3.2

8.2.1 Macromolecular Crystallography
8.2.2 Macromolecular Crystallography
8 stallography
9.0.1 Diffraction Imaging
9.3.1 AMO, Materials Science
9.3.2 Chemical, Materials Science
10.0.1 Correlated Materials, AMO
10.3.1 X-Ray Fluorescence

10.3.2 MicroXAS

11.0.1 PEEM3/Resonant Soft X-Ray Scattering
11.0.2 Molecular Environmental Science

Magnetic Spectroscopy, Materials Science 6.3.1
X-Ray Microscopy 6.1.2

Femtosecond and Picosecond Phenomena 6.0.2
Femtosecond and Picosecond Phenomena 6.0.1
Polymer STXM 5.3.2

Research and Development 5.3.1
Macromolecular Crystallography 5.0.3
Macromolecular Crystallography 5.0.2
Macromolecular Crystallography 5.0.1
Macromolecular Crystallography 4.2.2
Magnetic Spectroscopy 4.0.2

MERLIN 4.0.3

Commercial LIGA 3.2.1

Diagnostic Beamline 3.1

11.3.1 Small-Molecule Crystallography

11.3.2 EUV Lithography, Mask Inspection

12.0.1 EUV Lithography, Photoemission

12.0.2 Coherent Soft X-Ray Science

12.2.2 High Pressure

12.3.1 Macromolecular Crystallography/Bio-SAXS

National Center for X-Ray Tomography 2.1.2

IR Spectromicroscopy 1.4.4

IR Spectromicroscopy 1.4.3 ‘ 12.3.2 X-Ray Microdiffraction
Operational = = Under Construction

Insertion Device Bend Magnet Superbend

Beamlines Beamlines Beamlines
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Scenario 1: All too common process of discovery

Science
b ':»/’5_. -
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Beamline — Capture to Results

Optics and high
resolution
camera

P

>

4
\'%ror

Scintillator

Rotational/
Translation
stage

Basic Energy Sciences (BES) supports fundamental research
to understand, predict, and ultimately control matter and
energy at the electronic, atomic, and molecular levels in
order to provide the foundations for new energy
technologies and to support DOE missions in energy,
environment, and national security.

http://science.energy.gov/bes/

)
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Scenario 2: E Pluribus Unum

Processing on this order of
magnitude can’t be done locally —
we need to send (over a network)
to a more capable facility

Hundreds to
thousands of
images are
created in a few
hours...they can

range in size from
MB to TB

After processing on a
supercomputer, models
are created.

@ ESnet
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Big Data vs. Big Data

Don’t Forget:

Instagram Data produced/day
worldwide by millions of people

-33 TB
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Elephant Flow!

e
I

Science Data
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Big Science Data in Motion
loT watching LOL Cats = Mice flow!




Elephant Data vs. Mice Data Behavior

ESnet Traffic (last 24 hours) '
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Science Data Transferred Monthly by ESnet

Traffic Volume
Available at https://my.es.net/network/traffic-volume
— 45P
Factor of 10 growth “or
every 47 months 35P
30P
25P
20P
15P
10P
5.0P
L 0.0
90 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 [ )
K February 2016 M
Bytes Percent of Total One Month Change One Year Change
DSCARS 10.46 PB 25.2% +0.0147% +148% % Pt-to-pt circuits
Normal traffic 19.82 PB 47.8% +9.49% +77.7% Esn et
Total 41.49 PB +5.44% +149%
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Traffic growth at blistering rates

For total and European traffic

Observed | Projected
10000 < > o
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-
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43 PB/Month in April 2016

Petabytes per Month

Run2 is Accelerating
the Growth

'\'\\'1'\'1/\'5'\'5'\“"\“‘"\(’"\""3"@'(\/\Q’Q’%o"bgfbfb’b‘ﬂ"‘bm
PEEESEE DB DS DB DD D DB DS DS
—+=All traffic ~ -#European traffic Historical (10x every 4 yrs)

(Historical growth of all traffic is based on
observed traffic from 1990 thru 2013)
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Projected Traffic
Reaches
1 Exabyte Per
Month. by ~2020
10 EB/Mo. by ~2024

Slide from
Harvey Newman

@ ESnet
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Superfacility: interconnection of multiple
facilities via the network

Researchers from Berkeley Lab and SLAC conducted protein
crystallography experiments at LCLS to investigate photoexcited
states of PSII, with near-real-time computational analysis at NERSC.

“Taking snapshots of photosynthetic
water oxidation using femtosecond X-ray

diffraction and spectroscopy,” Nature ‘ Esnet

Communications 5, 4371 (9 July 2014)
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Use Case #1

Researchers from Berkeley Lab and SLAC conducted protein
crystallography experiments at LCLS to investigate photoexcited
states of PSII, with near-real-time computational analysis at NERSC.

S o

From : Wed Feb 27 10:59:00 2013 To : Thu Mar 7 10:59:00 2013 M Tosite [ From site

Total traffic Tip: Double Click to Zoom-In and [SHIFT] Double click to Zoom-Out
15G

P gl "

Taking snapshots of & w0

photosynthetic s o

water oxidation o) B -3 o s -y w3 W

using femtosecond Traffic split by : 'Autonomous System (origin)' .

X-ray diffraction and nersc-SLAC:3671 50TB moved a nlght

spectroscopy,” =

Nature T g
(BN - ; P e |

Photosystem Il
X-ray Study

Communications 5,

4371 (9 July 2014) 5 ESnhet
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LHCONE: A global infrastructure for the High Energy Physics (LHC and Belle Il) data management
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Use Case #2: LHCONE data — multiple replicas, global reach

imonga at es dot net
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Use Case 3: Worldwide Earth System Grid
Federation Sites




Use Case Galore

#4 - LCLS: Data coming from Chile, Stored in NCSA, and analyzed
among a global collaboration

#5 - SKA: Data coming from South Africa and Australia, analyzed
among a global collaboration

#6 - Bio-Health, Precision Medicine, Genomics: Open-data trend,
data-sets available at many websites.

@ ESnet
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Superfacility Vision: A network of connected

facilities, software and expertise to enable new
modes of discovery

Other data-
producing
sources

@
@
-

N @ ESnet
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Big Science Data

Global Science Collaborations

NDN for Science

Thanks to
Christos Papadopoulos, S
pacop @ ESnet

Susmit Shannigrahi

25 6/1/16 imonga at es dot net



High-level objectives for scientific data:
alignment with NDN approach

* Abstract the storage and network capability and location dependence from
the user-data interaction

* Enable the ability for users to specify and retrieve portions of data the
workflow needs

* Radically simplify how scientific users manage, move and manipulate large,
distributed, science data repositories, but with high-throughput end2end

* Create a secure, scalable framework based on integrated data
management and network transport

@ ESnet
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Challenge #1: Naming and Data Discovery

© MAZIL ANDEZSON

WINWANDERZTOONS.COM
’ |

— || the Other Guy,
— ||& What's His Name

...

“Right off the bat, let’s talk about name recognition.”
@ ESne
27 6/1/16
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Data Discovery Ul

ery and Retrieval Tool ~ Filter Search ~ Path Search  Tree Search

Filter Based Search
Filter Categories

activity

product
organization
model

experiment

frequency

modeling realm

variable name

ensemble

Request Selected  Clear (Page 1) 25/38443 Results Results Per Page ~  ~ Previous  Next -

| Select Name

CMIP5/output/MIROC/MIROCS/historical/6hr/atmos/psl/r1i1p1/1984010100-1984123118
CMIP5/output/MIROC/MIROCS/historical/6hr/atmos/psl/r1i1p1/1968010100-1968123118

CMIP5/output/MIROC/MIROCS/historical/6hr/atmos/psl/r1i1p1/1991010100-1991123118

PAIDE s dIMIDAN MDA A lhintavinal iRhvintmannallvdidnd NANANIN4NAN ANN1400440
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Data Discovery Ul

* Three intuitive ways to search scientific data

— Auto-complete, name component based search, and tree
view

* Can work with any hierarchical datasets
— We have two instances, for climate and HEP data

* Provides metadata browsing, subsetting, staging capabilities

@ ESnet
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Challenge #2: Subsetting of data

& ESnet
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Subsetting

* NDN names easily extend to support subsetting
* Add query parameters as a encoded name component

 Services can parse Interest name and perform intended action

— Retrieval after subsetting is much economical than
Subsetting after retrieval

@ ESnet
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Challenge #3: High performance end-2-end

Throughput vs. Increasing Latency with .0046% Packet Loss
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9000 & —~ ———
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a \\ Metro Area \
% 4000 :
E 3000 \\\ ' I

o A\

1000 AN

0 .
0 10 0 30 40 50 60 0 8 % 100
Round Trip Time (milliseconds)

Measured (TCP Reno) Measured (HTCP) Theoretical (TCP Reno) Measured (no loss)
—— — FRRRRRN —
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NDN with OSCARS

* Some Data transfers require high bandwidth reserved paths

* We have integrated a NDN strategy with OSCARS

— A data retrieval Manager expresses special Interest to strategy
layer

— Strategy communicates with OSCARS to reserve a path
— Interest/Data exchange uses the newly created path

* Fully transparent to the application

@ ESnet



NDN for Intelligent Data

Transfers Data
Inform strategy of decision Return optlons Source 1
Tell client when to'start *** "+ """ 1T
- 4
. ( h
' ' Data

Data | Retrieval NDN
Requester =3 Decision " Source 2

| Manager Strategy \
A J ' ~ ™

\§ o _
Express retrieval - Consult Strategy: Explore and - Reservation
requirements to Decision  Whatarethe. .. ... ... compile options capable
Manager options? face(s)
o J

Strategy for large scientific data transfers

Retrieval Manager queries network for options
* Makes a decision, informs strategy

 Tells client to start retrieval ‘ Esnet

34 6/1/16
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Reservation
reservation | (OSCARS) Data
\_ ) Source 1

S | Retrieval : Data
[ Data J_)' Decision pr— N DN _,?[ Source 2 J

Requester : -
q | Manager | Strategy \

-~ RN Jir h

B N Reservation
1. Consult-Strategy: - - - 4. Inform-strategy on capable
What are the successful face(s)
options? reservation NS /
2. Response: 5..St.r:[at?gytrs]e;[s path
Reservation priority fortha

Interest

@ ESnet
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Roadmap for NDN Experimentation

¢ Data
Subsetting
for climate

e Susmit S,,
Christos P.,
John Wu,
Alex Sim

* ICNWG -
Expand ESGF focus
¢ High-speed
data transfer,
multiple
replicas

36 6/1/16

* Deploy NDN
nodes

e Configure
NDN overlay

CC-NIE

e From Lab to
WAN

* xRootD
integration

® Present
paper at
CHEP

e Funding for
Fermi/
Caltech

High- e Infrastructure
aware NDN

e Forwarding
Strategies

@ ESnet
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Many unproven questions still...

* Where is the complexity being pushed to, and what needs to
be done to manage that?

— From the scientist to the network

* How can a network operator maintain, automate and
operationally manage that complexity?
e Think through the failure models
e Think through performance models

* How does this work or compete with software scientists have
already built to manage their data — what’s the best way to
integrate and/or migrate?

@ ESnet
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17-year-old Brittany Wegner creates breast cancer detection tool that is 99%
accurate on a minimally invasive, previously inaccurate test.
Machine Learning + Online Data + Cloud Computing PN

< ESnet
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Imonga at es dot net

Thank you!

@ ESnet
imo s dot net
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