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Definitions
Microservices and Containers

* Microservices
— Decompose Complex Applications into Small, Independent Processes communicating
with each other using language-agnostic API’s
— Highly Decoupled and Modular with services organized around capabilities (e.g. User

Interface, Billing)

* Containers
— Much like Virtualization abstracts the Operating System from Hardware, Containers
abstracts Applications from the Operating System
— Applications are isolated from other Applications on the same Operating System

— Allows for Cloud Portability and Scale Up/Out
— Security issues need to be evaluated and addressed in native container deployments e
s

-
docker

@% C2 LABS © c2labs.com
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NIST and CSA Partnership

Researching Together to develop Best Practices

* NIST and CSA joined forces to define best practices for Application

Containers and Microservices (ACM)
— CSA ACM Members joined the NIST ACM Cloud Security Working Group

— NIST artifacts served as the foundation for CSA ACM work

— NIST SP 800-180: NIST Definition of Microservices, Application Containers and
System Virtual Machines

— NIST SP 800-190: Application Container Security Guide

— NIST SP 800-160: Systems Security Engineering: Considerations for a
Multidisciplinary Approach in the Engineering of Trustworthy Security Systems

— NIST IR DRAFT: Challenges in Securing Application Containers and Microservices
— NIST SP DRAFT: Best Practices in Securing Application Containers and Microservices S

@% C2 LABS © c2labs.com
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CSA Application Container and Microservices (ACM)
Charter

CSA ACM Working Group Charter
* Objectives — Q1 2020

— Best Practices to Implement a Secure Microservices Architecture
— Microservices secure development guidance and governance

— Best Practices for implementing a Microservices Architecture for Cloud-
native applications

— Best Practices for decomposing monolithic applications into Microservices

@ﬁ C2 LABS © c2labs.com


https://docs.google.com/document/d/1k_82U2BFgvA9j06MaI96VZAoMIYFmAg8HoAFA2GEA1Y/edit
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CSA Application Container and Microservices (ACM)
Publications

CSA:
. . Best Practices for
Challenges in Securing Implementing a Secure
Application Containers Application Container
and Microservices Architecture
Integrating Application Container Security Integrating Application Container Security

Considerations into the Engineering of : : : : ;
: : Considerations into the Engineering of
UL 2SI SR T SRR CI ICk on Tltles tO Trustworthy Secure Systerr%s 3

download the
publications

|

Best Practices for Implementing a
Secure Application Container

Architecture

@% CZ LABS © c2labs.com Slide 30
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Container Security
Challenges

Increased Attack Surface
— Containers are far more complex than VM’s wherein a single Application can consist of
1000’s of microservices

— Underlying Linux Operating System complexities can be exploited by attackers to
compromise all containers on a host OS

— Runtime Compromise / Vulnerabilities / Misconfiguration

Secure Software Development
— Containers can have code pushed to them from untrusted sources

Log Management
— Big Data Problem: How do you view and manage logs across 1000’s of containers

Orchestration
— Infrastructure now runs as code (Puppet/Chef/Ansible)
— Software developers, not infrastructure staff now run the data center

@% C2 LABS © c2labs.com
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Container Security
Challenges

* File System Compromise
— Microservices in the Application Container could be compromised by an attacker

* Networking
— A compromised container could result in lateral movement

* Run Time Compromise / Privilege Escalation

— An attacker could modify a microservice in an Application Container which compromises
the application or container itself

@% C2 LABS © c2labs.com
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Container Security
Solutions

Increased Attack Surface
— Employ MicroVM’s (Just Enough VM)

— Monitor Containers at Runtime / Real-time scan for Vulnerabilities and Misconfiguration
and Remediate

Secure Software Development

— Whitelist/Blacklist Containers

— Establish a secure container registry

— Sign containers and code (MD5)

— “Shift-left” vulnerability and bug scanning before deployment

Log Management
— Centralize container logs including developer actions

pd
Orchestration P>
— Employ orchestration platform to manage containers across environments e

(DEV,TEST,QA,PROD) and across clouds P

@% C2 LABS © c2labs.com

e



http:c2labs.com

Container Security
Solutions

* File System Compromise
— Ensure file system is read only
— Treat infrastructure as stateless, ideally serverless

* Networking
— Ensure application containers can only talk to other approved application containers
— Leverage Namespaces and SDN in orchestration tools

* Run Time Compromise / Privilege Escalation
— Set filter on Linux Kernel to prevent privilege escalation and implement white lists

— Anomaly detection based on a deviation from a known baseline to prevent remote code

execution
/

e
s
p
e
e &
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Microservices Security
Challenges and Solutions

 Decomposition of Applications
— Need to decompose applications into microservices correctly, so they only do
one thing well, driving development of secure code
— Monolithic code with 1,000 DLLs needs to be decomposed into 1,000
microservices which makes it more secure and maintainable

* Interface-driven development
— Need to have well defined REST API’s to ensure microservices talk consistently
to each other
— Authentication of API’s should leverage OAuth and other secure protocols

@% CZ LABS © c2labs.com Slide 35
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Real World Examples

@ﬁ CZ LABS © c2labs.com Slide 36
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Docker CI/CD Pipeline Overview w/ GitLab
X docker ..=
j@@compose
ﬁ -
- Code pullzPush GitLab
Docker Trusted
C1/CD Pipeline Repository

(.gitlab-ci.yml)

GitLab Runners
Test Scripts
Image Build
Image Sign/Push
Stack Deploy

Docker Univessal
Deploy Stack Control Plane\ 3
@ C2 LABS © c2labs.com Slide 37 oy

Linux Windows -
s
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GitLab: What are Runners?

* Runners are the fundamental component of a CI/CD pipeline

* Runners are isolated virtual machines that run predefined steps through the GitLab CI API
— Steps are defined in a .gitlab-ci.yml file
— Steps execute as jobs, jobs are grouped together by stages, and stages are grouped together by
pipelines
— Job execution occurs on the Runner machine

— Any dependencies/enablers that are required for a job to execute must be installed on the Runner
machine pipeline

stage
.) Build
job 1. Build 1mage
11. Sign 1image
111. Push 1mage to Repository
.) Test

1. Deploy image to development

11. Run unit, functional and end-to-end tests
.) Deploy

> i. Deploy to production
@; C2 LABS © c2labs.com proy P Slide 38
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Docker C1/CD Pipeline Stages - Customizable

7

Development Pipeline

Build ]—P Clean ]—P Deploy
. J
4 Production Pipeline A
Build Dev Clean ]—P Deploy Dev
Build ProdA ) l
Build ProdB Deploy ProdA | OR

\
@% C2 LABS © c2labs.com
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GitLab On-Premise
C1/CD Pipeline

*  Example of a production
GitLab CI/CD pipeline

* All customizable; can
iImplement your design easily

* (CD Built and pushed image
in DEV and both production
environments

* (CI Performed a clean build

* (CD) Deployed to DEV and
the chosen production
environment

« (CD) DEV deploy is triggered
by commit to dev or master
branch

« (CD) PROD deploy is
triggered via a Tag and a
Manual start by user with the
right permissions

@ﬁ C2 LABS

© c2labs.com

4 GitLab

epository

Merge Requests

Cl/CD

Pipelines

Jobs

Schedules

Charts

Operations

Wiki

Snippets

Projects v

Activity Milestones  Snippets |

& application-containerization > @HP > Pipelines > #1232

(© passed ‘ Pipeline #1232 triggered 3 months ago by {ii! —

Migrate to UtilityOps Collection

© 10 jobs for@v1.3 in 2 minutes and 24 seconds (queued for 1 second)

N iatest

o f71435d2 ~ i

Pipeline
Build Clean Deploy
G) ouild_and_push_.. O (:) cleanup_task Q G) deploy_tas«_dev Q
(v) builg_and_push_j.. O (@ deplo - I3
(® build_and_push |.. © ®) cecloy_tas @

Slide 40
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Commercial Tool
Build Pipeline

CI1/CD triggered based off of
protected branch strategy

CIl steps generally deploy on a
Pull Request (PR)

CD steps generally deploy after
approving the PR

Testing, documentation,
database upgrades, security
scanning, logging, and
Kubernetes deployment are done
from the Feature branch -> DEV
-> QA -> PROD with no manual
labor; unlocking our developers
full potential

Governance is employed by
adding workflow approvals to PRs

All logs are maintained in Azure
DevOps for Configuration
Management

g_‘ 1 C2 LABS

© c2labs.com

ATLAS CI/CD High-Level Workflow

OTE: Features continue to be expanded over time for robustness

Y
o

™m

GitHub Events

Developer codes in their local feature L
branch. DEV Branch STAGES:

Feature Branch Merge Request to

- Build and push the container
- NPM Security Scan
T - Container Security Scan (Anchore)
- Static Code Analysis (SenarQube)
- Unit Testing
- 508 Compliance Checks

Approve Merge Request for DEV

Branch
STAGES:

- Deploy to Azure Kubernetes
- System Integration Tests

=3 : N
- Web Vulnerability Scanning
- Build and publish technical documents
- Log errors to Salesforce Service Cloud
DEV Branch Merge Request to
Master Branch
STAGES:
- Build and push the container
- NPM Security Scan
- - Container Security Scan (Anchore)
- Build SQL script and update QA database
-Deploy to QA Azure Kubemetes cluster
STAGES:
- Build SQL script and update PROD database Approve Merge Request for Master
- Deploy to PROD Azure Kubernetes LS Branch
- System Integration Tests <+

- Build and publish technical documents
- Log errors to Salesforce Service Cloud

- If tagged release, push container to Docker Hub
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Multi-Stage
Pipeline

* Container is built and
pushed to our private Azure
Registry

e Security scans are done via
NPM Audit and Anchore

* Source code scan is done by
SonarQube — pass/fail logic
Is coded into the stages

* Artifacts are stored for
troubleshooting or later
forensics if a defect escapes

@ﬁ C2 LABS
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€) #20200123.2 potential 2.2 build issue fixes

on Atlas Cl

Summary Aqua Scanner Report

Pull request by § jedthornock

€) C2-Labs/atlas 13567 d23c047
i=1 Today at 10:47 AM

Errors 2 Warnings 17

Code_Scans « SonarQube_Scan » Publish SonarQube Results

Tests: Changes Work items:

Get started ¢ 1 commit

Q [SQ] API GET ‘/api/ce/task’ failed, error was: {"code™"ETIMEDOUT","errno":"ETIMEDOUT","syscall":"connect”,"address":"52.147.211.190","port":9000}

€ [5Q] Could not fetch task for ID "AW_TI3SaFucfFazEhzop'

Stages Jobs

© Build @ Security_Scans
1 job completed 4m 19s 1 job completed

£ 1 artifact

Q Code_Scans

Failed 14m 39s

=

o SonarQube_Scan

Rerun failed jobs

Slide 42
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Wiki Update #575 cai

howieavp76 wants to merge 1 commit into dev from wiki

GitHub Integration

&4 Conversation 0 o Commits 1 B, Checks 2 Files changed 1 +0 -0
° Leve rag ed howieavp76 commented now +@ - Reviewers o
: /
WebhOOkS/pI ug I nS_ to ShOW No reviews—at least 1 approving review
pipeline progress in the * CI/CD flowchart is required.
GitHub PR
. . Assignees o
* Details link to Azure DevOps o [l vixs upcate R0 oo i
- - one—assk y L
to view artifacts and raw
I
Ogs Add more commits by pushing to the wiki branch on C2-Labs/atlas. Labels o
¢ Governance enforces code e
reviews, pipeline checks ° Review required
passing , and tWO—person At least 1 approving review is required by reviewers with write access. Learn more. Projects °
None yet
rule for a manager to - el
. S ful Hide all checks
approve code changes into a ?me check-s were not successfu |
2 failing and 1 in progress checks Milestone T
protected branch g
O miestone
X f Atlas Build Prod Failing after 17s — Build #20200124.1 failed Details
X wfp Atlas Build Prod (Build Build_Push_image) ~Failing after 95 — Build Build_Push_... Details Ntiloations Qustomize
4x Unsubscribe
® f Atlas CI /n progress — This check has started... Details B Rt s betase

you authored the thread.

Merging is blocked

Merging can be performed automatically with 1 approving review. a2
1 participant

As an administrator, you may still merge this pull request.

@ C2 LA B S © c2labs.cor Merge pull request = ~ | You can also open this in GitHub Desktop or view command line instructions.

E] Lock conversation
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Pull requests Issues Marketplace

Integration with

Azure DevOps
1 C2-Labs / atlas Private

*  Details pu“ed into GitHub Code Issues 137 i Pull requests 1 Actions Projects 19 Wiki Security Insights Settings
and stored with the PR
*  History maintained over Workflow Updates #572

time for full configuration

. howieavp76 merged 10 commits into master from dev E1 4 hours ago
management traceability

* Builds and dep|0ys are ttd Conversation 0 o Commits 10 B, Checks 4 [ Files changed 64
tagged with the commit
number to allow for easy ° Merge pull request #555 from C2-Labs/456_workflow_creation_from_modul... cada665 ~
rollbacks in Kubernetes
v o Azure Pipelines Azure Pipelines / Atlas Deploy Dev
succeeded 5 hours ago in 17s

v Atlas Build Prod

v Atlas Build Prod (Build Buil... Build #20200123.2 succeeded

v Atlas Build Prod LQr‘\_DBl‘ﬂ Qerrors /0 warnings

v Atlas Deploy Dev

[% View more details on Azure Pipelines

@ﬁ CZ LABS © c2labs.com Slide 44
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Azure DevOps
Pipelines

* Multiple pipelines
configured that are
triggered based on GitHub
branching logic

* Each pipeline has one or
more stages to the job

* Each stage has one or
more tasks that execute

* Pipeline configurations are
developed in source code
and under configuration
management in GitHub

*  NOTE: Pipeline changes
are tested in a separate
cloned project prior to
being introduced into the
Production pipeline

0 Azure DevOps

ATLAS
B Overview
B soaras
Repos
W Pipelines

Pipelines

o -

Environments

@

Releases

B\ Library

1

Task groups
" Deployment groups

A Test Plans
g Artifacts

@ﬁ C2 LABS  © c2labs.com

Pipelines

Recent All Runs

Recently run pipelines

Pipeline

° Atlas Deploy Prod

© Atas Build Prod

© avasc

° Atlas Deploy Dev

° Atlas Deploy Prod - Test
€ Atlas Build Prod - Test
° Atlas Deploy Dev - Test

© AtasciTest

° Atlas Release - Test

Last run

#20200123.2 » Merge pull request #572 from C2-Labs/dev

#20200123.4 - Workflow Updates

#20200123.4 » 457 create workflow tab for each module

#20200123.2 » Merge pull request #555 from C2-Labs/456_workflow_creation_from_modules

#20200116.11 » Merge pull request #43 from C2-Labs/dev

#20200116.3 « Dev
il PR 143

#20200116.2 » Merge pull request #42 from C2-Labs/workflow2

#20200116.3 » added latest dev from atlas project
142

#20200114.1 » Update release-pipelines.yml for Azure Pipelines

& vl.7-test

Slide 45
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Definitions
Microservices and Containers

* Microservices
— Decompose Complex Applications into Small, Independent Processes communicating
with each other using language-agnostic API’s
— Highly Decoupled and Modular with services organized around capabilities (e.g. User

Interface, Billing)

* Containers
— Much like Virtualization abstracts the Operating System from Hardware, Containers
abstracts Applications from the Operating System
— Applications are isolated from other Applications on the same Operating System

— Allows for Cloud Portability and Scale Up/Out
— Security issues need to be evaluated and addressed in native container deployments e
s

-
docker

@% C2 LABS © c2labs.com


http:c2labs.com

NIST and CSA Partnership

Researching Together to develop Best Practices

* NIST and CSA joined forces to define best practices for Application

Containers and Microservices (ACM)
— CSA ACM Members joined the NIST ACM Cloud Security Working Group

— NIST artifacts served as the foundation for CSA ACM work

— NIST SP 800-180: NIST Definition of Microservices, Application Containers and
System Virtual Machines

— NIST SP 800-190: Application Container Security Guide

— NIST SP 800-160: Systems Security Engineering: Considerations for a
Multidisciplinary Approach in the Engineering of Trustworthy Security Systems

— NIST IR DRAFT: Challenges in Securing Application Containers and Microservices
— NIST SP DRAFT: Best Practices in Securing Application Containers and Microservices S

@% C2 LABS © c2labs.com


http://csrc.nist.gov/publications/drafts/800-180/sp800-180_draft.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-190.pdf
https://csrc.nist.gov/publications/detail/sp/800-160/vol-1/final
http:c2labs.com

CSA Application Container and Microservices (ACM)
Charter

CSA ACM Working Group Charter
* Objectives — Q1 2020

— Best Practices to Implement a Secure Microservices Architecture
— Microservices secure development guidance and governance

— Best Practices for implementing a Microservices Architecture for Cloud-
native applications

— Best Practices for decomposing monolithic applications into Microservices

@ﬁ C2 LABS © c2labs.com


https://docs.google.com/document/d/1k_82U2BFgvA9j06MaI96VZAoMIYFmAg8HoAFA2GEA1Y/edit
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CSA Application Container and Microservices (ACM)
Publications

CSA:
. . Best Practices for
Challenges in Securing Implementing a Secure
Application Containers Application Container
and Microservices Architecture
Integrating Application Container Security Integrating Application Container Security

Considerations into the Engineering of : : : : ;
: : Considerations into the Engineering of
UL 2SI SR T SRR CI ICk on Tltles tO Trustworthy Secure Systerr%s 3

download the
publications

|

Best Practices for Implementing a
Secure Application Container

Architecture

@% CZ LABS © c2labs.com Slide 49
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Container Security
Challenges

Increased Attack Surface
— Containers are far more complex than VM’s wherein a single Application can consist of
1000’s of microservices

— Underlying Linux Operating System complexities can be exploited by attackers to
compromise all containers on a host OS

— Runtime Compromise / Vulnerabilities / Misconfiguration

Secure Software Development
— Containers can have code pushed to them from untrusted sources

Log Management
— Big Data Problem: How do you view and manage logs across 1000’s of containers

Orchestration
— Infrastructure now runs as code (Puppet/Chef/Ansible)
— Software developers, not infrastructure staff now run the data center

@% C2 LABS © c2labs.com
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Container Security
Challenges

* File System Compromise
— Microservices in the Application Container could be compromised by an attacker

* Networking
— A compromised container could result in lateral movement

* Run Time Compromise / Privilege Escalation

— An attacker could modify a microservice in an Application Container which compromises
the application or container itself

@% C2 LABS © c2labs.com
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Container Security
Solutions

Increased Attack Surface
— Employ MicroVM’s (Just Enough VM)

— Monitor Containers at Runtime / Real-time scan for Vulnerabilities and Misconfiguration
and Remediate

Secure Software Development

— Whitelist/Blacklist Containers

— Establish a secure container registry

— Sign containers and code (MD5)

— “Shift-left” vulnerability and bug scanning before deployment

Log Management
— Centralize container logs including developer actions

pd
Orchestration P>
— Employ orchestration platform to manage containers across environments e

(DEV,TEST,QA,PROD) and across clouds P

@% C2 LABS © c2labs.com
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Container Security
Solutions

* File System Compromise
— Ensure file system is read only
— Treat infrastructure as stateless, ideally serverless

* Networking
— Ensure application containers can only talk to other approved application containers
— Leverage Namespaces and SDN in orchestration tools

* Run Time Compromise / Privilege Escalation
— Set filter on Linux Kernel to prevent privilege escalation and implement white lists

— Anomaly detection based on a deviation from a known baseline to prevent remote code

execution
/

e
s
p
e
e &

@% C2 LABS © c2labs.com


http:c2labs.com

Microservices Security
Challenges and Solutions

 Decomposition of Applications
— Need to decompose applications into microservices correctly, so they only do
one thing well, driving development of secure code
— Monolithic code with 1,000 DLLs needs to be decomposed into 1,000
microservices which makes it more secure and maintainable

* Interface-driven development
— Need to have well defined REST API’s to ensure microservices talk consistently
to each other
— Authentication of API’s should leverage OAuth and other secure protocols

@% CZ LABS © c2labs.com Slide 54
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Real World Examples

@ﬁ CZ LABS © c2labs.com Slide 55
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Docker CI/CD Pipeline Overview w/ GitLab
X docker ..=
j@@compose
ﬁ -
- Code pullzPush GitLab
Docker Trusted
C1/CD Pipeline Repository

(.gitlab-ci.yml)

GitLab Runners
Test Scripts
Image Build
Image Sign/Push
Stack Deploy

Docker Univessal
Deploy Stack Control Plane\ 3
@ C2 LABS © c2labs.com Slide 56 oy

Linux Windows -
s

Image Push
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GitLab: What are Runners?

* Runners are the fundamental component of a CI/CD pipeline

* Runners are isolated virtual machines that run predefined steps through the GitLab CI API
— Steps are defined in a .gitlab-ci.yml file
— Steps execute as jobs, jobs are grouped together by stages, and stages are grouped together by
pipelines
— Job execution occurs on the Runner machine

— Any dependencies/enablers that are required for a job to execute must be installed on the Runner
machine pipeline

stage
.) Build
job 1. Build 1mage
11. Sign 1image
111. Push 1mage to Repository
.) Test

1. Deploy image to development

11. Run unit, functional and end-to-end tests
.) Deploy

> i. Deploy to production
@; C2 LABS © c2labs.com proy P Slide 57
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Docker C1/CD Pipeline Stages - Customizable

7

Development Pipeline

Build ]—P Clean ]—P Deploy
. J
4 Production Pipeline A
Build Dev Clean ]—P Deploy Dev
Build ProdA ) l
Build ProdB Deploy ProdA | OR

\
@% C2 LABS © c2labs.com
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GitLab On-Premise
C1/CD Pipeline

*  Example of a production
GitLab CI/CD pipeline

* All customizable; can
iImplement your design easily

* (CD Built and pushed image
in DEV and both production
environments

* (CI Performed a clean build

* (CD) Deployed to DEV and
the chosen production
environment

« (CD) DEV deploy is triggered
by commit to dev or master
branch

« (CD) PROD deploy is
triggered via a Tag and a
Manual start by user with the
right permissions

@ﬁ C2 LABS

© c2labs.com

4 GitLab

epository

Merge Requests

Cl/CD

Pipelines

Jobs

Schedules

Charts

Operations

Wiki

Snippets

Projects v

Activity Milestones  Snippets |

& application-containerization > @HP > Pipelines > #1232

(© passed ‘ Pipeline #1232 triggered 3 months ago by {ii! —

Migrate to UtilityOps Collection

© 10 jobs for@v1.3 in 2 minutes and 24 seconds (queued for 1 second)

N iatest

o f71435d2 ~ i

Pipeline
Build Clean Deploy
G) ouild_and_push_.. O (:) cleanup_task Q G) deploy_tas«_dev Q
(v) builg_and_push_j.. O (@ deplo - I3
(® build_and_push |.. © ®) cecloy_tas @
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Commercial Tool
Build Pipeline

CI1/CD triggered based off of
protected branch strategy

CIl steps generally deploy on a
Pull Request (PR)

CD steps generally deploy after
approving the PR

Testing, documentation,
database upgrades, security
scanning, logging, and
Kubernetes deployment are done
from the Feature branch -> DEV
-> QA -> PROD with no manual
labor; unlocking our developers
full potential

Governance is employed by
adding workflow approvals to PRs

All logs are maintained in Azure
DevOps for Configuration
Management

g_‘ 1 C2 LABS
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ATLAS CI/CD High-Level Workflow

OTE: Features continue to be expanded over time for robustness

Y
o

™m

GitHub Events

Developer codes in their local feature L
branch. DEV Branch STAGES:

Feature Branch Merge Request to

- Build and push the container
- NPM Security Scan
T - Container Security Scan (Anchore)
- Static Code Analysis (SenarQube)
- Unit Testing
- 508 Compliance Checks

Approve Merge Request for DEV

Branch
STAGES:

- Deploy to Azure Kubernetes
- System Integration Tests

=3 : N
- Web Vulnerability Scanning
- Build and publish technical documents
- Log errors to Salesforce Service Cloud
DEV Branch Merge Request to
Master Branch
STAGES:
- Build and push the container
- NPM Security Scan
- - Container Security Scan (Anchore)
- Build SQL script and update QA database
-Deploy to QA Azure Kubemetes cluster
STAGES:
- Build SQL script and update PROD database Approve Merge Request for Master
- Deploy to PROD Azure Kubernetes LS Branch
- System Integration Tests <+

- Build and publish technical documents
- Log errors to Salesforce Service Cloud

- If tagged release, push container to Docker Hub


http:c2labs.com

Multi-Stage
Pipeline

* Container is built and
pushed to our private Azure
Registry

e Security scans are done via
NPM Audit and Anchore

* Source code scan is done by
SonarQube — pass/fail logic
Is coded into the stages

* Artifacts are stored for
troubleshooting or later
forensics if a defect escapes

@ﬁ C2 LABS

© c2labs.com

€) #20200123.2 potential 2.2 build issue fixes

on Atlas Cl

Summary Aqua Scanner Report

Pull request by § jedthornock

€) C2-Labs/atlas 13567 d23c047
i=1 Today at 10:47 AM

Errors 2 Warnings 17

Code_Scans « SonarQube_Scan » Publish SonarQube Results

Tests: Changes Work items:

Get started ¢ 1 commit

Q [SQ] API GET ‘/api/ce/task’ failed, error was: {"code™"ETIMEDOUT","errno":"ETIMEDOUT","syscall":"connect”,"address":"52.147.211.190","port":9000}

€ [5Q] Could not fetch task for ID "AW_TI3SaFucfFazEhzop'

Stages Jobs

© Build @ Security_Scans
1 job completed 4m 19s 1 job completed

£ 1 artifact

Q Code_Scans

Failed 14m 39s

=

o SonarQube_Scan

Rerun failed jobs

Slide 61

Artifacts:

£ 1 published
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Wiki Update #575 cai

howieavp76 wants to merge 1 commit into dev from wiki

GitHub Integration

&4 Conversation 0 o Commits 1 B, Checks 2 Files changed 1 +0 -0
° Leve rag ed howieavp76 commented now +@ - Reviewers o
: /
WebhOOkS/pI ug I nS_ to ShOW No reviews—at least 1 approving review
pipeline progress in the * CI/CD flowchart is required.
GitHub PR
. . Assignees o
* Details link to Azure DevOps o [l vixs upcate R0 oo i
- - one—assk y L
to view artifacts and raw
I
Ogs Add more commits by pushing to the wiki branch on C2-Labs/atlas. Labels o
¢ Governance enforces code e
reviews, pipeline checks ° Review required
passing , and tWO—person At least 1 approving review is required by reviewers with write access. Learn more. Projects °
None yet
rule for a manager to - el
. S ful Hide all checks
approve code changes into a ?me check-s were not successfu |
2 failing and 1 in progress checks Milestone T
protected branch g
O miestone
X f Atlas Build Prod Failing after 17s — Build #20200124.1 failed Details
X wfp Atlas Build Prod (Build Build_Push_image) ~Failing after 95 — Build Build_Push_... Details Ntiloations Qustomize
4x Unsubscribe
® f Atlas CI /n progress — This check has started... Details B Rt s betase

you authored the thread.

Merging is blocked

Merging can be performed automatically with 1 approving review. a2
1 participant

As an administrator, you may still merge this pull request.

@ C2 LA B S © c2labs.cor Merge pull request = ~ | You can also open this in GitHub Desktop or view command line instructions.

E] Lock conversation
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Pull requests Issues Marketplace

Integration with

Azure DevOps
1 C2-Labs / atlas Private

*  Details pu“ed into GitHub Code Issues 137 i Pull requests 1 Actions Projects 19 Wiki Security Insights Settings
and stored with the PR
*  History maintained over Workflow Updates #572

time for full configuration

. howieavp76 merged 10 commits into master from dev E1 4 hours ago
management traceability

* Builds and dep|0ys are ttd Conversation 0 o Commits 10 B, Checks 4 [ Files changed 64
tagged with the commit
number to allow for easy ° Merge pull request #555 from C2-Labs/456_workflow_creation_from_modul... cada665 ~
rollbacks in Kubernetes
v o Azure Pipelines Azure Pipelines / Atlas Deploy Dev
succeeded 5 hours ago in 17s

v Atlas Build Prod

v Atlas Build Prod (Build Buil... Build #20200123.2 succeeded

v Atlas Build Prod LQr‘\_DBl‘ﬂ Qerrors /0 warnings

v Atlas Deploy Dev

[% View more details on Azure Pipelines

@ﬁ CZ LABS © c2labs.com Slide 63
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Azure DevOps
Pipelines

* Multiple pipelines
configured that are
triggered based on GitHub
branching logic

* Each pipeline has one or
more stages to the job

* Each stage has one or
more tasks that execute

* Pipeline configurations are
developed in source code
and under configuration
management in GitHub

*  NOTE: Pipeline changes
are tested in a separate
cloned project prior to
being introduced into the
Production pipeline

0 Azure DevOps

ATLAS
B Overview
B soaras
Repos
W Pipelines

Pipelines

o -

Environments

@

Releases

B\ Library

1

Task groups
" Deployment groups

A Test Plans
g Artifacts

@ﬁ C2 LABS  © c2labs.com

Pipelines

Recent All Runs

Recently run pipelines

Pipeline

° Atlas Deploy Prod

© Atas Build Prod

© avasc

° Atlas Deploy Dev

° Atlas Deploy Prod - Test
€ Atlas Build Prod - Test
° Atlas Deploy Dev - Test

© AtasciTest

° Atlas Release - Test

Last run

#20200123.2 » Merge pull request #572 from C2-Labs/dev

#20200123.4 - Workflow Updates

#20200123.4 » 457 create workflow tab for each module

#20200123.2 » Merge pull request #555 from C2-Labs/456_workflow_creation_from_modules

#20200116.11 » Merge pull request #43 from C2-Labs/dev

#20200116.3 « Dev
il PR 143

#20200116.2 » Merge pull request #42 from C2-Labs/workflow2

#20200116.3 » added latest dev from atlas project
142

#20200114.1 » Update release-pipelines.yml for Azure Pipelines

& vl.7-test

Slide 64
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Overview

Data Center and Cloud Optimization Initiative PMO

Data Center

Closure &
Consolidation

Optimization

Optimization Initiative

Application
Rationalization

Review; Reward:
Refresh; Remove

Cloud Smart
Workforce

Security
Procurement
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Application Rationalization

o« \What is Application Rationalization”?
e How is it connected to ICAM?

APPLICATION PORTFOLIO

APPLICATION PORTFOLIO

___________________
- ~

RATIONALIZATION
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Cloud Policy Landscape
Implications for ICAM

s foraccesstolog e« TIC 3.0
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ata o Zero Trust Networks ’
Governance model | =
aligned to ICAM o The Internet of Things "
systems ©




Cloud Adoption & ICAM

Challenges of Moving to Cloud

Recommended Process:

o Assess enterprise capabilities
ederation?

Fault tolerant?

Secure?

Perform an ICAM gap analysis
Address gaps (buy new or modify existing)
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Goal 1
Strengthen the Federal

Government's information
and physical security

1.1 Ensure that only authorized
users can access protected
resources

1.2 Enable agencies to establish

and manage proven, trusted
identities for all system users

1.3 Support the adoption and use
of credentials that provide an
efficient, secure means of
accessing resources

1.4 Monitor user behavior and
system security though
diagnostics, analytics,
and reporting

\\

Goals in Common

Goal 2

Enable information sharing
and safeguarding within
the Federal government

and with external partners

2.1 Automate information

discovery and access across

the Federal Government in
all security domains

2.2 Facilitate external
partnerships by aligning
ICAM business processes
and technical interfaces
with partners' best practices

Goal 3
Enable agencies to

securely deliver mission
services to customers

3.1 Design systems to allow

customers frictionless
access to information and
resources

2.3 Enable interoperability by
standardizing information
sharing agreements and
establishing a common
ICAM data architecture
across government

3.2 Foster trust by building

protections for privacy and
civil liberties into business
processes and technical
solutions

Goal 4

Support Federal
Government efficiency in
information technology

4.1 Streamline ICAM

governance and program
management within each
agency or depariment

4.2 Standardize and automate

ICAM business processes
across the Federal
Government

4.3 Establish shared service
platiorms and reuse or
repurpose existing
hardware and infrastructure
when possible
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GSA

Questions?
Email dccoi@gsa.gov




- Questions
® | (Slido)

VIRTUAL AUDIENCE

NIST

National Institute of

Standards and Technology -|- ET R ATE

11:15 pm  U.S. Department of Commerce




Ad-Hoc Panel:
What is in Your Mind When You
Think ZTA & DevSecOps

Moderator 1: Moderator 2:
Jeyappragash Jeyakeerth This is an ad-hoc panel and the _ Michaela lorga
Co-Founder, P Senior Security Technical Lead,

Tefrate panelists will be selected randomly from NIST
the members of the audience that
expressed interest in participating in this
dialog by registering in advance.

Panelist 1

Panelist4

11:30 am
Panelist2 Panelist3




Thank

Day 2
Closing Remarks
and Adjourn

NIST

National Institute of

5:00 PM U5 Deporen: of Commeres TETRATE
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