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Trapped ions are a leading platform for quantum computing, but, like all other candidate
platforms, the techniques that will enable scaling to larger systems are still an area of active
research. Laser-free control operations for ion-based qubits offer many advantages for scaling.
The microwave and radiofrequency currents used to perform these operations are cheaper and
more straightforward to generate, control, and integrate with trapped ions than lasers. They offer
power-efficient parallelization of gate operations relative to laser-based gates, and are intrinsically
free from the photon scattering, laser phase noise, and beam pointing errors that are the primary
sources of infidelity in laser-based control. Additionally, operating with multiple co-trapped ion
species (e.g., a ‘data’ and a ‘helper’ species) offers many advantages for computing, as well as for
exploring fundamental physics and precision measurement by extending quantum control techniques
to more exotic charged particles. This thesis demonstrates the first use of multiple ion species in
a trap designed for laser-free qubit control and entangling operations, and describes a theoretical
framework and early experimental results for mixed-species quantum logic operations based on
magnetic field gradients. Laser-free mixed-species quantum information processing offers many
potential advantages for scaling to larger systems while avoiding some common error sources and

challenges intrinsic to laser-based quantum information with trapped ions.
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Introduction

The control of quantum systems for quantum computing, sensing, and simulation is a broad
and active field of research. Quantum computing entails using two-level quantum systems as qubits
in a quantum information processor, analogous to the bits in a conventional computer. It can
then leverage the unique features of quantum mechanics to perform calculations which would be
challenging or even impossible with a conventional computer [1, 2]. We are currently in an age of
quantum computing which has been called the ‘noisy intermediate-scale quantum’ (NISQ) era [3]
because the current systems tend to lack the number of qubits and quality of control necessary to
perform large or complex computations, but lots of exciting work is currently underway to address
these deficiencies. Since the first demonstrations of trapped ion entangling gates at the turn of the
century, error rates have decreased by orders of magnitude for both single- and two-qubit gates, and
qubit numbers have reached double digits in trapped ions (and triple digits for neutral atoms).

Progress in quantum information and sensing over the past three decades can be broadly split
into two main branches: improving the quality and complexity of control for established systems
as the numbers of qubits increases, and extending existing control techniques to new, more exotic

quantum systems such as molecules, radioactive ion species, and subatomic particles. Trapped
1



ions are one of the leading platforms in both branches due to the possibility to trap and control
single particles up to large ensembles using the suite of techniques developed over the past seventy
years since the initial proposal of the ion trap [4]. Researchers have demonstrated high-quality
entanglement of ion pairs [5-9], control of many ions in a single system [10-13], as well as control
of exotic particles and molecules [14-18]. Trapped ions have also formed a basis for both current
and proposed investigations for fundamental physics [19-22]. This thesis focuses on two particular
strategies: using multiple trapped ion species within a single processor, and performing as much
control as possible with microwave and radiofrequency fields and field gradients rather than lasers.
Both of these approaches have already enabled significant advances and are well-positioned to

continue to do so.

1.1 Mixed-species ion crystals for quantum information

Using multiple trapped ion species within a single processor was first proposed in 1998 [23]
for the purpose of sympathetically cooling computational ions. In that initial proposal, which was
expanded upon in [24], the idea of a ‘quantum charge-coupled device’ (QCCD) was also put forward.
This is an architecture for a trapped ion computer involving different zones for different purposes,
with ions being transported between zones depending on the desired operations. Long linear chains
of ions have many modes which need to be tracked and cooled, and suffer from motional mode
crowding, crosstalk errors, and slow entangling gates. The QCCD offers a path towards larger
trapped ion systems while avoiding these difficulties inherent to long chains. An illustration of the
system as initially conceived is shown in Fig. 1.1, showing the different zones for different purposes,
next to a recent realization from Quantinuum that arguably demonstrates many of the properties of
a QCCD.

Sympathetic cooling with a ‘helper’ ion between quantum logic gates allows longer sequences to
be performed without needing to stop and cool data ions, which would disrupt their quantum states,
and allows reinitialization of ion motion after rearrangements in a QCCD-like system [26, 27]. The

addition of mode-mode coupling even enables cooling of modes with poor coolant ion participation



Figure 1.1: The quantum charge-coupled device (QCCD) describes a vision for scaling trapped
ion computing using a zoned architecture. The figure on the left is from one of the early QCCD
proposals [24], while the figure on the right is from Quantinuum’s most recent trap [25]. Both
images show a grid-based multi-zone trap that can hold and control multiple small strings of ions
and move them arbitrarily through different trap zones.
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[28-30]. Many groups and companies pursuing large-scale trapped ion quantum systems choose to
use multiple ion species for all of these reasons [25, 31-37]. The second species can also be used
as a ‘memory’ ion which is not disturbed by operations on the computational ions [24], another
important step towards larger and more complex quantum processors.

In 2005, the demonstration of quantum logic spectroscopy (QLS) [38] provided another
motivation for using multiple ion species in a given system. QLS uses the shared motion of two
co-trapped charged particles to enable use of an ion species which does not have an accessible cycling
transition for cooling or fluorescence detection - notably 27Alt in the record-breaking Mgt-AlT
clock [39], though the technique has since been extended to molecules and highly-charged ions as
well [40-42]. While additional ion species increases experimental complexity, the benefits often
outweigh the costs. And as researchers seek to expand the variety of particles that can be controlled
at the quantum level, quantum logic could prove a powerful tool for target particles that lack easily

addressable optical transitions, as long as we can couple an ion’s spin to its motion.

1.2 Laser-free control and entanglement

The second focus of this thesis is a technique that was also proposed in 1998 [23]. This is
‘laser-free’ entanglement, where magnetic field gradients, which can be static or oscillate at microwave
and radio frequencies, are used to perform gates instead of lasers. Successful entanglement with this
strategy was first demonstrated in 2011 [43] (more than a decade after the first laser-based ion-ion
entangling gate [44]), and recently reached comparable fidelities and speeds with laser gates [8, 9,
45]. Laser-free entanglement offers a lot of potential benefits: one of the primary advantages is the
elimination of photon-scattering and other laser-based errors, which are the dominant error source
in most previous high-fidelity laser-based entangling demonstrations. There are practical advantages
as well: microwave hardware is cheap relative to lasers, phase control and stability are vastly easier
to achieve, and integration of electrodes to drive qubit interactions into traps is based on established
technology, especially when compared to the challenges of integrated photonics. Microwave currents

within an electrode can drive gates in parallel on any charged particles with a magnetic moment



above the electrode, allowing for very power-efficient parallel gates. Compare this to laser-based
parallel gates, which require either many tightly focused beams or very high power sheet beams,
with more optical power required to perform additional gates. And while it may not be as obvious
as individual ion addressing using tightly focused laser beams, individual ions and pairs can still be
addressed with a combination of local electric and magnetic fields and global microwave magnetic
field gradients [8, 46-49].

Laser-free control and entanglement could also help extend quantum control to more unusual
charged particles, such as protons or exotic molecules. In this vein, ongoing work at UCLA aims to
manipulate polar molecules with electric rather than microwave field gradients, pioneering a new
style of laser-free interactions [50]. Laser-free quantum logic, the proposal of which is a focus of this

thesis, could prove a powerful tool for both ordinary trapped ions and more exotic charged particles.

1.3 The all-electronic qubit

This thesis fits into the broader project in our lab of developing an ‘all-electronic’ qubit. This
means a qubit species that requires only microwave and rf control fields. A second ‘helper’ species
would have lasers for cooling and fluorescence detection, tasks which require relatively little optical
power compared to that needed for laser-based entangling gates. By using integrated photonics
as well as integrated superconducting single-photon detectors, both technologies which have been
separately demonstrated [51-54], an ion trap could be developed with no need for the optical
access viewports currently used to supply cooling and control light, as well as collect fluorescence
signals, that currently occupy much of the space on any trapped ion vacuum chamber. This
scheme would require only electronic wires and optical fibers entering the chamber, a huge step
towards miniaturizing trapped ion systems while also reducing sensitivity to vibrations and other
external perturbations. The vision as presented in Fig. 1.2 shows a combination of integrated trap
technologies that would allow for such a system. Each of these have been demonstrated separately
and future work in the lab will focus on systems which integrate multiple of these technologies into

a single trap chip.



Figure 1.2: The all-electronic qubit would require only electrical input and output lines for qubit
species control. The helper species would still require laser light but this could be supplied via
integrated photonics and detected using integrated detectors, eliminating the need for free-space
optics and the space-consuming windows and imaging systems they entail. Figure from Daniel
Slichter.

logic ion
% integrated
: waveguides
data ion -
integrated /
detectors ,
microwave
) electrodes

*/

buried gradient
electrodes




1.4 This work

This work focuses on laser-free operations in a mixed-species trapped ion system with the
aim of having one laser-free species. The apparatus described in this thesis has previously used only
magnesium ions, which make good qubits but require lasers in the ultraviolet. We added calcium as
a helper species due to its demonstrated success with integrated photonics [51, 53] and reasonable
mass match. We will begin this thesis with a broad introduction to ion traps and how trapped ions
can be controlled at a level that renders them useful for quantum information processing. Then
we will review the principles of laser-free entanglement and control including the motivation and
recent milestones, followed by the arguments in favor of using multiple ion species for larger scale
processors. We then describe the apparatus designed to perform the experiments described in the
final chapters. These proposed techniques of laser-free quantum logic and laser-free mixed species
entanglement each constitute a chapter detailing theoretical underpinnings, followed by preliminary
experimental results or simulations demonstrating feasibility. Significant results presented include
trapping, transport, and cooling of mixed-species ion crystals in this system for the first time;
fast, coherent mode-mode coupling of one- and two-ion crystals; and a theoretical description of
a mixed-species laser-free entangling gate using parametric coupling to increase the speed of the
entangling interaction. Finally, a series of technical appendices describe the various optical and
electrical engineering projects undertaken during this thesis, the details of our vacuum chamber
rebuild, how to mount ion traps using indium, and recommendations for installation and operation

of a Stinger closed-cycle cryostat.



Quantum computing with trapped ions

Classical computers operate by performing logic operations between two-level systems, known
as bits. Quantum computers perform quantum logic operations on quantum bits, or qubits, and the
quantumness of these bits opens up new avenues for interesting and complex computations. A bit is
always either 0 or 1, while the quantum nature of a qubit means it can be in a superposition of 0
and 1. Qubits can also become entangled with each other. These two properties of entanglement
and superposition underlie the quantum algorithms that define tasks where quantum computers
could dramatically outperform their classical counterparts [55, 56].

A qubit can be formed using any quantum two-level system. Popular physical implementations
of qubits include trapped ions and neutral atoms, where two electronic levels of the atomic structure
can be selected to form the qubit states, and superconducting qubits, where the energy states of a
small superconducting circuit form the quantum levels. For a trapped ion or neutral atom qubit,
the two levels are often labeled as ‘up’ and ‘down’ despite (usually) not being a single spin.! In
a trapped ion, there are several types of qubit that may be used, categorized by the frequency

of the transition splitting the qubit states. Optical qubits occur when the two chosen levels are

While some are specific and refer to this as a ‘pseudospin’, in this work I will call it a spin for simplicity.
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separated by a frequency in the optical regime. Hyperfine qubits, where the levels are chosen out
of the ground-state? hyperfine manifold of an ion, are typically split by microwave frequencies
and usually manipulated using Raman transitions. There can also be Zeeman qubits, where the
frequency splitting is often in the radiofrequency band. Because these qubits are not necessarily
actual two-level systems, we can also choose to encode multiple qubits within a single ion, or to
shift the encoding of a given qubit for specific purposes. This last technique is the basis of the omg
scheme, discussed in more detail in Chapter 3.

While other technologies have recently made rapid advances in qubit number [57, 58], gate
fidelities [59-63], and complexity of operations [57, 58, 62, 64—66], trapped ions remain one of the
leading platforms for quantum information processing [8, 9, 67].

When Benioff, Manin, and later Feynman proposed what would become known as quantum
computing in the early 1980’s [1, 68, 69], the ability to laser cool and trap single ions—tools that
would enable the use of those trapped ions as qubits—had already been demonstrated [70-74].

In 1995 Cirac and Zoller proposed using trapped ions as a platform for quantum information
processing, based on a scheme for entangling trapped ion qubits using their shared motion as an
information bus [75]. However, this Cirac-Zoller gate requires perfect ground-state cooling and
individual addressing of the qubit ions, both of which can be technically challenging. When Mglmer
and Sgrensen proposed their eponymous gate in 1999 [76, 77], it relaxed the stringent requirements
on ion temperature and addressing and became the dominant method for entangling trapped ions.
In fact, it was successfully demonstrated in 2000 [44], before the Cirac-Zoller gate which was not
demonstrated until 2003 [78].

By the time DiVincenzo laid out his criteria for the ideal physical implementation of a
quantum computer in 2000 [79], trapped ions had already fulfilled many of the criteria, and have

only continued to improve in the intervening years:

e A scalable physical system with well-characterized qubits: Atomic qubits, such

as neutral atoms and trapped ions, are always identical which makes them very well

20r metastable state.
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characterized. Scalability is still a work in progress but control of up to 56 trapped ion
qubits has been demonstrated [13] and there are blueprints in place to extend systems to

more [23, 24].

e The ability to initialize the state of the qubits to a simple fiducial state: Trapped
ion qubits can be prepared in a specific state with extremely high fidelity, typically by
optical pumping. Combined state prep and measurement errors of 10~ have been achieved

in trapped ions [80, 81].

e Long relevant decoherence times, much longer than the gate operation time:
Trapped ion qubits can have exceptionally long coherence times, recently surpassing an
hour [82]. Typical gate times are on the order of tens to hundreds of microseconds, so this

criterion is well-satisfied.

e A ‘universal’ set of quantum gates: ‘Universal’ here means capable of performing
universal computation. A universal set of gates can be made from arbitrary single-qubit
rotations, which can be achieved with extremely high fidelity by either laser or microwave
control [83], and a two-qubit entangling gate [2]. Bell-state fidelities in trapped ions surpassed
99.9% fidelity in 2016 [5, 6] for laser-based entanglement, and more recently for laser-free

entanglement |8, 9].

e A qubit-specific measurement capability: Trapped ion qubits are typically read out
using fluorescence detection, where a closed cycling transition scatters photons only if the
ion is in one of the two qubit states. Readout fidelity can be pushed even higher using
quantum non-demolition techniques—ones that do not destroy the quantum information,
allowing for repeated readout of the same qubit and errors at or below the 10~ level [84,

85).

There are two additional bonus criteria for connecting physically separated quantum systems (also

known as quantum networking):
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e The ability to interconvert stationary and flying qubits
e The ability faithfully to transmit flying qubits between specified locations

both of which have been satisfied by various networking experiments [86-89)].

In the nearly 30 years since Cirac and Zoller’s initial proposal, experiments with trapped ions
have proven their capability as a platform for quantum computation. This chapter will begin with the
basic principles of ion trapping, then progress into the control of ions’ internal and motional states
at the quantum level, finishing with a discussion of trapped ion qubits and different trapped-ion

entangling gates.

2.1 Rf ion traps

Because ions carry an electric charge, they can be trapped by means of their interaction with
electric and magnetic fields. There are two main varieties of ion trap: Penning and Paul traps.
Penning traps can contain large numbers of ions by taking advantage of the cyclotron motion of
charged particles in strong magnetic fields, while linear Paul traps use rapidly oscillating electric
fields applied to linear electrodes to confine ions at the minima, of the oscillating field.? We will focus
on these linear Paul traps in this work, where one or several ions are confined along a one-dimensional
line of minimal rf electric field.

Although the first linear Paul trap was not demonstrated until the early 1990’s [90], linear
Paul traps operate using the same principles as the quadrupole mass analyzers developed for mass
spectrometry in the mid-20th century. The similarities can be seen in Fig. 2.1. These mass analyzers
work by applying varying amplitudes and frequencies of radiofrequency (rf) voltage to two of the
four rods that form the device (the other two are grounded). Only ions with certain charge-to-mass
ratios can travel successfully along the analyzer without entering an unstable orbit, and the chosen
charge-to-mass ratio can be adjusted by adjusting the rf and dc voltages. Similarly, in modern Paul

traps care has to be taken to provide the correct rf and dc voltages to stably trap the desired ion

3While Paul traps need not be linear, this work will focus only on the linear variety.
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Figure 2.1: Cartoons showing a quadrupole mass analyzer, with both a stable and unstable ion
trajectory; a 3D linear Paul trap with segmented electrodes to provide axial confinement; and a
surface-electrode trap. In all three figures, rf electrodes are blue while dc electrodes are gray.
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3D Paul trap surface electrode trap
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species. Following first [91] and then [23], we will examine how these quadrupole mass filters work
and then extend that to the trapping of ions.

For a particle to be trapped in a given dimension, it must experience a restoring force such
that the always pushes it back towards the origin. The simplest restoring force is a linear one,
F = —kx, where x is the position of our particle from the origin, and k is the effective spring
constant.

For a particle with charge e in an external electric field (still in one dimension for now), this
condition can be fulfilled by a potential

o, =2z (2.1)

where £ = k/e is a geometric constant with units of electric potential over length squared. The

electric field along x is then

E,=——2 = —¢x. (2:2)

For a particle with charge e in this parabolic potential, it experiences the force
F, = —efx = —kx (2.3)

and so it is trapped in this dimension.
Extending this to three dimensions gives

(I)O 2 2 2

where R is a characteristic distance to the electrodes creating the potential, and «, £, and ~ are
constants. If we had no constraints on these coefficients, we could easily define a potential that
trapped in all three directions simultaneously, but Laplace’s equation requires a + 3+ v = 0. The
consequence that a charged particle cannot be stably trapped by purely static fields is known as

Earnshaw’s theorem [92].
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For a quadrupole mass analyzer with its axis along z, we select v = 0 i.e. no confinement

along the axis of the analyzer, and then « = — = 1. This gives the electric fields along all three

directions
1
1
E, = ﬁy, (2.6)
and
E.=0. (2.7)

The effects of these fields are none in the z direction, a restoring force in the = direction, i.e. stable
oscillatory motion, and an anti-confining force in the y direction, inducing runaway acceleration.
This means that motion in that direction is unbounded, and will increase until the particle crashes
into an electrode. But by setting our potentials to oscillate, we can alternate between stable
confinement in x and y, creating an effective confining potential in both directions (if we choose our
parameters carefully) that will allow the motion to remain stable along the length of the mass filter.

To see this, we start by applying an oscillating voltage V,; = U + V cos(£2,t) to the rf

electrodes. Following [91], this creates a potential along the center axis of the trap with the form

U+ V cos (Q,5t) R
(I)(.T,y,t) = 9 (1 + R2 ) (28)
and the equations of motion in our radial directions are
. €
z+ "o (U + Vcos(Qst))xz =0 (2.9)
and
i+ — (U + V cos(st))y = 0. (2.10)

mR2
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If we rewrite these in terms of the unitless parameters

4eU
= —— 2.11
@ mRQng’ ( )
2eV
= —— 2.12
1 mRzﬂgf’ ( )
and
Q. st
= (2.13)
2
we recover the Mathieu equations
2z
2 + (a4 2ecos(27))z =0 (2.14)
and
d*y
2 (a + 2ecos(27))y =0 (2.15)
-

which have well-known solutions. The parameters a and ¢ are known as the Mathieu stability
parameters, where a corresponds to the static part of the potential and ¢ to the dynamic part:
a two-dimensional plot of these parameters is known as a stability plot. The parameters are
mass-dependent which is how these mass analyzers worked - by carefully selecting U, V', and €, ¢
only a certain range of masses will successfully pass through the analyzer. Charged particles whose
parameters fall outside of the stability region will enter unstable orbits and leave. In real ion traps,
typically a < ¢, the static potential is much less than the oscillating potential.

With a <« ¢ < 1, the solution to first order in ¢ is
2(t) = w0 cos(wrt + @) |1+ 3 cos(2st)| (2.16)

where

W :qQTf
T 2\/§

(2.17)
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and zg and ¢ depend on the initial conditions. For a stably trapped ion, w; is smaler than €2,
so this looks like a slow oscillation at some characteristic frequency that depends on the ion and
trap parameters (what we call secular motion) modified by a small, fast oscillation at the trap rf
frequency (what we call micromotion). If we neglect the micromotion, we can approximate the ion

as a harmonic oscillator in a pseudopotential
L 9. 92 9
¢, = oMW, (x* +y*). (2.18)

The degeneracy between the radial secular frequencies can be broken by applying a small static
potential U to the trap electrodes [23, 93].% In order to trap ions in three dimensions, a static,
harmonic potential along the trap axis can be applied to generate confinement along z as well
(though this necessarily generates anti-confinement in = and y, per Laplace’s equation). Typically,
this axial confinement is designed to be weaker than the radial confinement so the ions arrange
themselves into linear chains rather than zigzagging or otherwise bulging in the radial directions.
In the pseudopotential approximation (where we average the force of the rf over a full period,
approximating the effect of the periodic field into an effective potential [94, 95]), and adding this

harmonic confinement along z, we can create the desired three-dimensional harmonic potential
P 1 2.2 2,2 2.2
= im(wxx +wyy” +wzz7), (2.19)

where w, = wy, = w, and w, = (2exU/mz2)"/?, with U the electrostatic axial potential applied to
the endcap electrodes, k a geometric factor, and zg related to the axial well parameters.

For linear chains of multiple ions in a harmonic trap, the normal modes of the chain can be
calculated from the normal modes of a single ion in the same trap [23, 96]. If the masses of the ion
species in the chain differ, this is still true but the radial pseudopotential is mass-dependent and
the math becomes trickier as the ion ordering starts to affect mode structure [27]. A discussion of

the normal modes of mixed-species ion chains can be found in Chapter 4.

4For us this is done with our rf bias, as discussed in Chapter 6.
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When micromotion is neglected, a trapped ion can be treated as a three-dimensional quantum
harmonic oscillator (QHO). The secular frequencies mentioned above form the normal modes of
this oscillator, and we can write the Hamiltonian for a single mode of the QHO (neglecting the
zero-point energy)

Hono = hwi (2.20)

where % is the reduced Planck constant and 7 is the number operator for the mode, 7 = afa, with
a' and a the raising and lowering operators of a quantum harmonic oscillator. Ton motional states
are typically described in terms of the Fock ‘number state’ basis |n), where n is the number of
motional quanta in that mode. We cool the ion’s motional modes near their ground state for many
of the applications described in this work, i.e. to a motional state approximating |0).

In general neglecting micromotion is valid because the oscillations are small and fast relative
to the secular motion, but if an ion is pushed away from the axis of the trap (and thus away from
the null of the rf quadrupole), what is called ‘excess’ micromotion can be quite large and can
negatively affect control of the ions [97].> This excess micromotion can be minimized, as discussed

in Chapter 4.

2.2 Surface electrode traps

While lots of interesting work is actively underway in terms of new and interesting 3D
architectures for ion traps [98-101], surface electrode traps are considered a promising technology
for scaling trapped ion systems [102, 103]. Rather than the traditional four-rod ion traps described
above that must be carefully assembled and aligned by hand, and have limited flexibility in terms of
trap design, a surface electrode trap ‘unfolds’ the electrode structure into a single surface, as seen in
Fig. 2.1. Placing the electrodes onto a single surface allows scientists to take advantage of existing
microfabrication techniques, meaning that large quantities of high-precision, identical trap chips

with small and intricate features can be manufactured at once. This could provide an advantage in

"Though it can also be intentionally induced, to effect individual addressing [46].
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scaling these types of systems as many identical unit cells could be created and connected. The
flexibility and sophistication of these fabrication techniques allow for unique and complicated trap
geometries beyond the purely linear.% Placing all the electrodes onto one surface also provides
improved optical access. In our one-off, proof-of-principle style experiments which typically use
unique trap chips with different form factors and wiring requirements in every experiment, we still
require most of our wiring and trap assembly to be painstakingly done by hand, but the newest
generation of experiments in the group has started using a modular system where traps are mounted
to uniform ‘pucks’ with electrical quick-connects that allows more rapid iteration of prototype traps
[104]. In the industry sector, utilizing traps with small identical building blocks can allow for parallel
wiring and operations as companies work to address the difficulties of controlling larger numbers of
ions [25, 105]. Another compelling alternate architecture for larger-scale surface traps is the micro
Penning trap developed at ETH Zurich [106].

Surface traps also have a lot of potential for integrating different technologies into the trap
chips themselves using advanced microfabrication techniques. Integrated technologies such as
microwave antennae and resonators [43, 107], DACs [108], waveguides and grating couplers [52, 53,
109], optics [110-115], detectors [54, 116-118], and active elements for light modulation [119] have
all been demonstrated and future work in this group and others will strive to combine multiple
technologies within a single trap chip, or multiple chips within a single system [120].

Despite their many advantages, there are certainly drawbacks to using surface electrode traps,
such as the shallower trap depths and larger anharmonicities in the trapping potentials compared
to 3D traps [102]. Additionally, ions are often confined much closer to electrode surfaces than in
traditional Paul traps - tens of microns rather than hundreds. Given that anomalous heating, where
ions near surfaces experience heating whose source is not understood, increases as 1/d* where d is
the ion-electrode distance, the effects are worsened as ions get closer to surfaces. Having laser beams
very close to the trap surfaces can cause laser-induced charging of the trap surface as well [121]

Cryogenic operation reduces anomalous heating [122, 123] and increases ion lifetime, so many surface

5Though of course this is possibly in 3D traps as well, especially those built using stacked wafers.
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traps are used at cryogenic temperatures, though cryogenic operation can introduce new challenges
(see Appendix B for details of our cryostat). While it is possible to operate in a surface trap at
room temperature, ion lifetime and heating rates may create challenging experimental conditions.

There are a multitude of intermediate ‘wafer’-style traps [124-126] that offer some benefits
of both surface and four-rod traps, though these can suffer from difficulties in alignment and
construction. Surface electrode traps remain a leading candidate for scaling trapped ion quantum

processors.

2.3 Ion loading and transport

There are several established techniques for producing ions and loading them into the trap.
Perhaps the most common is oven loading: a thermal beam of neutral atoms of the desired species
is produced by heating up a sample of metal, and this beam interacts with either an electron beam
or resonant photoionization light in the trapping region. Cooling light is typically applied as the
ions are generated and ions that are cooled to low enough energies inside the trapping zone can
become trapped. Because the neutral atoms produced by an oven have energies following a thermal
distribution with a mean energy much higher than most surface trap depths, typically orders of
magnitude more ions and electrons are created for each ion that is successfully loaded.” These
extraneous charged particles can adhere to trap surfaces, leading to large and variable stray fields,
as discussed in Chapter 7.

A second popular technique is ablation loading, wherein a high peak power pulsed laser
(typically a pulsed Nd:YAG) is focused onto a solid sample containing the metal of choice [127]. This
technique has the advantage of often not requiring separate photoionization lasers as the ablation
directly produces ions. However, these ions tend to have high velocities and ablation loading into
surface traps is often difficult, though not impossible [128]. Another technique which is gaining
popularity is MOT loading, where neutral atoms of the desired species are kept near the trap in

a magneto-optical trap (MOT) and neutral flux is produced from the MOT rather than directly

"See Appendix E for some investigations of the thermal properties of the neutral flux produced by beryllium ovens.
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from an oven [129]. This has the advantage of starting off which much cooler neutral atoms, leading
to increased loading rates especially for shallow traps, at the cost of a fair amount of technical
overhead.

Once ions have been loaded into the trap, they will often need to be moved out of the loading
zone and away from the stray fields created by the loading process. The initial proposals for the
QCCD involved a zoned architecture with separate zones for loading ions, performing entangling
operations, and storing memory qubits [23, 24]. As larger-scale ion traps become more and more of a
reality, most groups have stuck to this zoned architecture technique [130, 131] and it has even recently
spread into the neutral atom field [58]. A key preliminary operation for these large-scale traps is
fast, stable ion transport even through the potentially complicated pseudopotentials produced by
novel trap architectures with multiple zones separated by junctions. Ions can be transported along
a linear trap by gradually moving the center of the well providing the axial confinement. Transport
was first demonstrated in 2002 [132], followed by successful coherent transport through a junction
with one ion [133], and recently with a mixed-species crystal [134]. Coherent transport has also
recently been demonstrated in a multi-layer array of trapping sites [135]. Early transport efforts
were performed on timescales much slower than the oscillatory period of the ions in the moving
well (adiabatically) to avoid motional excitation that would need to be cooled away, but coherent
transport can be sped up without inducing motional excitation by either carefully timing the length
of the transport [136] or optimizing transport velocity profiles [137]. All transport performed in this
thesis is adiabatic.

For loading of mixed-species crystals into a surface trap, it is often necessary to separately load
and then merge the two ion species. Splitting and merging of wells is a crucial step for operation of
a QCCD-style system, and was first demonstrated for a pair of ions in 2002 [132]. See Chapter 7 for
a detailed discussion of loading, transport, splitting, and merging as it pertains to the mixed-species

operations described in this thesis.
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2.4 Trapped ion qubits

At the beginning of this chapter, we introduced the idea of the trapped ion qubit, formed by
selecting two electronic levels of the ion and assigning them the labels |1) and []). Regardless of the

exact levels chosen, the Hamiltonian describing the qubit is the same:

g = %&Z (2.21)

where &, is the Pauli operator for the chosen spin and wy is the qubit frequency.

Trapped ions make nice, well-isolated qubits because the Coulomb force keeps the spins, which
form the qubit, much farther apart than the dipole-dipole interaction distance. This same Coulomb
repulsion strongly couples the ion motion, and the shared motion can be used as an information bus

if we can independently control and couple the ions’ spins and motion.

2.5 Motional and qubit state control

In order to couple the spin to the motion, we need what is called a ‘state-dependent’ or
‘spin-dependent’ force.® This can be produced by a field gradient, because different spin states will
move in opposite directions in the gradient - the force they experience is thus spin-dependent.

To see how such a force can be generated using an external oscillating field, we will at first
limit ourselves to two internal states and one motional mode. The Hamiltonian for the ion qubit

plus single motional mode (sometimes called the ‘bare ion’ Hamiltonian) is

. h
jig= %&Z + hwh, (2.22)

where we have just summed Eq. 2.20 and Eq. 2.21 from above.
To couple the motion and the spin, we need to now consider a Hamiltonian coupling the ion’s

internal states to its motion (such a Hamiltonian can be generated, for example, by a laser”), in the

8These two terms are used interchangeably.
9These same interactions can of course be driven without lasers, see Chapter 3.
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interaction picture with respect to the bare ion Hamiltonian above, in the Lamb-Dicke regime, and

after making the rotating-wave approximation':

A~

11e) . , .
Hp = =64 [+ inac™™" +ale™")]e"™0 + He. (2.23)

where € is the Rabi frequency,!' 64 are the spin state raising and lowering operators, § is the
detuning of the oscillating field from the qubit frequency wp, n is the Lamb-Dicke parameter
n = |k|cos(0)zy describing the ratio of the ion’s ground-state wavepacket extent zy = /h/2mw
to the wavevector k = 27/ Mk of the interacting field projected along the mode of interest where
0 is the angle between them, and ¢ is an arbitrary phase. Operating in the Lamb-Dicke regime
means that n\/m is sufficiently small (< 1) that higher-order interactions are suppressed.
For laser-based interactions, typical values of i are on the order of 0.01-0.1 while for laser-free
interactions they are much smaller, see Chapter 3.1 for more discussion of why.

Following [93] and [138], this simplified interaction Hamiltonian has three resonances: the
carrier, red sideband, and blue sideband interactions. These resonances occur when the detuning o
has values of 0 and +w. To see these resonances separately, a second rotating wave approximation
must be done assuming we are only near one resonance at a time [138]. We will start with § = 0,

the carrier transition. This Hamiltonian drives spin flips of the qubit at the Rabi frequency :

. hQ . .
Heor = 7(6+ew +o_e "), (2.24)

The next resonance, § = +w is called the blue sideband, because it is tuned blue of the carrier

by an amount corresponding to the motional frequency of the near-resonant mode:

- hQ A ,
Hyg = 77;(@@* e — G _ae™%). (2.25)

OFor the full details and justification of all the assumptions and approximations involved to get to this point, I
refer the reader to [23] and [93].

"Here, using the definition in [23].
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This drives oscillations between the ||)|n) and |1) [n + 1) states with a frequency that now depends

on both the Lamb-Dicke parameter as well as the motional mode occupation:

Q1 = vVn + 1nQ. (2.26)

The final resonance, § = —w is called the red sideband, as it is tuned red of the carrier:
N hQ . .
Hyap = —-n(6 4ae™ + &_ale ™). (2.27)

This drives oscillations between the |]) |n) and |1) |[n — 1) states with frequency

Q1 = V. (2.28)

The fact that the spin flip Rabi frequency is different depending on the motional state can be
used to extract estimates of the Fock state distribution of certain states of motion, i.e. squeezed
or displaced states. This analysis, and many examples of its use in trapped ion experiments, are
covered in detail in [139].

One thing to keep in mind is that the sideband speed is reduced from the carrier speed by the
Lamb-Dicke parameter for plane wave fields. This makes it impractical to drive sidebands using
free-space microwave and rf radiation, where the wavelength is 3-4 orders of magnitude longer than
for laser light, and thus the Lamb-Dicke parameter 3-4 orders of magnitude smaller. However, the
larger field gradients that can be achieved by working in the near-field of a conductor carrying
microwave and rf currents can give an increased sideband Rabi frequency for a fixed drive power, as
is discussed in more detail in Chapter 3. Red and blue sidebands can be used to create non-classical
states of motion [140, 141], perform cooling of motional modes very near to their ground state [142,
143], and also to drive entangling gates between ions. It is this last function that is the focus of the

final section of this chapter.
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2.6 Entangling gates

Quantum computing relies on the ability to create high-fidelity entanglement between qubits
[79]. Trapped ions were the first platform in which a concrete proposal for generating such
entanglement was proposed, by Cirac and Zoller in 1995 [75]. The next decade saw many new
proposals for different types of trapped-ion gate, the most popular of which I will review here,
roughly following [138]. Since trapped ion gates almost always use the shared motion to transmit
information between ions, we often talk about gates being done ‘on’ a mode, or refer to a ‘gate
mode’ or ‘bus mode.” A gate can be performed on any motional mode, though there are many
technical considerations that make certain modes better or worse (or faster or slower!) for different

kinds of gates. Some of these considerations as they relate to this thesis are covered in Chapter 9.

2.6.1 The Cirac-Zoller gate

The Cirac-Zoller (CZ) scheme involves driving red sidebands on two different ions to enact a
controlled-NOT gate via the shared motion of an ion chain. A cartoon in Fig. 2.2 illustrates the
procedure. A chain of ions is first cooled into its ground state. A red sideband 7 pulse is driven on
one ion in the chain, mapping any excitation in the ion’s internal state into the motion of the ion
chain. Then a red sideband 27 pulse is driven on a second ion, passing through a third auxiliary
state so as not to flip the qubit, which causes it to acquire a phase if the motion of the chain was
excited and the second ion was in its electronic ground state when the pulse was applied. A second
red sideband 7 pulse on the first ion restores its internal state. Thus a phase shift is created in a
second ion depending on the internal state of the first ion, generating entanglement.

However, high-fidelity entanglement using this scheme requires perfect ground-state cooling of
the gate mode, as well as individual addressing of the ions, which can be technically challenging
(although it can also be viewed as an advantage when it is desirable to perform gates on only
certain ions out of a long chain, as demonstrated by [144]). The Cirac-Zoller gate was not physically

implemented until 2003 [78] by which time a new gate scheme had entered the scene.
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Figure 2.2: Schematics showing the basic operation of the Cirac-Zoller gate scheme, left, and
Mglmer-Sgrensen gate scheme, right. The Cirac-Zoller scheme requires individual addressing of the
ions to be entangled, and uses the shared motion of the ion chain to add a phase to one ion dependent
on the phase of a second ion. The states |g) and |e) form the qubit, while |a) is sometimes called the
auxiliary state. Because it requires discrete w pulses to be successful, it requires ground-state cooling
of the bus mode. The Mglmer-Sgrensen scheme drives transitions on both ions simultaneously via a
virtual state that is detuned by an amount A from the motional states, as shown. Because both
sidebands must be driven simultaneously for a successful transition, the exact motional state does
not matter (if in the Lamb-Dicke regime) and the |eg) and |gg) states are never populated. This
gate does not require individual addressing or ground-state cooling, making it technically more
accessible.
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2.6.2 Geometric phase gates

While the CZ gate uses red sideband pulses to perform a phase shift on one ion conditioned
on the shared motional occupation of the chain, these new gates involve generating differential phase
shifts depending on the ions’ internal states. These can be visualized as driving enclosed loops (or
other exciting shapes, so long as they return to the starting point [145]) in phase space. This new
class of gates is appealing from a technical standpoint as it does not require individual addressing

or perfect ground-state cooling. There are two variants which I will discuss separately.

2.6.2.1 The Mglmer-Sgrensen gate (G4 — 6,)

In 1999, Klaus Mglmer and Anders Sgrensen proposed a new method for entangling trapped
ions that relaxed requirements on ion temperature and did not require individual addressing [76, 77,
146]. The next year, it was experimentally realized at NIST on chains of two and four ions [44].

The Mglmer-Sgrensen (MS) gate involves simultaneously applying a red and blue sideband to
a pair of ions, slightly detuned from resonance with the motional mode acting as the information
bus. The Hamiltonian for simultaneous red and blue sidebands on two ions (i.e. two copies each of
H,, and Hpgp, from above, with subscripts 1 and 2 denoting the ion number), detuned symmetrically

from the qubit state by A, looks like

. RQ) . ,
Hyg = 777(@1 + G9) (0™ + ate A (2.29)

The gate scheme is often visualized as in Fig. 2.2: both sidebands are detuned by A from
resonance such that they can jointly drive transitions between |gg) (both qubits in their ground
state) and |ee) (both ions in the excited state), but single sidebands cannot be driven. The gate
is thus insensitive to the exact motional state because every transition both adds and subtracts
a quantum of motion. It is a popular gate scheme and has been used to perform many of the
highest-fidelity gate operations on trapped ions to date [6, 9]. The gate does not require perfect

ground-state cooling of the motional mode because at the end of the gate the motion and the spin
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are (ideally) completely disentangled. It only requires that the ion be cooled within the Lamb-Dicke
limit, i.e. that the ion’s motion does not cause it to sample a large fraction of one wavelength of the

radiation driving the gate.

2.6.2.2 6,6, gates

The 6,6, gate has many similarities with the MS gate: it was proposed around the same
time [147], it also involves global illumination with a pair of laser beams, was first demonstrated at
NIST [148], and was first used to perform a high-fidelity gate in 2016 [5]. It has also been used
in some of the fastest trapped-ion gates performed to date [145]. The difference is the basis in
which the interaction acts as well as the mechanism which creates the interaction. These gates
commute with &, meaning that they can easily be dynamically de The 6,6, gate involves creating a
spin-dependent force such that ions in different internal states experience physical displacements in
opposite directions. In [148] this spin-dependent force was generated by means of a walking wave
created by two lasers with a difference frequency near the gate mode.

The gate scheme presented in [149] is capable of generating both 6464 and 6.6, interactions,
but the demonstrations presented in [8], performed using the apparatus described in this thesis,
focused on 6,6, gates. Details of how this and other laser-free gates can be performed are presented
in the following chapter, and the extension of the scheme to multiple ion species is the primary

subject of Chapter 9.



Laser-free quantum information with trapped

ions

One of the biggest challenges for scaling any atom-based quantum computing system will
be delivering the quantity and quality of laser light needed for state preparation, readout, and
control. Trapped ion qubits have an advantage over neutral atom qubits in that lasers are not
needed for trapping but only for cooling, detection, and control. Of these three tasks, cooling and
detection require only a few tens of microwatts per ion per zone for typical systems, but laser-based
entangling gates often require watt-level power. The photon scattering errors which often dominate
the error budgets of many laser-based entangling interactions can be suppressed by detuning the
lasers farther, at the cost of higher laser power [150], but laser-free gates are completely free of these
errors and any fundamental limits on their fidelity are orders of magnitude below the threshold for
fault-tolerance.

Integrated photonics offer a very promising technique for delivery of laser light to many sites
in large-scale traps, and the few-micron beam waists offered by on-chip grating couplers [51, 52]

reduce the power needed to reach the desired intensities. But transmission losses and stray charging
28
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on dielectric surfaces in such systems have proven to be stubborn technical challenges [52, 53,
109, 151]. Especially as we progress towards genuine QCCD-like systems with many parallel gate
zones, quantity and quality of light delivery will continue to be an important focus of technological
progress. Outsourcing as much control as possible to integrated microwave electrodes rather than
lasers could substantially improve prospects for scaling of trapped ion systems. Additionally, our
ultimate goal of a mixed-species system with one laser-free species could allow the use of ion species
whose wavelengths are not well-suited to integrated photonics to still be used in integrated photonic
systems.

In their 1998 review of experimental issues in trapped ion quantum information, Wineland
et al. state that spontaneous emission errors could be mitigated by driving hyperfine or Zeeman
transitions with radiofrequency and microwave radiation, as these have effectively no scattering [23].
However, they continue, these sidebands would be very slow compared to laser-based sidebands
unless large magnetic field gradients could be created (they estimate 29 kT /m to achieve a 1 MHz
sideband Rabi rate for an ion with a magnetic dipole moment equal to the Bohr magneton and
2o ~ 10 nm), but say that strong gradients could be achieved by placing a very small electrode very
close to the ions (both the size of the electrode and the distance to the ions must be much less than
the wavelength of the radiation to satisfy this condition). They also note that individual addressing
could pose a challenge due to the long wavelength of such radiation [23]. In 2001, Mintert and
Wunderlich pointed out that the introduction of a large static magnetic field gradient could mitigate
the two main drawbacks of microwave radiation, namely the smaller Lamb-Dicke parameters and
lack of focusing for individual addressing [152]. Applying one large static gradient across the trap
zone breaks the degeneracy of the qubit frequencies for identical ions, allowing individual addressing,
and combining the large static gradient with weaker microwave drives allows faster microwave
sidebands without needing each microwave itself to generate a strong gradient [152]. Another
strategy for driving interactions with static magnetic field gradients was presented by Leibfried et al.
in Ref. [153] which involves transporting ions through an inhomogeneous magnetic field landscape

created by either current-carrying wires or small permanent magnets, where the frequency of the
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interaction would be controlled by the ion’s transport speed, though interactions in this style have
not yet been implemented.

In 2008, Ospelkaus et al. proposed the use of a microwave antenna integrated into the then-new
technology of surface-electrode ion traps to apply strong oscillating magnetic field gradients very
close to the ions [154], and this technique was realized experimentally in 2011 [43]. Laser-free gates
have since made steady progress in both gate fidelity and speed [48, 155-157] with recent work
proving that laser-free gates can be competitive with laser-based gates in terms of speed and fidelity
[8, 9, 45, 158]. Generating microwave and radiofrequency tones is technically easier and cheaper
than generating high-power, phase-stable laser light, and delivery to the trap via coaxial cables and
microfabricated electrodes is simpler and more robust than aligning free-space optics. Once applied
to a trap electrode, the microwave and radiofrequency tones can drive gates in any ion pair above
the electrode with no additional power required even as the system gets larger, enabling efficient
parallel gates. In contrast, to perform parallel laser-based entangling gates, either multiple focused
beams or a higher-power ‘sheet’” beam that can illuminate many ions at once are required—power
cannot be as easily distributed to and recycled between multiple ions with lasers as with currents in
an electrode. Additionally, since these gates are performed on a given motional mode, individual
ions and pairs over a given electrode can be selectively entangled by adjusting their confining wells
to push modes in or out of resonance with the gate driving fields [48, 154].

The previous chapter demonstrated the importance of spin-motion coupling in trapped ion
entangling gates. This chapter will focus on generating these interactions without using lasers.
We will examine a few non-entanglement applications, then examine laser-free entanglement of
trapped ions, detailing the various schemes in use. We will finish by looking at past work using the
apparatus described in this thesis, focusing primarily on the gate presented in [149] and [8], to lay
the groundwork for extending that gate to multiple ion species, the theory of which is the focus of

Chapter 9.
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3.1 Laser-free spin-motion coupling

The fundamental difficulty that needs to be overcome is the intrinsically small Lamb-Dicke
parameter of microwave and rf fields, which determines the ratio of the sideband Rabi rate to the
carrier Rabi rate. We will now quantify what Lamb-Dicke parameters could be expected using
far-field microwaves, using numbers relevant to this work.

The Lamb-Dicke parameter 7 is

212
= 3.1
n= =5 (3.1)

where zg is the spatial extent of the ground-state wavefunctions zy = \/73/2Twr As in the previous
chapter, m is our ion mass and w;, is the motional frequency, and now A is the wavelength of the
radiation driving our transition. For the species and trap parameters used in this work, zg ~ 5
nm. For calcium, the Zeeman qubit splitting is 596 MHz, giving a wavelength of 50 cm, and the
magnesium stretch qubit is 1.326 GHz for a wavelength of about 23 cm. This puts the Lamb-Dicke
factors in the 10~® range, meaning that we cannot effectively drive the transition using plane waves.
For laser-based interactions, wavelengths in the hundreds of nm lead to Lamb-Dicke parameters
~ 0.1. This occupies a sweet spot where the Lamb-Dicke criterion n\/m < 1 is typically
satisfied (i.e. the ion does not sample so much of the field gradient that non-linearities must be
accounted for) but the interaction strength is not unduly hampered.

In 1998 Wineland et al. noted that while the wavelength of the radiation needed to drive a
transition cannot be changed, a strong gradient can be generated by using small electrodes (much
shorter than the wavelength of the radiation) very close to the ions [23]. Either static or oscillating
magnetic field gradients can be used, and we will discuss the advantages and disadvantages of both
schemes. In either case, the Biot-Savart law tells us that for a long, straight current-carrying wire
the generated magnetic field goes as 1/d and the field gradient as 1/d?, where d is the distance

between the ion and the wire [159].
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Figure 3.1: Left: in the far field, microwaves have a much gentler field gradient than lasers, leading
to very small Lamb-Dicke parameters and weak spin-motion coupling. Right: by going to the
near-field, we can uncouple the gradient strength from the radiation wavelength, allowing much
stronger magnetic field gradients.
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3.1.1 Static gradient spin-motion coupling

In 2001, Mintert and Wunderlich stated that a static magnetic field gradient of a few hundred
T/m [152], which had already been experimentally achieved using microfabricated conductors [160],
could increase the ratio of sideband Rabi rate to carrier Rabi rate (what they call an effective
Lamb-Dicke parameter 7) up to ~ 0.01. This meant that laser-free sidebands could be driven at
speeds which made them a competitive technology for trapped ion entangling gates. Because the
spin-motion coupling is mediated by the strong gradient, the GHz-frequency tones needed to drive
motional sidebands on hyperfine qubits do not need to be especially powerful, which is useful as
large GHz currents are technically demanding to generate. The static gradient can also be oriented
so as to shift each qubit to a different frequency, allowing straightforward individual addressing of
ions. However, this increases the technical and bookkeeping overhead because each qubit frequency
must be tracked and generated separately. It also requires using magnetic field-dependent qubits,

which intrinsically have increased sensitivity to magnetic field noise.

3.1.2 Oscillating magnetic field gradient spin-motion coupling

In 2008, Ospelkaus et al. proposed using the then-new technology of surface electrode traps to
place trap-integrated conductors very near to ions [154]. They estimated that the strong gradients
made possible by these integrated electrodes could allow microwave-driven gates to reach competitive
speeds with laser-driven gates, and noted that both 6.6, and 6464 interactions can be created.

Following [154] and [161], we introduce an oscillating magnetic field B(r,t), dependent on
time and ion position 7, creating an interaction Hamiltonian

) N

Hi(t) == p- B(r,)cos(wt — ) (3.2)

n=1

where p is the ion’s magnetic dipole moment, the index n denotes each ion up to the total N, and
w and ¢ are the frequency and phase of the magnetic field. In this section, z will be the axis defined

by our quantization magnetic field, and x will be the out-of-plane radial mode. The third axis, v,
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corresponds to the axis along which the control currents flow, and thus there is negligible magnetic
field along this direction.'
In the interaction picture with respect to the bare ion Hamiltonian, after making a rotating

wave approximation,? this gives the Hamiltonian for the nth ion:

h

Hy = = D075, e (et
s, eitwtte)
2 kl

: . . 3.3
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where j indexes the motional modes and w; are their respective frequencies. This is the same

Hamiltonian as Eq. 1 from [154], but with the terms rearranged so we can look at them one by one.

First, though, we will also define all of these new Rabi frequencies: for our carrier-like terms

. 1
Or = ﬁleu’ITi (34)
and
0* = —1 B.( ) (3.5)
= op Pallatt = Hal] :

where B,.) is the magnetic field projected along x(2) and piery = (1 g [4)5 ppr = (T gz 1), ete.

are the matrix elements of the ion’s magnetic dipole moment; and for our sideband-like terms

€T b',nQO
Qj,n: ]T’L Bxll%Ti’ (36)

and

. bjn g}
05, = j% g 2zt — fz))) (3.7)

n our particular trap the quantization field is actually 22.5 degrees off from perpendicular to the trap axis, but
the physics holds after the requisite projections are made.

2For a lovely and rigorous mathematical description of all the intermediate steps, I refer the reader to [161].
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where B,(.)/ denotes the gradient of the magnetic field projected onto z(z), and bj,nqg is the
participation of ion n in mode j (qg is the same as zp in Chapter 2, defined now for mode j).

Looking at the first term in Eq. 3.3, we can see that this has a resonance at w — wy = 0 and
thus drives carrier transitions with a rate proportional to the magnetic field along that axis when
the frequency of the magnetic field is near the qubit frequency. The second term modulates the
energy of the qubit splitting at the frequency of the magnetic field. Both of these carrier terms are
proportional to the magnetic field strength at the ion’s position.

The second pair of terms describe sideband interactions, as we can see because they contain
both spin operators &; and motional operators a and af. The first one has resonances at w = wy +wj,
i.e. motional sidebands about the qubit frequency. This is the term that can be used to drive 6464
interactions when two sidebands are applied [76, 77]. The other term has resonances at w = +wj,
and can be used to drive 6,6, interactions. Both of these terms are proportional to the strength of
the magnetic field gradient. In the context of trying to perform an entangling gate, it is not desirable
to drive off-resonant carrier transitions, so typically the magnetic field is nulled to minimize the
Rabi frequencies described in Eq. 3.4 and Eq. 3.5. This can be done passively, for example by using
a single specially-shaped resonator [107, 154, 156, 162] or actively using multiple current-carrying
electrodes [8, 43, 154]. The static gradient case can be thought of as a special case of this interaction
with w = 0, and we can see why we said earlier that the field gradient acts as an effective Lamb-Dicke
parameter: now that is the factor dictating the speed of the sidebands relative to the carrier. Now
that we have shown that we can drive sidebands using microwaves, let us look at some applications

of this capability.
3.2 Ground state cooling using laser-free spin-motion coupling

It is important to note that I did not call this section ‘laser-free cooling.” Cooling requires
dissipation, and rf and microwave transitions do not dissipate energy. However, we can perform

an analog of resolved sideband cooling using our laser-free motional sidebands and a low-power
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repump beam.? Compared to the pair of high-power 280 nm Raman beams historically used for
ground-state cooling in this apparatus [139, 163], it reduces the requirements for laser power and
control.

Magnetic field gradient sideband cooling had been performed previously with both oscillating
[43] and static gradients [164, 165], but the oscillating gradient scheme in [166] reaches a lower
temperature (7 = 0.09) in an order of magnitude less time (2.5 ms) than the static gradient examples.
In [166] they used magnesium ions, and we have since extended this technique to calcium, as reported
in Chapter 4.

The basic protocol is as follows:

e Cool ion(s) to the Doppler limit, either directly or sympathetically

Prepare the ion in its bright state

Perform a laser-free motion-subtracting sideband pulse

Perform a repumping step to return the ion to the bright state

Repeat steps 3-4 until desired temperature is reached

Demonstration of this cooling protocol on calcium is presented in Chapter 5. Ground state
cooling is helpful to reduce certain types of gate errors, and crucial for the quantum logic operations

described in Chapter 8.

3.3 Laser-free single ion addressing

Having explained how laser-free sidebands can be generated with sufficient strength to drive
useful interactions, there is still an open question of how these interactions, which are generated
with global fields, can be used to address individual ions and pairs in a larger system. In laser-based
systems, individual addressing is achieved using tightly focused beams, but microwaves cannot be

focused in the same way. A static magnetic field gradient can be oriented along the ion crystal axis,

3Perhaps we can call it ‘reduced-laser sideband cooling.’
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splitting each qubit in frequency space and allowing straightforward individual addressing [152, 167].
This has been successfully used with extremely low crosstalk [47]. However, the frequency splitting
that allows each ion to be individually addressed also means that the drive fields for each ion
must have different frequencies, creating substantial technical overhead and a bandwidth crowding
problem for larger systems.

Another proposed strategy for individual addressing with microwaves is to have different trap
zones, such that fields can be individually nulled within the different regions [154]. This has also
been successfully demonstrated [168] but requires that the ions be physically moved between zones
and thus adds some transport overhead to any algorithm.

In 2013, Warring et al. described four different methods for individual addressing with
microwaves based on twisting an ion crystal such that one ion in a pair leaves the rf and/or
oscillating magnetic field null, and taking advantage of the different field environments between
the two ions in various ways [46]. The method we use is based on this crystal-twisting technique,
although thanks to some special features of our gate we do not have to twist the ion crystal in and
out of the null but can leave it twisted. This method was demonstrated in [8] and [163].

First the ion crystal is twisted so that each ion will experience a different magnetic field from
the gradient once it is applied. Then a global 7/2 pulse is applied, and we apply current to just one
of our three microwave electrodes such that the ions begin precessing at slightly different rates due
to their differential ac Zeeman shift. A second global 7/2 pulse can then be timed such that the
ions have acquired a 7 phase difference.

This technique was used in conjunction with the gates, described below, to create a high-fidelity
entangled singlet state of two ions, something that can only be done using individual addressing.
We have also reproduced this individual addressing scheme in calcium ions, presented in Chapter 8.
An alternative strategy for laser-free individual addressing is presented in [49], based on localized

electric fields.
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3.4 Laser-free gate implementations

I stated above that these laser-free sideband interactions could be used to drive different styles
of entangling gates but I did not detail how. Here we will look at the experimental demonstrations
of different laser-free gates. These gates can be divided into static and oscillating gradients, and
the oscillating gradients can be further split by the frequency of oscillation. Most of these gates
utilize the Mglmer-Sgrenson gate scheme described in Chapter 2 where blue and red sidebands are

simultaneously applied.

3.4.1 Static gradient

When performing a gate using the static gradient scheme, the gradient is often created using
permanent magnets. This has the advantage of not requiring strong drive currents to create a
strong gradient, but permanent magnets are not tunable once in vacuum and are vulnerable to
temperature fluctuations affecting field gradients. This takes advantage of Mintert & Wunderlich’s
initial insight that the microwave sidebands themselves do not need to have a strong gradient,
which is advantageous since generating high power GHz currents can be difficult. A gate using the
static gradient scheme was first demonstrated using a &,6,-style interaction in 2012 [169], with
a fidelity of 0.64(5) achieved in 8 ms, and a higher-fidelity demonstration followed in 2016 [48]
that reached a fidelity of 0.985(12) with a gate duration of 2.7 ms. Recent work demonstrated an
order-of-magnitude speed up in static magnetic field gradient gates, achieving a fidelity of 0.98(+2,-3)

in 313 us using a gradient of only 19 T/m [158].

3.4.2 Near-qubit frequency oscillating gradient

The first demonstrated laser-free entanglement used a pair of magnetic field gradients oscillating
near the qubit frequency to perform a 6464-style gate and achieved a fidelity of 76(3)% in 400
ps. A high-fidelity (99.7(1)%) demonstration followed in 2016 [155] with a gate duration of 3.25

ms. In 2019, Hahn et al. reported a faster gate of 808 us, achieving a fidelity of 98.2(1.2)% [156]



39

and Zarontonello et al. demonstrated a higher-fidelity gate of 99.7(1)% in just under 3 ms [157].
Recently, a fast and high-fidelity demonstration by Oxford Ionics was presented at DAMOP 2024,

claiming a lower bound on their fidelity of 99.97% in 120 us [9].

3.4.3 Near-motional frequency oscillating gradient

Generating high-power fields at the GHz frequencies needed to drive many hyperfine qubits
can be more technically challenging than at few-MHz frequencies. As frequencies get higher and
wavelengths get shorter, components such as mixers and amplifiers get more expensive, skin depths
get smaller and thus heat dissipation gets larger, and induced return currents increase, reducing
the amount of gradient achieved for a given applied current. However, an oscillating magnetic
field gradient is often accompanied by an oscillating electric field, and when near-resonant with a
motional frequency this can cause enough coherent motional excitation to rapidly eject an ion from
the trap.

The high-fidelity laser-free gates reported in [8] used an alternate approach, presented in [149],
that combines a strong near-motional frequency oscillating magnetic field gradient with a pair of
microwave sidebands in order to drive either 6.6, or 6,0, interactions without lasers. Typically,
gate detunings are on the order of a few kHz. Given the gradient strengths necessary to drive a
laser-free entangling gate, this is not enough detuning to avoid exciting the motional mode if the
gradient is oscillating near the motional frequency. By moving the gradient a few megahertz away
from the motional frequency and bridging that extra detuning using a pair of microwave sidebands
detuned symmetrically about the qubit frequency, this strategy can combine the advantages of both
techniques above: as in the static gradient case, the microwave power needed is lower; but just as in
the near-qubit frequency oscillating gradient case, our qubits can stay at the same frequency which
simplifies control. One way to understand the gate is that in the interaction picture with respect to
the oscillating gradient, it looks like the static gradient gate with all motional frequencies shifted
by the gradient frequency. The theoretical underpinnings and experimental details of this gate are

presented in great detail in [149] and [8] respectively, so here we will just provide a brief overview of
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the details relevant to this work, using the same notation used in those papers.
In the lab frame, the Hamiltonian for the gradient oscillating at w, and the two microwave

tones with detuning ¢ from the qubit frequency is
H ()10 = 219,,S:[cos((wo + 8)t) + cos((wo — 0)t)] + 2h0, S, (a + a') (3.8)

where S; is the multi-ion spin operator S; = >; 0i, and the motional frequency w has gained the
subscript r to differentiate it from the qubit frequency wg. €2, is the Rabi rate for the microwave
sidebands, identical to €2, from Section 3.1.2 but relabeled now to match the notation in [163], while
{34 is the gradient Rabi rate, identical to €27, from Section 3.1.2 and relabeled for the same reason.

In the ion frame, the gate interaction is [149]
H(t) = 2hQ,, cos(5t) S, + 2hQ, cos(wyt) S, [ae™rt + ale™r!). (3.9)

From here, we transform into the bichromatic interaction picture (i.e. the interaction picture with
respect to the red and blue microwave sidebands) and perform a Jacobi-Anger expansion to arrive

at

Hy =210y cos(wgt) [ae™™r" + ale™r'] (S, | Jo(49,/8) +2) _ Jan(4€,/8) cos(2ndt)
. n=t (3.10)
+285, ) Jon-1(49,/6) sin([2n — 1]t)).

n=1

If we now pick 2nd = |w, — w,| and n = 1, we make a rotating wave approximation such that this
simplifies into
49,

H ~ thJg(T)S’Z[&eiAt + afe 8 (3.11)

where A is our gate detuning such that A = 2nd — (w, — wy). This now looks like a geometric phase

gate where we have a Bessel function modifying our Rabi frequency.



Mixed species trapped ion quantum

information

In the earliest schemes envisioning how a large-scale trapped-ion quantum computer might
work, scientists proposed using different ion species for different tasks [23, 24]. Oftentimes a single
ion species may not have every property desirable in a system, so two species may be used in
conjunction. Additionally, having separate species eliminates crosstalk errors between ions, important
for long-term memory and mid-circuit readout, and sympathetic cooling allows longer sequences of
operations to be performed without direct cooling, which scrambles quantum information. Finally,
the technique of quantum logic spectroscopy makes available ion species which do not have an
accessible cycling transition by using a second species of ion to prepare and readout the state [38,
84]. An alternative method for realizing some of these desirable features is the omg architecture,
which involves encoding qubits in the different optical, metastable, and ground states of a single
ion or atom species. As this offers some benefits of mixed-species operation without the attending
technical overhead, many groups have recently implemented this scheme both within and outside of

the trapped ion community [170-174].
41
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The benefits of mixed-species operation are compelling enough that many groups pursue it in
spite of the difficulties [25, 33-37]. Especially as the toolbox of quantum control extends its reach
to more exotic species of ions, molecules, and even subatomic particles that may not be amenable
to direct control, the ability to manipulate one species by means of another will continue to be
essential for not only quantum information but also investigations of fundamental physics [21, 22].

Adding a second ion species can provide many advantages, although there are complications
to consider. We will begin this chapter with a discussion of the character of motional modes
of mixed-species trapped ion crystals, followed by a description of techniques for mixed-species
quantum information. I will focus primarily on the two most relevant techniques for our plan to
create a mixed-species quantum computer with one laser-free species: sympathetic cooling and
quantum logic spectroscopy. I will also briefly discuss generation of entanglement between different

ion species.

4.1 Motional modes for mixed-species ion crystals

A major consideration when using mixed-species ion crystals for quantum information is the
effect on the motional modes of having mismatched ion masses. We will focus here on the simplest
case as it is also most relevant to our planned experiments: a two-ion crystal with a single ion of
each species.

In Chapter 2, we looked at a single ion in a harmonic potential with degenerate radial modes.
Now we will, following [26] and [27], break our radial mode degeneracy and look at motional modes
for ion crystals with different ion masses. Because we are now breaking our radial mode degeneracy,
we cannot set U = 0 and thus the stability parameter a is also non-zero. The full potential including

the axial confinement is

Vv 2 _ .2 2 _ 0?2 — (1 — a2
O(x,y,2,t) = 5608((27»]%)(1 + %) + kU (Z ar z2( )y > (4.1)
0

where U is the static potential, k is a geometric factor, zg is related to the axial trap size, and
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a describes how asymmetric the radial confinement is (i.e. the degree to which the radial mode
degeneracy has been broken).

The axial trap frequency for a single ion is the same as in Chapter 2,

2
we = | /L“Z (4.2)
mZO

What we previously defined as our radial frequency

W :quf
T 2\/§

(4.3)

(where we remember that ¢ is species-dependent) becomes just a parameter in the definition of our

non-degenerate radial mode frequencies

2 — aw? (4.4)

Wy = Vw 2

and

wy = Vw? — (1 — a)w?. (4.5)

Because these motional modes frequencies are dependent on the ion mass, but all other trap
parameters stay constant, by measuring the motional mode frequencies of a single ion in a given
well one can calculate the frequencies and participations for a different ion (or multiple different
ions) in that same well. This is especially important for experiments such as the gates described in
Chapter 9 where care must be taken to avoid heating any motional modes with the powerful fields
that drive our gate interactions.

For a crystal of two ions, there will be six normal modes: an in-phase (the ions move in the
same direction at any given time) and an out-of-phase (the ions move in opposite directions) mode
along each trap axis. If both ions have the same mass, the motion of each ion in each mode will be

perfectly balanced because they are identical coupled harmonic oscillators. When the ion masses
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differ, however, it gets more complicated. Along the axial trap direction, the Coulomb force between
the ions couples the motion quite strongly so even for relative large mass differences, the mode
participation is relatively balanced. But for the radial motional modes, the motion becomes almost
completely decoupled for masses that differ by more than a factor of 4 [27].

To see this, we can continue to follow [27] and [26] to write the total oscillation along a given
axis for both ions

.’El(t) = b1z sin(wit + gf)z) + baz, COS(th + qbo) (46)

and

2a(t) = | %(bgzi sin(wit + ¢;) + b1zo cos(wot + do))- (4.7)

Here, b1 2 are the normalized mode participations such that b% + b% = 1; 2i0, Wi, Qi are the
amplitudes, frequencies, and phases of the in-phase and out-of-phase modes respectively. To
calculate the mode participations and frequencies, the interactions between the ions and their
trapping potential can be solved to lowest order and [27] parameterizes the results in terms of the

reduced mass p = ma/mq, € = w,/w,, and

a= /e (2 —1)2 = 2¢>(u — 1)2p(1 + p) + p?[1+ (u — 1)y (4.8)

to give
T4+ p— /1 —p+ p?
wl-’Z—\/ H H 'uwz, (4.9)
7
1 1-— 2
wmz:\/ﬂ“rv PR (4.10)
I

1—p++/1— 2
B, = IV R (4.11)
’ 21— p+p?

+u?—e(1+p?) —a
wmy:\/_” a 2/52 w—a, (4.12)
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+p?2 -1+ p?) +a
Wo,z,y = \/_M a 2/22 ) Wz, (4.13)

and

Nl L Vil L (4.14)
l,zyy 2 /1 _M+M2 : :

This is all fairly overwhelming to look at, but the reality is that these are linear equations depending
on just the ion masses and the measured motional modes of one of those ions in the well you wish
to use.

For some typical parameters in our trap, the results of these calculations can look like Table 4.1.

Parameter Mode 1 Mode 2 Mode3 Mode4 Mode5 Mode 6
Mode Freq. (MHz)  2.252 3.422 4.111 4.201 6.153 6.876
Zprg (nm) 0 0.790 0 0 5.702 0
Ynmg (nm) 0 0 0 0.628 0 5.4
ZMg (nm) 5.065 0 5.927 0 0 0
g (nm) 0 -6.043 0 0 0.466 0
Yoo (nm) 0 0 0 -5.461 0 0.388
2cq (nm) 6.331 0 -2.963 0 0 0

Table 4.1: Motional mode frequencies and excursions for example parameters in our trap (z denotes
the trap axis).

To match this to the parameters above, each column represents a mode and each row is
the excursion of each ion (labeled 1 or 2) along the given direction as a part of that mode. The
excursion is the product of the parameters z;, and by 2 from above. The modes are listed in order
of ascending frequency, and you can determine if they are radial or axial by looking at the direction
along which the ions travel as part of that mode, and in-phase versus out-of-phase can be determined
by comparing the sign of the excursion between the ion species - opposite signs mean the ions are

moving in opposite directions, i.e. they are out-of-phase. The primary thing to take away from this
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table is that our radial mode participations are vastly unequal, which will have consequences for the

rest of the operations presented in this chapter.

4.2 Sympathetic cooling

Some of the earliest proposals for using multiple ion species in a given processor planned to use
one species as a ‘coolant’ helper ion. In fact, sympathetic cooling of one ion species using another
predates proposals for trapped ion quantum information [175]. Since quantum information is stored
in the spin states of a given ion, and cooling necessarily involves dissipative transitions between
different spin states, direct cooling of an ion cannot be performed without destroying any quantum
information it may be storing. In addition, heating of ions involved in quantum computations causes
decoherence and gate errors [23], and so cannot be ignored. In 2000, Kielpinski et al. expanded in
detail the initial proposal from [23] of using sympathetic cooling for quantum logic with trapped
ions: because the motion of ions in the same well is coupled so strongly via the Coulomb force, if
one ion is directly cooled, their shared motion is cooled as well [26]. The first demonstration of
sympathetic cooling near the ground state of multi-ion chain involved two calcium ions, with only
one being directly illuminated [176], but the technique was soon extended to multiple species [177],
and later molecules [178] and highly-charged ions [179].

One important consideration when selecting a second ion species to use as a coolant is the
mass match. In order for the non-coolant ion to become cooled, it has to participate in the mode that
is being cooled, and in order for a mode to be cooled, the coolant ion has to participate in it. In the
axial direction the Coulomb force helps maintain strong coupling, but for radial modes participation
can be very uneven. Sympathetic cooling is most efficient when masses are best-matched.

Sympathetic cooling allows for continuous cooling during long computations without transport,
crosstalk, or risk of quantum information being destroyed because the cooling lasers for the helper
species are far off-resonant from transitions in the qubit species. Certain encodings using the
omg architecture allow for sympathetic cooling, but in general care must be taken to store any

information (whether it is part of an active computation or stored in memory) in the metastable
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state before cooling [170]. The omg architecture claims mixed species-like operation with only one
set of lasers, but our ultimate goal is the same - with the exception of our photoionization laser, we
are building a suite of control tools to enable mixed-species operation with only one set of lasers.
Additionally, our scheme does not require careful bookkeeping of which ions in a given chain are
in which qubit encoding, and is free from the potential error source that is constantly needing to
coherently translate information back and forth between encodings.

Another strategy for cooling during longer sequences of operations is the same-species exchange
cooling [180] developed at GTRI. This involves preparing a bank of pre-cooled refrigerant ions which
are then transported to wherever they are needed. Both this technique and omg can provide faster
cooling due to the perfect mass match of a single-species system, but have other forms of technical
overhead. While these strategies offer a lot of advantages for single-species experiments, truly mixed
species sympathetic cooling can be simpler to actually execute.

One major drawback of sympathetic cooling historically has been the inability to cool modes
in which the coolant ion does not strongly participate, e.g. the ‘breathing’ mode of a three ion
crystal. However, recent work has demonstrated how heat can be swapped out of poorly cooled
modes using either quantum logic [29] or parametric coupling [30]. These techniques allow all
modes of a mixed-species crystal to be cooled with only one set of lasers, an important step towards
processors with one laser-free species. Indeed, these techniques can extend sympathetic cooling
capabilities to systems where charge-to-mass ratios or mode participations cannot be matched, such

as larger molecules, highly charged ions, and macroscopic charged particles.

4.3 Quantum logic

However, helper ions can be used for much more than just cooling. Other early work involving
multiple species of ion comes from the arena of trapped ion clocks. In order to perform high precision
spectroscopy for atomic timekeeping, a narrow clock transition is desired. But for an ion to be used
in an atomic clock, an accessible transition for Doppler cooling and fluorescence detection is also

necessary [38]. For example, mercury and aluminum ions both have very narrow clock transitions
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suitable for high-precision spectroscopy, but they also have Doppler cooling transitions in the far
ultraviolet.

In 2005, spectroscopy using quantum logic was proposed and demonstrated [38], and was
quickly used to realize high-fidelity readout of the clock transition in aluminum ions, which lack an
accessible cycling transition [84]. The technique requires co-trapping one ion (the ‘data’ ion) with
inaccessible cooling and readout transitions with a second, so-called ‘helper’ ion that can more easily
be addressed. The data ion can then be cooled using the sympathetic cooling technique described
above, and the state of the data ion can be projectively prepared and read out using the helper
ion. This technique has enabled the most accurate atomic clock to date [39], as well as extending

quantum control to molecules [40, 41] and highly-charged ions [42].

4.3.1 Projective state preparation

Projective state preparation is performed via a series of sidebands driven on the shared motion
of the two ions. I will describe the original laser-based technique here, and the proposed laser-free
variation will be presented in Chapter 8.

Often, qubit state preparation in trapped ions is performed via optical pumping, where a
laser with carefully selected frequency and polarization drives population selectively into one state,
typically to one side of a ground-state hyperfine manifold. For quantum logic state preparation,
we need to perform a sort of optical pumping with no cycling transition. This can be done with
a linearly polarized carrier and a o~ -polarized red sideband and the experimental procedure as
presented in [38] is described below.

First the bus mode to be used must be cooled to the ground state. A w-polarized carrier 7
pulse on the data ion drives population into the excited state, and then a o~ -polarized red sideband
7w pulse, also on the data ion, maps that internal state excitation into a motional excitation on
the next state up the manifold, as shown in Fig. 4.2. Cooling on the helper ion gets rid of the
motional excitation, collapsing population into the ground state of motion and making the sequence

irreversible. These steps are repeated until the population has been driven to the far right side of
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the manifold and re-cooled to the ground state.

Figure 4.1: Figure showing the laser-based projective state preparation of 2 Al* from [38]. Grey and
red arrows denote the carrier and red sidebands. Population is moved to one side of the ground-state
hyperfine manifold one step at a time using successive carrier (i) and red sideband pulses (ii) on the
data ion with specifically chosen polarization, interleaved with ground-state cooling on the helper
ion (iii).

| T> my = +1/2) | +3/2) M

4.3.2 Quantum logic readout

The readout process operates on a similar set of principles, this time using a red sideband pulse
on both ions. First, assume the data ion is in some superposition of its internal states, the helper
ion is prepared in the electronic ground state, and the bus mode has been cooled to the motional
ground state. A red sideband 7 pulse on the data ion will map the internal state superposition into
a motional state superposition in the shared motion. A red sideband 7 pulse on the helper ion will
map the superposition in the shared motion into a superposition in the internal states of the helper
ion, as shown in Fig. 4.2, where it can be read out using standard fluorescence detection techniques.

While these techniques allow the use of a data ion whose cycling transition is not easily
addressable or even nonexistent, the capability to drive some sort of motional sideband on the data
ion is still required. Because performing quantum logic on a mixed species ion crystal with laser-free

sidebands is a primary goal of this project, we will save a detailed discussion of the procedure for
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Chapter 8.

Figure 4.2: Figure showing quantum logic readout as described in [38]. Both ions must be cooled to
their motional ground state in preparation, and the helper ion is prepared in its electronic ground
state. A red sideband 7 pulse on the data ion maps the data ion’s internal state into the shared
motion, then a red sideband 7 pulse on the helper ion maps the motional superposition into the
internal state of the helper ion.

In=1)
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dataion helperion dataion helperion dataion helperion
4.4 Mixed-species entanglement

In order to transfer information into a ‘memory’ helper ion for storage or a ‘communication’
helper ion for transmission through a photonic interconnect, it is desirable to be able to generate
entanglement between ions of different species. A mixed-species entangling gate can be used to
improve quantum logic readout by relaxing the requirements on ground-state cooling [38, 181].
Creating high-fidelity entanglement requires careful calibration of many different parameters, and
entangling between two species nearly doubles the complexity of such an interaction. The first
mixed-species entangling gates were not performed until 2015, when Ballance et al. generated
entanglement between two isotopes of calcium with 99.8(6)% fidelity [182] and Tan et al. entangled
a magnesium and a beryllium ion with 97.9(1)% fidelity [183].

It was only recently that mixed-species laser-based gates reached competitive fidelities with
same-species laser-based gates [184], and that result was achieved by choosing ion species such that

both species could be driven with a single pair of laser beams, a strategy which reduces experiment
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complexity but also severely limits the ion species that can be used.

If we return to the description of entangling gates from Chapter 2, we can see that in order to
drive a gate on two ions of different species we will need to be able to drive red and blue sidebands
on the same motional mode for both species. These sidebands will need to be carefully balanced
and phase-stabilized such that interactions on each ion species are coherently driven at the same
rate. For a detailed discussion of laser-based mixed-species entangling gates, I will refer the reader
to [185].

For laser-based gates, stabilizing the phase of different laser beams of different wavelengths
can be technically challenging. In theory, laser-free interactions should make phase stabilization,
and thus mixed-species entanglement, vastly easier. But there is one major issue which needs to be
overcome. All laser-based mixed-species entangling gates performed to date have been done on an
axial motional mode. For mixed-species gates this is especially important as better ion participation
in the shared mode of motion means faster gates. This poses an issue for laser-free gates in the
apparatus described in this thesis, however, which can act only on radial modes of motion due to
our trap geometry. Performing a laser-free mixed-species entangling gate is another primary goal
of the project described in this thesis, and our plans for overcoming the difficulties involved are
laid out in detail in Chapter 9. For now, we turn to a description of our chosen ion species and the

methods we use to trap and control them.



Magnesium & calcium ions

The previous chapter motivated the use of multiple ion species within a single quantum system.
This chapter describes the two species chosen for this system, 2?Mg® and “°Ca*, and the methods

used to generate, trap, and control ions of both species.

5.1 Magnesium

All past work performed using this apparatus was done with 2?Mg* ions [139, 163]. The
magnetic field of 212.8 G was chosen to give a magnetic field-insensitive ‘clock’ qubit at 1.686 GHz,
but we can also use the magnetic field-sensitive 1.325 GHz ‘stretch’ qubit at the far end of the
manifold. The stretch qubit is prepared via optical pumping, and preparation of other states is

performed by means of microwave 7 pulses between hyperfine levels.

5.1.1 Ion production

A beam of neutral magnesium is produced by running current through a pillow-style oven

filled with shavings of magnesium metal. For magnesium, we run 6.5 A through the oven and

02
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Figure 5.1: The levels of neutral magnesium relevant for photoionization on the left, and level
structure of Mgt at 212.8 G on the right. Figure modified from Laurent Stephenson.
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the typical loading temperature is 260 C as measured by the on-oven thermocouple.! Magnesium
photoionization is a two-photon process where a single 285 nm photon resonantly drives the 3s?
1Sy <+ 3s3p 1 Py transition, and a second photon, at either 280 or 285 nm, excites the electron into

the continuum as shown in Fig. 5.1 [186].

5.1.2 Micromotion compensation

Once a magnesium ion has been trapped, we can apply electric ‘shim’ fields to compensate for
any stray fields and push the ion towards the null of the rf field, where micromotion is minimized.
We refer to this process as ‘micromotion compensation.” Coarse compensation of the in-plane
micromotion can be done by monitoring fluorescence as the field shims are adjusted. Because an
ion experiencing large-amplitude micromotion spends a substantial portion of its time Doppler
shifted out of resonance with the cooling light, it appears dimmer to the PMT. This method of
compensation can determine the correct in-plane shim to within roughly 100 V/m, as shown in
[163].

For fine adjustment of the in-plane and out-of-plane shim fields, we used to drive a microwave
micromotion sideband on the clock qubit as described in [163]. The closer the ion was to the rf null,
the more difficult it was to drive this sideband, so micromotion could be compensated by adjusting
stray field shims to minimize the speed of this micromotion flop. We later added the method of
parametric micromotion excitation [187]. This technique required some modifications to the trap rf
drive, described in Chapter 6, as well as the transition from the ScanlD Artiq framework to NDScan
to easily run multi-dimensional scans. However, it allows relatively rapid and precise calibration of
stray fields while simultaneously measuring both radial mode frequencies.

The basic principle is as follows: a weak modulation is applied to the trap rf over a range
of frequencies near the ion’s motional modes. At the same time, one of the field shims is scanned,
producing a two-dimensional plot with the ion fluorescence providing the third variable. If the

ion is near the rf null, this modulation has a negligible effect on the ion fluorescence even when it

'More details on the oven construction and thermocouples can be found in Chapter 6.
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is near-resonant with a motional mode simply because being at the rf null protects the ion from
modulations on the rf. However, if the ion is pushed out of the null by a stray field with projection
along that mode, it will experience very strong disturbances as the modulation crosses the motional
resonance, manifesting as decreased fluorescence. In this way we can zero the projection of the stray
field along each of the radial modes, and when both modes experience minimal excitation at the
same point the shims are correctly calibrated. In this way, by doing one quick two-dimensional scan
we can quickly determine the in-plane and out-of-plane field shims to minimize micromotion and

measure the frequencies of the radial modes.

5.1.3 Axial stray field compensation

In the above section only in-plane and out-of-plane radial shims are mentioned as those are
the only directions in which stray fields push the ion off the rf null and thus the only shims relevant
for micromotion compensation. The axial shim moves the ion back and forth along the rf null, and
so we cannot detect stray fields in this direction with the above method. Indeed, before we began
trying to transport in earnest, we very rarely calibrated the axial shim. However, it becomes a key
player in Chapter 7 and so we will discuss the calibration here.

Axial confinement is provided by the dc electrodes where each well is designed with the center
in a specific location. A stray field along the trap axis pushes the ion out of the bottom of this well.
This is not detectable if the well shape is not changed so long as the field is not powerful enough to
push the ion completely out of the expected position. But if the well strength is adjusted, an ion in
the center of the well will remain stationary, whereas an ion that has been pushed out will not. We
calibrate this shim then by measuring deviations in ion position along the trap axis by horizontally

scanning the detection beam, at different axial well strengths.

5.1.4 Cooling

Magnesium ions are Doppler cooled by the blue Doppler detuned (BDD) and blue Doppler

(BD) beams, whose naming conventions and generation are described in Chapter 6. The BDD is
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Figure 5.2: A stray field along the trap axis does not cause micromotion, but it does push the ion
out of the bottom of the intended well. This effect is only noticeable when the well strength is being
changed, at which point the ion’s horizontal position will vary by an amount proportional to its
displacement from the well center. By adjusting the axial shim field, we can minimize the change in
ion position with respect to well strength and thus null the axial stray field.

no axial
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tuned 370 MHz red of the 251/2 -2 P35 cycling transition and has a power of 20 W at the trap,
which gives a Doppler temperature of nbar ~ 2.[163] The BD beam can perform near-resonant
cooling when tuned ~ 10 MHz red of the transition.

Historically there was a pair of perpendicular Raman beams at 280 nm for ground-state cooling
in magnesium-only experiments, but we chose not to reinstall these beams when reconfiguring the
optics around the trap chamber. While the beam launchers and mirrors are in place, the dichroics
necessary to combine the 280 nm light with the calcium light in those ports were removed due to
paranoia about beam quality and scattering. In 2024 we gave away the 559 to 280 nm doubler,
which is going to make it very hard to get the Raman ground state cooling back.

Fortunately ground-state cooling and sideband thermometry can be performed using the 5
MHz magnetic field gradient in concert with motional microwave sidebands and an optical repump,

as described in Chapter 3.1. [163].

5.1.5 State preparation & manipulation

State preparation into the |F' = 3,ms = 3) bright state is performed with a combination of
optical and microwave pumping. The 280 nm beams for Doppler cooling and state readout are
all oT-polarized, meaning that Doppler cooling also optically pumps population towards the right
side of the manifold.? The quality of this state preparation depends on both the purity of the
polarization and its alignment with the magnetic field, so there are small shim coils that can be
used to adjust the field alignment to optimize state prep (see Chapter 6).

When especially high-quality state preparation is required, a combination of microwave and
optical pumping can be used to maximize population in |3,3) by clearing it out of |2,2) and |3,2)

as follows [163]:

e 7 pulse |2,2) <+ |3,3): all previously prepared population now in |2,2), some leakage

population possibly in |3, 3)

2A very un-fun fact that we discovered is that, if the drive for the green shift AOM decides to be 150 MHz instead
of 364.5 MHz, and in desperation to trap anything we flip the polarization of the Doppler beams, we can actually also
drive the cyling transition on the other side of the manifold!
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Figure 5.3: High statistics histogram showing bright and dark state preparation for magnesium.
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m pulse |2,2) «+ |3,2): all previously prepared population now in [3,2), some leakage

population possibly in |3,3) and |2, 2)

Pulse RD repump laser: population in |2,2) now mostly in |3,2) (some in |3, 3))

m pulse |2,2) < |3,3): population left in |3,3) now in |2,2) where it can be repumped

Repeat steps 3 and 4 five times

7 pulse |2,2) < |3,2)

m pulse [2,2) < [3,3)

The state preparation and measurement, when maximally optimized as it was for the ran-
domized benchmarking experiments reported in [188],% has an error of 1.8% for bright states (due
primarily to repumping during detection) and 0.2% for dark states.

After the |3,3) state is prepared, experiments can be performed either on the field-sensitive
stretch qubit, in which case the qubit is already in the bright state, or population can be coherently
transferred anywhere within the ground state manifold using microwaves.* For example, if we wish
to perform an experiment on the field-insensitive clock qubit, we pulse the carrier microwaves to
take us from |3, 3) to |2,2), then |2,2) to |3,1). This is the ‘bright’ state for the clock qubit. Each
microwave carrier pi pulse takes a few microseconds, depending on the transition, and the error per

pulse is below 10~* when properly calibrated.

5.1.6 Readout

Fluorescent state readout is performed using the blue Doppler (BD) laser beam, tuned near-
resonant with the 2.5; /2 2 Py /2 transition. For high-fidelity state readout of the stretch qubit,

population in |2, 2) is shelved via a series of microwave pi pulses to the |2, —1) state.

3Publication in preparation.
“Though in practice, we never go further out than the |2, —1) shelf.
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Figure 5.4: Microwave control of the 596 MHz Zeeman qubit between the Sy, ground state levels
of calcium 40. Top: a detuning scan around the nominal qubit frequency. Bottom: a microwave
flop between the qubit states demonstrating high contrast and fast = times.
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In order to read out populations in the clock qubit, some care must be taken as the |2,1) <>
|3,2) and |3,1) <> |2,2) transitions are nearly degenerate (~ 100 kHz separation). This near-
degeneracy can be compensated for by performing a 7/2 pulse on the |3,1) <> |2,2) transition,
waiting 6-7 s, then performing a second 7/2 pulse. This allows off-resonantly excited population
from |2, 1) to be returned to |2,1) while population that was in |3, 1) is successfully transferred into
|2,2). Typical bright counts for a magnesium ion in the trap used in this thesis are 225 kilocounts
per second and the dark counts are ~ 5 kilocounts per second, depending on how tightly the imaging

system is stopped down.

5.2 Calcium

Our chosen helper ion is “°Ca*. Calcium was selected because of its readily available lasers
and relatively good mass match with magnesium, which is important for sympathetic cooling.
However, the magnetic field dictated by the magnesium clock qubit is not one where calcium is
typically run. 43Ca* has a zero-field clock qubit, and so often fields of just a few Gauss are used to
break the degeneracy between hyperfine levels. There is a second clock qubit at 146 G, used in [161,
189], and a higher-field one at 288 G [189]. Though we use an isotope with no nuclear spin, and
thus no hyperfine structure, the laser wavelengths and thus much of the general control scheme are
similar - we just have fewer levels to worry about. The magnetic field using in this thesis of 212.8 G
lies awkwardly between the two fields used at Oxford, and much of the initial strategy was similar
to their high-field scheme. However, we later found that some of the strategies used at ETH Zurich,
where they use calcium at 119 G (a magnetic field which provides a clock qubit in beryllium), ended
up working better [190].°

The initial planning for this calcium laser system was done by David Allcock and preliminary
setup was done by Shaun Burd, but Laurent Stephenson and I made extensive renovations to both

the plans and existing optics, especially the 397 nm beamline.® The 729 nm beamline and lock was

®The main differences are using two o-polarized beams, rather than a ¢ and a 7, and shelving with 729 nm light
rather than 393 nm light.

SAnd at the time of this writing, Christina Bowers is doing yet another overhaul to switch from IntraAction to



62

Figure 5.5: The levels of neutral calcium relevant for photoionization on the left, and the level
structure of ¥°Ca* at 212.8 G on the right. Calcium is not typically used at this magnetic field, so
there are some correspondingly atypical features of the laser system. Figure modified from Laurent
Stephenson.
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initially set up by Alejandra Collopy and the lock was later remodeled by Laurent Stephenson for

improved stability.

5.2.1 Ion production

Neutral calcium is produced using a pillow-style oven run at a current of 7 A. The typical
loading temperature as measured by the oven-mounted thermocouple is around 270 C. This loading
temperature was selected as being slightly below the threshold where we begin to see a neutral
fluorescence signal.

Photoionization of calcium is a two-photon process that requires two separate lasers: the first
step 459y to 4p'1 is resonantly driven by a 423 nm laser [191], and excitation to the continuum is
performed by a 375 nm laser. We typically use 150 uW of 375 nm light and 120 gW of 423 nm
light, and both of these beams are focused to a waist of ~ 15 um. Though we have found that
having at least 50 pW of light in the far-detuned 397 cooling beam (analogous to the BDD beam in
magnesium) leads to higher loading rates, we did successfully trap calcium ions for a year and a

half before installation of this beam so it is not strictly necessary.

5.2.2 Micromotion compensation

Micromotion compensation of calcium ions is performed identically to that of magnesium ions.
However, we initially had a great deal of difficulty finding compensation values that worked well for
calcium, we now suspect due to the very different charge landscapes that occur when loading the
different ion species. This is discussed in more detail in Chapter 7.

The parametric micromotion compensation technique is most sensitive to in-plane micromotion
and works best when you are already near the rf null. If compensation is extremely far off, the
scans become garbled and difficult to interpret. When we first began working with calcium, the
compensation was so far off that we spent nearly a week going in circles alternately compensating

the in-plane micromotion using the parametric excitation and the out-of-plane micromotion using

Brimrose AOMs.
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Figure 5.6: In order to compensate the micromotion from scratch, we needed to find the point where
the in-plane and out-of-plane micromotion minima coincided. This plot shows a composite scan
of the ratio of the carrier to the micromotion sideband as both in-plane (y) and out-of-plane (z)
shims are scanned over a large range (note that the trap axes used in these scans are different from
those in Chapter 2). Darker green represents a larger carrier:sideband ratio, i.e. lower micromotion.
This demonstrates the linear relationship between in-plane and out-of-plane shims where in-plane
micromotion is minimized.
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the micromotion flop method described for magnesium.

In order to accurately determine compensation starting from zero, this is what we found to
be useful. Firstly, perform a two-dimensional scan of ion fluorescence as a function of both in-plane
and out-of-plane shims. Ion loss is very common when scanning shim fields over large ranges for
a poorly-compensated ion, so it is easiest to do these scans in relatively small chunks. Because
in-plane and out-of-plane micromotion are not truly independent, we find a relation as shown in
Fig. 5.6. Then, we step along those pairs of in-plane and out-of-plane shim values, checking the
out-of-plane micromotion using the flop method. There is only one true micromotion null, and so
there is one minimum of out-of-plane micromotion along the curve of minimal in-plane micromotion.
Fortunately we only needed to complete this process once as the calcium stray fields are relatively

stable, but I include it here as a cautionary tale.

5.2.3 Cooling

Doppler cooling of the calcium ions is performed by both the high-power, far-detuned 397 nm
beam as well as the near-detuned o-polarized beam pair. The far-detuned light is tuned 440 MHz
below the 397 nm o~ beam for far-off-resonant Doppler cooling. The o-polarized beam pair can be
detuned using the common ‘shift’ AOM to perform near-resonant Doppler cooling.

Resolved sideband cooling can also be performed on the 729 nm quadrupole transition.
Sideband cooling works very well but it slow - in order to perform rapid cooling of many motional
modes in parallel, we implemented electromagnetically-induced transparency (EIT) cooling as well.
This utilizes both the 729 and the weak 397 nm 7 polarized beam. Though EIT does not reach
as low of a base temperature as sideband cooling, it can simultaneously cool multiple modes very
quickly, and then the modes of interested can be further cooled with sideband cooling. In this way
the total amount of time that must be dedicated to ground-state cooling can be reduced. Results of
EIT cooling on the modes of a single calcium ion are shown in Fig. 5.8.

Finally, we have one last method for cooling the calcium ions which is the microwave sideband

cooling described in [163], here implemented in calcium for the first time (to my knowledge). The
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(d)

(f)

Figure 5.7: A series of parametric micromotion scans showing the process of compensating from far
off. Blue regions are where the ion fluorescence is not disturbed by the applied modulation, where
yellow indicates regions of high disturbance. We alternate between scanning the out-of-plane (z)
shim and the mesh voltage as they act in the same way: 1 V applied to the mesh is equivalent to
-250 V/m of applied z shim. Using the mesh can be very helpful when compensating very large
shims in multiple directions to reduce the fields that need to be supplied by the dc electrodes. (a)
The scan is garbled, no clear mode signatures visible. The stronger signal at the bottom of the
screen suggests that we need to move in that direction. (b) The modes are visible but they are not
clear or separated - possibly very far off OR being driven too hard. (c) There is a cleaner signal
but it does not look like two clean, separate modes. (d) There are now two clear, separate modes,
though neither minima is within the scan range. (e) There is now one minimum within the scan
range. (f) Now both minima are centered in the scan range and at the same shim, which means the
shim not being scanned is at the correct value.
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Figure 5.8: Red and blue sideband measurements for a single calcium ion after cooling both radials
(top) and the axial mode (bottom) using just EIT cooling.
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method is similar to that used for magnesium except that the repumping portion of the cooling is
performed using 397 nm light. We drive a motion-subtracting sideband on the mode to be cooled
using the strong 5 MHz gradient and a weak microwave sideband, then pulse the o-polarized 397

beams to dissipate energy and return the population to |1).

5.2.4 State preparation and manipulation

Calcium 40 has no nuclear spin and thus no hyperfine structure, so we only need to calculate
the Zeeman splitting of its levels. The magnetic field sensitivity of the Sy /5 is 2.8 MHz per G, so at
212.8 G the ground state Zeeman qubit has a splitting of 596 MHz. The P, levels are split by
199 MHz, so in order to drive what is typically a single cycling transition at low field, we need two
tones separated by nearly 800 MHz as shown in Fig. 5.5. This is similar to what was done at ETH
[190], although they had 7-polarized beams to connecting both pairs of S/, and P 5 levels where
we only have one. There is typically have ~10-20 uW in each beam, depending on whether we are
performing Doppler cooling or detection, in a beam with a 15 um waist.

The splitting of the ground-state qubit means that state preparation into either the |1) or
|[4) qubit states is very simple: turn off the beam pumping out of the state you wish to prepare.
From here, the qubit can be manipulated by means of a carrier microwave at 596 MHz (described
in Chapter 6), and we can also drive microwave motional sidebands using a combination of a strong
oscillating magnetic field gradient and a weak microwave tone, as described in Chapter 3.

The D35 and D55 levels are also split further than in typical calcium ion experiments. Rather
than using multiple frequencies and polarizations of the 866 nm repump light as was done at ETH
[190], we use an excess of power (500 ¢W in a 36 pum beam waist) to power-broaden the transition
enough to clear out all the Djylevels. A similar strategy is employed with the 854 nm repump light

that clears out the Ds/ shelf, where we use 440 W in a 32 pm beam waist.
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Figure 5.9: Measurement of the red sideband of a radial mode of a single ion of calcium without
microwave sideband cooling (blue) and with microwave sideband cooling (red). Both measurements
are performed with the red microwave sideband to eliminate possible miscalibrations between the
red and blue sidebands due to the large AC Zeeman shifts that can be generated by the microwave
sidebands, so we cannot strictly extract an n from this measurement.
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Figure 5.11: Microwave control of the 596 MHz Zeeman qubit between the Sy, ground state levels of
calcium 40. Left, we see a detuning scan around the nominal qubit frequency and right, a microwave
flop between the qubit states demonstrating high contrast and fast = times.
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5.2.5 Readout

In order to readout the qubit, we need to first shelve the dark state into the D5/, manifold
using the 729 nm laser. We can then turn on both of the 397 ¢ beams to drive the cycling transition
and collect fluorescence. Typical bright counts for a calcium ion in the trap are 220 kilocounts per
second. Because the ion goes dark within just a few photon scatters without the 866 repump, we
can perform background-subtracted detection by comparing the levels of 397 nm scatter with the

866 on versus off. Typical background levels are 20 kilocounts per second.

5.3 Trap stability & loading for mixed species crystals

One of the biggest difficulties of operating a single trap with multiple ion species is the
compromises which must be made between the different stability parameters for each species.
Because the masses are 25 amu and 40 amu, nearly a 1:2 ratio, the range in which both ion species
are stably trapped is much narrower than for a single species.

We have found that while both species are happy at a wide variety of parameters” once
trapped, the initial trapping conditions are much more difficult. See Chapter 7 for (much) more

discussion of actual mixed species loading parameters in this trap.

"Like, decades of rf levels. Very wide.
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Apparatus

By now we have hopefully motivated the two main techniques driving the work in this
thesis. In this chapter we will describe the apparatus that was designed and built to execute these
experiments. This system has a few unique features dictated by the work we hope to do. Because
the strength of the laser-free interactions increases as the ions get closer to the trap, we work very
close to our trap surface - our ion height is 30 ym, whereas even in other surface traps' people prefer
to work at heights closer to 100 pm [35, 161]. This is because problems such as anomalous heating
get worse with proximity to surfaces: anomalous heating scales as 1/d*, where our gate interaction
strength only scales as 1/d?. In order to reduce the heating rates and thus improve ion lifetimes,
we operate the experiment at cryogenic temperatures. Cryogenic operation has been proven to
drastically reduce heating rates [122], as well as improving ion lifetime by reducing background gas
through cryopumping.

Because the apparatus as it existed in 2020 was thoroughly covered in [139] and [163], I will
focus primarily on the various technical upgrades that have been made since and will gloss over topics

that are covered in much more detail in those documents. Many of these upgrades were necessary

'Even when doing laser-free gates, as in [161]!
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to expand the project to use a second ion species, but we chose to make additional improvements
when we discovered a cracked rf connection in January 2022 that necessitated breaking vacuum.
A thorough comparison of the old vacuum chamber and pillbox to the new one can be found in
Appendix A. The original system was designed and built by David Allcock, Daniel Slichter, Shaun
Burd, and Raghavendra Srinivas. The modifications described in this chapter were performed by

Alejandra Collopy, Laurent Stephenson, Daniel Slichter, and myself.

6.1 Vacuum chamber

The 1f breakage discovered in January 2022 offered the opportunity? to make several upgrades

to the vacuum system described in [139, 163].

Figure 6.1: Cutaway CAD models of the vacuum chamber showcasing the difference between our
old and new top flanges. On the left, the argon ion guns and the amount of space required above
the trap to provide adequate line of sight. On the right, the new top flange is re-entrant, which
allows the achromatic objective to get close enough to the trap. Not needing access for the ion guns
anymore freed us up to install a new mesh much closer to the trap surface, which can also be seen
in this rendering.

6.1.1 Re-entrant top viewport

One of the nicest upgrades in terms of mixed-species operation was a re-entrant top viewport

on the octagon which allowed us to exchange the existing imaging system for an achromatic

2Whether I wanted it or not.
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Schwarzchild objective (more details below). Our old top viewport also featured four argon ion
guns, which were intended for milling the trap surface if the heating rates were higher than desired.
However, [192] discovered that ion milling of trap surfaces can actually increase heating rates for
gold trap surfaces at cryogenic temperatures, and so the guns were never fired. These ion guns
occupied a lot of space above the trap chamber, and removing them increased the space available

for our imaging system, as can be seen in Fig. 6.1.

6.1.2 Optical access viewport modifications

The original viewports were coated for 280 and 285 nm light, and had stray reflections of
2-5% at calcium wavelengths. We chose to replace the viewport through which the 397 nm o beams
for cooling and detection enter the chamber with a homemade viewport made with an Edmunds
UV-VIS coat 25 mm diameter, 2 mm thick window (see Appendix A for more details on the assembly

of this viewport) in order to reduce stray 397 light both on the table and in the chamber.

6.1.3 Pillbox modifications

This system was not initially intended to operate at liquid helium temperatures, and so does
not have any heat shielding around the pillbox. We chose to add a top window (Edmunds UV
coat 25 mm diameter, 2 mm thick, mounted with an indium gasket to prevent cracking during
temperature cycling) as well as reducers on all of our optical access apertures which decrease our
line-of-sight to room temperature by 70%. The goal of this was to reduce the gasload inside our
pillbox from blackbody radiation; however it also reduced conductance out of our pillbox (see

Appendix B for more details on why this may be an issue).

6.1.4 Bias-able mesh

Previous iterations of this experiment utilized a grounded mesh 16 mm above the trap surface,
which served to shield the trap from any potential charging on the top viewport. The new mesh

we installed is 4 mm above the trap surface and wired such that a bias voltage can be applied.
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Figure 6.2: Annotated photograph of the trap pillbox with the lid off and with it on, from different
angles. Note that it is in different stages of assembly in the different photos, so not all elements are
the same.
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Without this capability, we would occasionally reach a situation where we had such extensive stray
charges built up on our trap surface that we could no longer compensate them enough to trap ions.
This mesh allows us to put a voltage ‘lid” on the trap which prevents that from happening, and has
proven extremely useful for trapping calcium in particular. We can apply bias voltages of +10 V
(although in practice applying a negative bias to the mesh just sucks any ions up out of the trap),

and each volt applied on the mesh corresponds to 250 V/m of effective negative z shim.

6.1.5 Ovens

When we opened the chamber we needed to make a new calcium oven as calcium oxidizes
rapidly when exposed to air, and we chose to also make a new magnesium oven as the current one had
been in service for a long time. We took the opportunity to attach thermocouples (Accu-Glass 112114
Type K) to both ovens as is done in the Oxford ion trapping group [193]. These thermocouples
were easy to install and have been invaluable for debugging our loading, especially when we had
an out-of-vacuum short that was preventing one oven from heating up. They also allow us to do
simple ‘bang-bang’ temperature control during loading, to keep our oven temperatures as low as
possible while still loading (previously, oven current was left on full blast and so ovens could get
quite hot during repeated load attempts®). This helps both to prolong oven lifetime and to minimize
local heating, which could potentially thaw cryopumped gases. The ovens are otherwise the same
design previously used: a thin (1.65 mm OD, 1.39 mm ID) stainless steel (AISI 316L) tube, 10 mm
long with a 0.66 mm hole drilled in one side is pinched closed on one end, filled with shavings of
the metal of interest (i.e. calcium (enriched to 20% Ca-43 from ORNL?) or magnesium (natural
abundance, Alfa Aesar)), pinched closed on the other end and then gap welded onto thick (1.6
mm diameter) stainless steel (AISI 316) wires. When current flows through the oven, the relative
difference in conductivity between the thicker wire and the hollow tube means that most of the

resistive heating occurs in the pillow where it also heats the metal shavings inside. The hole drilled

3But we don’t know how hot because we didn’t have on-oven thermocouples!
“In case we ever wanted a helper ion with a hyperfine qubit.
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into the front side of each pillow allows a beam of hot neutral flux to escape the oven and travel

over to the trapping region where it can be ionized and trapped.

6.1.6 Vacuum pumps

The old system had a single Agilent Vaclon 20 L/s ion pump, a non-evaporable getter (NEG),
and a titanium sublimation pump (TSP) with a cryoshroud to maintain good vacuum pressure.
The TSP portion was separated from the main chamber by an all-metal valve, to allow replacement
of TSP filaments without venting the main chamber, as well as for paranoia against leaks caused
by the high temperatures involved when firing the TSP. However, the cryoshroud around the TSP
occupied a substantial amount of optical table space and reduced conductance between the TSP
and the main experiment chamber. We chose to eliminate the cryoshroud when rebuilding the
system (see Appendix A), which opened up table space around the chamber as well as improved
conductance between the TSP manifold and the main chamber. After the rebuild, we were unable
to do as hot of a bake as when this system was first built because we had introduced indium joints
in several places (see Appendices A and C). As a result of this, our room temperature vacuum
pressure was initially much worse than we had hoped. This was solved by adding an additional 40

L/s Agilent Vaclon ion pump to the TSP manifold portion of the vacuum chamber.

6.2 Cryostat

Prior to March 2021, this experiment was cooled with a Janis ST400 flow cryostat. However,
due to rising helium costs, we switched over to a ColdEdge Stinger ultra-low-vibration closed-cycle
cryocooler. The Stinger bayonet can be inserted directly into the existing flow cryostat connection,
so disruption to the rest of the apparatus was minimal. However, reaching a sustainable operating
point with the new system required substantial trial and error, which is detailed in Appendix B.

Our Stinger system (shown in Fig. 6.4) consists of two compressors, a heat exchanger that
handles the water cooling for both compressors (protecting them from the building cooling water),

and the coldhead itself. While the coldhead needs to be in the lab, the other equipment can be
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Figure 6.3: Photograph of the experimental apparatus showing one high-field and one shim coil,
some magnesium optics, the imaging system, ion pumps and TSP, and one of our microwave PDQs.
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installed outside the lab to reduce crowding, heat load, and noise in the science spaces. The coldhead
is mounted inside a sound-insulating box that we packed with additional noise-damping material to
further decrease noise in the lab, and two sets of Aeroquip lines run to the two compressors in the
galley. These lines are wrapped in sound-damping insulation as well. The two compressors run two
recirculating helium systems: one at 350 psi run by a Sumitomo F-70 compressor, and one at 100
psi run by a Sumitomo HC4E compressor.

The high-pressure system provides the bulk of the cooling power by running a standard Gifford-
McMahon (GM) coldhead. GM coldheads and their close cousins, pulse tube (PT) cryocoolers, are
both established technologies for closed-cycle, low-temperature, low-vibration cryogenic applications.
However, they are mechanically operated and thus vibrations on the order of a few to tens of microns
are unavoidable [194, 195]. Additionally, they are quite large, PTs must be mounted in a specific
orientation, and in general the entire chamber must be designed around the cryostat (see [137] for
details of such a system).

The innovation of the Stinger is to use a GM cryocooler to cool a secondary, lower-pressure
helium system which cools the system of interest via a flexible bayonet. In this way, the vibrations
of the GM coldhead are very well isolated from the system being cooled. Additionally, the bayonet
can be installed using only a single port of an octagon just as our flow cryostat used, and so puts
far fewer restraints on the geometry of the system. The Stinger provides additional cooling via
Joule-Thomson expansion through a capillary at the end of the bayonet [196].

When the Stinger system is working, it keeps our trap between 8-10 K which gives us single-ion
lifetimes on the order of a day and two-ion (same-species) lifetimes of hours. The flow cryostat
operated closer to 12-15 K, with two-ion lifetimes of 30 minutes to an hour. We attribute the

extended ion lifetime to the improved cryopumping, especially of hydrogen, at this lower temperature.

6.3 High-field coils

We operate with a quantization field of 212.8 G in order to have a magnetic field-insensitive

‘clock’ transition in magnesium. This field is produced by running approximately 60 A through a
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Figure 6.4: Plumbing diagram for both helium systems as well as water cooling for a Stinger
cryocooler. The F-70 compressor runs the Gifford-McMahon (GM) cryocooler using 350 psi of
helium which cools the lower pressure (~ 100 psi) system circulating by the HC4E compressor
through three stages of heat exchangers inside the ‘blue can’ vacuum housing. This lower pressure
line passes through a Joule-Thomson capillary at the tip of the bayonet where the gas expansion
provides additional cooling.
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pair of foil-wound copper coils from Stangenes Industries, described in [163]. These coils are water
cooled and the current is actively stabilized with an Oxford-style servo built by David Allcock and
Shaun Burd and further finessed by Laurent Stephenson [197].

The stability of this magnetic field is one of the primary limitations on our experiment at the
moment. The ion is so sensitive to this field that we can measure the duty cycle of the chiller that
cools the coils using the ion.? In the near future, we plan to move to a permanent magnet setup

which has been designed, built, and tested by Christina Bowers.

6.4 Shim coils

In addition to the high field coils which create our quantization field, we have a pair of small
shim coils along the two perpendicular directions. Because our state preparation depends on the
purity of our circular polarization, which is to say its alignment with our quantization field, we can
run small (S 1 A) currents through these coils to ‘shim’ up the quantization field to align with
the laser beam. In practice, we only use these coils when very high fidelity state preparation is
desired, as for the randomized benchmarking data reported in [188] (and a second set of experiments,

publication of which is in preparation). These small coils are not water cooled or stabilized.

6.5 Imaging system

One of the key improvements we were able to enact when we broke vacuum was to change to
a re-entrant top viewport that allowed us to use an achromatic Schwarzchild objective (identical to
that used [185] and described in [198]). The old imaging system, described in [163] and shown in
Fig. 6.5, was composed of off-the-shelf optics and required ~ 5 mm of vertical translation to switch
between focusing calcium and magnesium wavelengths. This made switching the species we were
imaging inconvenient. The new objective was designed to be achromatic at beryllium wavelengths

(235 nm and 313 nm) and also works well at 280 nm and 397 nm. However, it has a fairly short

SWe can also detect metal drawers opening and closing and metal chairs being moved around the lab. Quantum
sensing!
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working distance (=~ 32 mm from the ion to the closest surface of the objective), which is why we
needed to replace our top viewport to be able to use it. Replacing the top viewport also had the
advantage of removing the four argon ion guns which took up a substantial amount of the space
around our chamber (see Appendix A for more details).

After the objective, we have a pair of slits we use for blocking out stray light and a flipper
mirror that controls whether the collected light goes to a photomultiplier tube (PMT) (Hamamatsu
R7600P-203) or camera (Andor DV887ECS-UVB). We use the camera for laser alignment and
debugging, but for day-to-day operation and data taking we use counts gathered from the PMT.
We have moderate amounts of coma and spherical aberration in this imaging system, as can be seen
in Fig. 6.5, but all data is taken as PMT counts, so we have not found it necessary to correct it.

We use a variety of different filters in the imaging system depending on whether we are using
one or both species. For calcium-only operation, we use a Semrock FF01-395/11 line filter which lets
through the 397 nm fluorescence but no other wavelengths. For magnesium-only and both-species
operation we use a ThorLabs FGUV5 bandpass filter. This allows through the 280 and 285 nm
magnesium wavelengths, but blocks roughly 80% of the 397 nm calcium fluorescence. However,
given that the SNR of our calcium detection remains the same, we find this compromise acceptable
for now.

We have a third filter which we use only for checking the calcium neutral fluorescence at 423
nm - an obsolete Edmunds UV pass, 520-640 nm block. While this does allow through both the
calcium and magnesium wavelengths, it passes far too much room light to be useful for ion imaging.

In the future, it may be desirable to add a second photomultiplier tube and use a dichroic
filter to split the 280 nm and 397 nm light, enabling truly simultaneous detection rather than the
alternate pulsing detection currently used. Another upgrade would be to determine a set of filters
that would allow only the 280 nm and 397 nm light to reach the camera for imaging of mixed
species crystals. Currently the powerful 866 nm and 854 nm repump beams for calcium are above
the blocking range of the filters we use. The PMT is not sensitive to these wavelengths and so the

scatter does not cause any issues for data taking, but being able to see both species of ion on the
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camera at the same time could be a helpful diagnostic for debugging mixed species loading (see

Chapter 7).

6.6 Laser systems

6.6.1 Magnesium

While the eventual goal of this experiment is to have a mixed species experiment where we no
longer need the more troublesome set of lasers (in this case the magnesium ones), we will always
need the photoionization laser and find it useful to have a resonant laser for cooling and readout on

magnesium-only experiments or verifying mixed species ones.

6.6.1.1 Photoionization (285 nm)

Previous work on this experiment used an MPB Raman fiber amplifier and a LAS GmbH
WaveTrain doubler to generate the 285 nm light necessary for magnesium photoionization, as
described in [163]. However, the power output and stability of that system had been trending
downwards for years and in 2022 it was replaced with a VECSEL-based system.® From a homemade
1140 nm VECSEL in the lab next door, we fiber over ~ 500 mW which is doubled to ~ 100 mW of
570 nm light using a waveguide doubler (NTT Electronics WH-0570-000-A-B-C). This light is then
fed into a homemade BBO-based cavity doubler [199] which can produce up to 5 mW of 285 nm
light. To minimize trap charging, we use only 300-500 W of this available light,” but the power
and stability offered by this system are a huge improvement over the old one. This light is focused

to a ~ 15 pm waist in the loading zone of the trap.

5As promised in [163]!
"Thankfully trying to put 285 nm light through a fiber takes care of most of this excess power!
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Figure 6.5: On the left, our old imaging system, with Zemax layout as well as images of the trap
and a calcium ion as they appeared on our camera. The old imaging system was not achromatic
and thus required us to translate the whole system up and down to focus different wavelengths. On
the right, our new imaging system gives us markedly clearer images of our trap surface and ions.
The achromaticity allows us to see all of our wavelengths on our camera without adjusting the focus,
which is helpful for mixed species imaging and detection.
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Figure 6.6: Our magnesium laser systems for photoionization, Doppler cooling, and detection.
Additional mirrors used to provide sufficient degrees of freedom to align the AOMs and couple into
the fibers are not shown in order to reduce diagram complexity. Both laser systems begin with an
infrared VECSEL, are doubled into the green using an N'T'T waveguide doubler, and then doubled
again into the UV with a bowtie cavity doubler. Our photoionization light is sent straight to the
trap, while our cooling and detection light is further split into three beams: the blue Doppler (BD),
blue Doppler detuned (BDD), and red Doppler (RD) for detection, cooling, and repumping. These
names are explained in the main text. Figure made using the ComponentLibrary by Alexander

Franzen.
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6.6.1.2 Resonant (280 nm)

The VECSEL-based laser system resonant with the 25 /2 =2 Py /2 transition at 280 nm
remains the same as was described in [139] and [163].% The 280 nm light provides Doppler cooling,
repumping, and state detection for the magnesium ions and the nomenclature for the different beams
is an artifact of the group’s history. The blue Doppler (BD) beam does low-power, near-resonant
Doppler cooling and resonant detection, the blue Doppler detuned (BDD) beam provides high-power,
far-detuned Doppler cooling and optical pumping, and the red Doppler (RD) repumps population
out of the upper manifold. More details of how these lasers are used for state preparation can be
found in Chapter 4, so here we just explain their generation, as depicted in Fig. 6.6.

A homemade 1118 nm VECSEL? emits ~ 700 mW of infrared light which is fed into a
waveguide doubler (NTT Electronics WH-0559-000-A-B-C) to produce ~ 280 mW of 559 nm light.
At this stage, a few mW picked off and used to lock the VECSEL to an iodine spectrometer. The
rest of the light is fibered to a different portion of the optical table where it enters a homemade
BBO-based doubling cavity [199] that converts roughly 130 mW of green light into 3 mW of 280
nm light. From here that light is split into three different paths which all eventually combine into
the same fiber to the trap, shown in Fig. 6.6. The RD path picks off ~ 10% of the light, feeds it
through a double pass AOM at -185 MHz, and then into the trap fiber. The BD/BDD lines are
more intertwined: when the BD1 AOM is off, all of the light passes through the AOM unmodulated
and enters the +261 MHz BDD double pass after which it combines with the RD, passes through
the turned-off BD2 AOM, and on into the fiber towards the trap. When the BD1 AOM is activated,
the light is double-passed at 4330 MHz and then bounced through the turned-on BD2 single pass

+232 MHz AOM and into the trap fiber. The BDD light is at full power only when BD1 and BD2

8Possibly the only part of the experiment I inherited that has not been removed or rebuilt, although I have had to
realign it more than once.

90ur other homemade VECSELS are very robust creatures, but this one in particular is a bit of a diva. I include a
few notes on her ideal operating conditions for future occupants of this lab, or owners of other fussy VECSELs. She is
very sensitive to acoustic noise, and so she lives in a foamboard box, and her breadboard rests on a Sorbathane bed.
There are water absorption lines near 1118 nm that can cause the laser to become unhappy (as evidenced by a weird
or wobbly iodine spectrum) if her desiccant packets aren’t changed every six months or so, and she is also constantly
flushed with a gentle flow of dry nitrogen. Finally, she takes roughly three hours to completely thermally stabilize
even though every component of her cavity is individually temperature controlled. But she’s worth it.



89

AOMs are off, and the BD light only reaches the trap when the BD1 and BD2 AOMSs are both
on.'% The BDD light is thus 370 MHz red of the BD, and the RD is 1.262 GHz red of the BD. We
perform intensity stabilization on the BD by feeding back to the BD1 double-pass AOM from a
photodiode that monitors picked off light just before the trap. This light used to be carried to the
trap via a bare, home-connectorized, solarization-protected fiber, but that fiber died and has been
replaced with a custom patch cord from AlphaNov. Transmission through this fiber is extremely
position-dependent, we believe due to the microbending sensitivity observed in [200].

While we hope to not need this laser system at all eventually, we want to retain the ability to
run magnesium-only gates and experiments, and it could be used to verify that our quantum logic

operations with calcium are working as expected.

6.6.1.3 Raman (280 nm)

The VECSEL-based Raman laser system for ground-state cooling of magnesium as described
in [139] has been almost completely disassembled and used for parts.!'’ We have kept the VECSEL

as a backup in case the resonant VECSEL ever fails.

6.6.2 Calcium

Our helper species, °Ca™, requires a lot of lasers.'? Fortunately, all of the required wavelengths
are available as direct diodes from Toptica. Our 397, 423, 729, 854, and 866 nm lasers are all Toptica
DLPros while our 375 nm laser is a Toptica iBeam Smart.'? The 397, 854, and 866 nm lasers are
all locked to temperature-stabilized, ULE cavities designed, built, and tested by David Allcock.
Our 729 nm laser is stabilized via an offset lock to the ion clocks’ 729 nm light, which is in turn
stabilized to a temperature-controlled sphere cavity.[201] Our temperature-controlled cavities are

not as stable as one might prefer for ideal experimental operation, so we also feed back on the cavity

101f this is confusing to read, imagine trying to align it.
1Gorry Shaun.

'2An unkind person may note that we added six new lasers (actually eight before we jettisoned the 393/850 shelving
scheme) to our ‘laser-free’ gate experiment in order to get rid of two.

13Although we may eventually move to a Vexlum 729 nm laser to get more power.
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piezos using a wavemeter lock to compensate any slow drifts. The 423 nm photoionization laser
is directly locked to our wavemeter, while our 375 nm laser is allowed to run freely. The calcium
lasers are located on the opposite side of the lab from the trap chamber due to space constraints,
and the light is carried between tables via 20 m fibers (ThorLabs PM-S350-HP for the blue light

and PM780-HP for the red light).

6.6.2.1 Resonant (397 nm)

The 397 nm laser system is our most complicated, as it provides both near- and far-detuned
Doppler cooling and fluorescence state detection for calcium, as well as the probe beam for
electromagnetically-induced transparency (EIT) cooling. To drive our cycling transitions (see
Fig. 5.5), we need o*- and o~ -polarized beams separated by nearly 800 MHz in frequency due to
our 212.8 G magnetic field. We also need a weak w-polarized beam 200 MHz above the ¢~ beam
for EIT cooling, and finally a far-detuned, mixed-polarization beam 400 MHz red of our 6~ beam
for far-detuned Doppler cooling. All of these frequencies are sourced from the same laser using a
maze of AOMs and traveling to the trap via four separate fibers (see Fig. 6.7).

Once at the trap table, our o-polarized beams are combined into a short photonic crystal
fiber and then the mode is cleaned by focusing it through a pinhole. This beam enters the chamber
through the north viewport, along the quantization field. The far-detuned beam arrives at the table
in the same fiber as the photoionization lasers, and so enters the chamber from the northwest. The
7 beam comes in through the east viewport for maximum projection along the axial direction. See

Fig. 6.8 for a full diagram of the beam orientations relative to the vacuum chamber and trap.

6.6.2.2 Photoionization (375 nm and 423 nm)

Our two photoionization wavelengths for calcium, 375 nm and 423 nm, are combined with the
far-detuned 397 light on the calcium laser table (see Fig. 6.7), and then with the 866 nm and 854
nm lasers on the trap table. The 423 nm light is loosely locked (+£10 MHz) to the wavemeter, while

the 375 nm laser is left free running. Both photoionization beams are controlled with SRS shutters
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Figure 6.7: Schematic diagram of the generation and frequency modulation of our calcium lasers.
All lasers shown are Toptica DLPros except for the 375 nm laser which is a Toptica iBeam Smart.
Additional mirrors used to provide sufficient degrees of freedom to align the AOMs and couple
into the fibers are not shown in order to reduce diagram complexity. Figure made using the
ComponentLibrary by Alexander Franzen.
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on the calcium table. The far-detuned light is switched using its AOM. We typically use around 200
uW of 423 nm light and 350 uW of 375 nm light at the trap.

Because we require that the 375, 397, and 423, and 866 nm beams all focus in approximately
the same location for efficient ionization and loading, care must be taken with the optics in this beam
path. The collimator we initially used (ThorLabs AC618APC-A) to launch the 375/397/423 beam
suffered from rather serious achromaticity across that wavelength range, resulting in our beams
focusing tens of microns apart, so we switched to a reflective collimator (ThorLabs RC04APC-F01)
which performed substantially better. Additionally, we found that the Semrock FF510-Di02 dichroic
initially used to combine the 854/866 and 375/397/423 beam paths produced stripes in the profile
of the blue beams that we found to be undesirable. We replaced this with a custom dichroic from
Layertech that does not do that. Finally, the achromatic doublet used to focus these beams is only
achromatic near the center, so extreme care had to be taken to overlap the blue and red beams as

close to the center of the lens as possible.

6.6.2.3 Repump (866 nm and 854 nm)

Our calcium manipulation scheme requires two infrared repump lasers as shown in Fig. 5.5.
Both lasers are switched via (AA Opto-Electronics) AOMs and they travel to the trap in the same
fiber, where they join with the photoionization light to enter the vacuum chamber via the northwest

viewport.

6.6.2.4 Quadrupole (729 nm)

The 729 nm laser drives the S, /2 3Dy /2 narrow-line quadrupole transition used for shelving
our Zeeman qubit as well as resolved sideband and EIT cooling.[202] It is offset locked to the ion
clocks’ 729 nm laser, which is in turn locked to an ultra-high-finesse sphere cavity. The light is split
into two tones, which we call ‘upper’ and ‘lower’, meant to shelve into the +5/2 and +3/2 sublevels
respectively. These tones are combined into a single optical fiber on the calcium table, as shown in

Fig. 6.7, and after the fiber the light is combined with the 397 ™ beam and enters the trap through
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the eastern viewport, as shown in Fig. 6.9.

6.6.3 Beam pointing

As can be seen in Fig. 6.8, this experiment requires that we be able to control the position of
ten different laser beams, coming in from up to five different directions, across the full extent of our
330 pm trapping region. We also need to be able to individually align each wavelength without
disturbing the others. This is performed with a combination of actuated lenses and piezo mirror
mounts (ThorLabs Polaris K152P). In front of each viewport (except for the southeast, since the
magnesium photoionization light does not need to move to different zones), the final focusing lens is
mounted on a stage whose horizontal translation is controlled by an actuator (ThorLabs Z812B and
7825B, controlled via ThorLabs K-Cubes). We have found that these provide consistent, repeatable
movement across a wide enough range to easily cover the whole trapping zone for each combined
beam path. To individually control beam pointing, we use piezo mirrors placed before colors are
combined in each path. While these do experience some hysteresis and have a much more limited
range than the Tdcs, they are generally stable and have more than enough range to tweak the
overlap of any single beam without having to disturb others in the same path, as can be seen in

Fig. 6.9.

6.7 Trap

The work in this thesis was performed in two different versions of the same trap: before
January 2022 the trap used is the same as in [139] and [163], but after April 2022 we had a new trap
from a new fabrication run. We do not see significant differences between the two traps except that
the new one does not have the damage on the side opposite the load zone that prevented transport
to the far side of the trap (see Appendix A for more details), so in general I will not specify which
version of the trap was used for any given experiment, though keep in mind that heating rates may
not be identical with past work done using this apparatus.

In the new trap, the heating rates for a single calcium ion are 400 quanta/s on the 2.5 MHz
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Figure 6.8: Overhead view showing the layout of the trap and its orientation in the octagon, with
the entrance port of each laser beam, the direction of the quantization field, and trap axes all
indicated. The numbers along the trap axis are the indices we use to measure position: 0 is the
leftmost point at which we can trap, and 120 is the rightmost. Each index is separated by 2.75 pm.
The numbers in the corner show the number of our dc electrodes which run 1 to 18, and on the
right our two rf and three microwave electrodes are also labeled. Figure modified from Laurent
Stephenson.
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Figure 6.9: Schematic showing the optical layout on the trap table of all our different beam paths.
Excess mirrors necessary to control all degrees of freedom have been omitted to help decrease
diagram complexity. The orientation is the same as in Fig. 6.8. The dotted lines in the 285 nm
beam path show the two different possible paths used to do Doppler-free vs. velocity-sensitive
loading (see Chapter 7 for more details). As much as possible, each beam path has its own piezo
mirror to allow for independent steering, and all focusing lenses are mounted on translatable stages
to allow beam pointing across the whole trapping region, except for the 285 nm-only port which has
a stationary lens.
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Figure 6.10: A photograph (left) and a scanning electron microscope image (right), which has been
colored to emphasize the different electrodes. Ions are not to scale.
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axial mode and 80-90 quanta/s on the 7.1 and 7.7 MHz radial modes. For two calcium ions, we
measured 100 quanta/s on the radial in-phase mode and 18 quanta/s on the out-of-phase mode.
This is worse than the old trap, which reported 60 quanta/s on a 2.4 MHz axial in-phase mode
and 18 quanta/s on a 7.3 MHz radial in-phase mode for two magnesium ions. The heating rate
on the 7.1 MHz axial out-of-phase mode was so low that a good measurement could not be made,

estimated at < 2 quanta/s [163].

Figure 6.11: Heating rate measurements with a single calcium ion (left) and a calcium-calcium
crystal (right).
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The trap is made by electroplating 8 um of gold onto a 560 um thick sapphire substrate
to create the pattern of electrodes shown in Fig. 6.8. We have 18 dc electrodes to provide axial
confinement and shuttling. Two rf and three microwave electrodes run along the trap axis, providing
radial confinement and delivering our microwave control currents respectively. We use three
microwave electrodes to allow enough degrees of freedom to create the fields and field gradients that

drive our gates, as discussed in detail in [163].

6.8 Trap rf generation

Trap rf generation is the same as in [139, 163] (Anapico APSIN3000), as is the passive

stabilization.
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One key improvement made for easier mixed species operation was to add a digital attenuator
in place of the standard 12 dB attenuator previously used. Because our two ion species have different
preferences for the strength of the trapping rf, this Artig-integrated digital attenuator makes it easy
to switch between different levels. This will allow us to eventually automate rapid changes in rf
level, as other experiments in the group do during their mixed species loading where different rf

levels are used during different portions of their merging.

6.8.1 Rf modulation for parametric micromotion compensation

One innovation from Oxford that has been integrated into our experiment thanks to Laurent
Stephenson is the parametric micromotion compensation.[187] Details of the actual micromotion
calibration are in Chapter 4, so this section will limit itself to the hardware necessary to apply the
modulation.

The modulation circuit was added as an alternate path to the squaring circuit used to stabilize
the rf during experiments, as shown in Fig. 6.12. The modulation drive is generated by an Urukul
DDS and then combined with the trap rf in a switchable way via a mixer (Minicircuits ZEM-3H-S+)
and sent to the trap via a directional coupler (Minicircuits ZFBdc20-61HP-S+). Much care was taken
to ensure that adding this modulation does not compromise the rf stability when the modulation is
not on and we have seen no adverse effects. The modulation sidebands are 50 dB below the trap rf

level, which is more than enough to see modulation signals.

6.9 dc voltage generation

The dc voltages which supply our axial confinement and allow us to transport ions back
and forth along our trap axis were previously generated using PDQs [203]. While they often
worked correctly, occasionally they would enter a failure mode wherein they needed to be manually
restarted and physically disconnected from the trap 3-7 times to regain normal function. We chose
to replace these with a different homemade voltage generation box, known as the Jonas (Keller)

Digital-Analog Converters (JDACs). While they provide slightly worse resolution than the PDQs,
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Figure 6.12: Schematic of the rf modulation circuit used to perform the parametric micromotion
compensation. Modulation is generated by a DDS which can optionally be combined with the trap rf
by means of a mixer and directional coupler. Testing and setup performed by Laurent Stephenson.
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they are considerably more reliable.

The JDACs consist of two AD5370 evaluation board which each provide 40 16-bit DACs, plus
one homemade LVDS/TTL buffer board per evaluation board that provides the SPI communication
with the FPGA for programming. We only use 20 of these output channels to provide the voltages
for our 18 dc electrodes plus a bias on the mesh and on the rf electrodes. The 18 dc electrodes
provide axial confinement as well as transport and merging of different wells. The mesh provides a
‘lid’ on our trapping potentials which is very useful to counteract the occasionally enormous stray
fields we generate using 280 nm light 30 pm above our trap surface. The voltage bias on the rf
provides one method for tilting the radial confinement of the trap, changing the splitting of our
radial modes as well as their projection along our microwave fields. It also has some counterintuitive
effects on well depth (see Chapter 7 for more details).

The 18 trap voltages go through RC filters both external to the vacuum chamber and again
inside, which filter out technical noise which could cause motional heating. One upgrade that was
made during the trap rebuild (see Appendix A) was to increase the number of additional input lines
which bypass these external filters from one to three - we use these lines to apply ‘tickle’ voltages
resonant with our motional modes or their difference frequencies, and bypassing one level of filtering
means we do not have to drive as hard to see a response on the ion. In previous iterations of
this trap, our only tickle line was connected to electrode 4 (for electrode naming conventions, see
Fig. 6.8), just left of center on the top row of electrodes. This location provided decent projection of
the tickle field along all three motional modes for ions on the left side of the trap as well as in the
center. We added lines to electrodes 1 and 9 (at both ends of the top row of electrodes) to enable
good projection along all three motional modes for ions at any position along the trap axis.

While developing our mixed species transport and merging operations, we found it necessary
to apply larger shims than we have historically needed in order to transport over the large stray
fields that occur at the boundaries of our load zones (see Chapter 7 for more details). To allow

this, we installed a 20 channel amplified buffer box, also homemade (Analog Devices SSM2019
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amplifiers).'* This increased our voltage throw on each dc electrode to +/-10 V (we did not amplify

our mesh or rf bias voltages).

6.10 Microwaves

The existing microwave structure was designed to address the hyperfine transitions of mag-
nesium shown in Fig. 5.1, between 1.3 and 2.2 GHz [163]. These microwaves were heavily filtered
to prevent undesired signals from reaching the trap, so modification of the microwave system to
incorporate calcium required a substantial overhaul. The calcium Zeeman qubit is 596 MHz at 212.8
G, so we needed the capability to drive both the carrier and sideband transitions in this range. The
redesign and rebuild of the microwave system was done by Laurent Stephenson and Daniel Slichter.

We did not add any additional AD9914 DDS to the system, but rather forced the existing
DDS’ to serve dual purposes. Rather than the carrier, BSB, RSB, and auxiliary DDS we had for
magnesium-only operation, we now need carrier, BSB, and RSB DDS’ for each species, plus we
added the capability to directly drive the transitions between Zeeman sublevels. The BSB and
carrier share a DDS for both species, and the calcium RSB also acts as the magnesium Zeeman
DDS. The full schematic of signal generation, amplification, mixing, and switching is shown in
Fig. 6.13. We also have one of the DDS’ from our Artiq crate plugged directly into the trap to allow
an alternate method for driving = and 7/2 pulses during same-species gates to avoid the thorny

issues involved in phase-tracking the pulses of one DDS acting as two.

6.11 Control system

Our experimental control is performed using the Advanced Real-Time Infrastructure for
Quantum physics (Artiq).[204] We have two Artiq crates: the home-built one described in [163]
has a new evaluation board, a Xilinx ZC706, but is otherwise the same; and we have added a new
crate based on M-LAB’s Sinara family of hardware featuring a Kasli FPGA with three Urukul

DDS cards, a Sampler Adc module, and a TTL card. This combination adds 12 DDS channels, 8

4By Andrew Wilson!
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Figure 6.13: Schematic showing our scheme for generating and combining the microwave and
radiofrequency tones we use for state preparation and entanglement. Figure courtesy of Laurent
Stephenson.
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Adc channels, and 8 TTLs to the existing control system. The ZC706 crate primarily controls the
magnesium portions of the experiment and all of the microwave equipment. The Kasli crate was
added in 2021 and the two crates are connected using the distributed real-time in/out (DRTIO)
framework available in version 7 of Artiq, with the Kasli serving as a satellite. The upgrade of our
experiment control from Artiq 2 to Artiq 7 (and now 8), as well as the porting of (almost) all the
experiment control code from the in-house 1DScan framework to the Oxford-developed NDScan
framework [205] was performed by my computer angel, postdoc extraordinaire, Laurent Stephenson.
While NDScan has a steep learning curve, it is very powerful and flexible.

The primary selling point is that it allows ‘n-dimensional’ scans in any parameter, while
1DScan experiments had to be built around scanning a single parameter. This streamlines the
experiment writing process, and the fragment-based nature of NDScan enforces a modularity in the
codebase that helps prevent issues such as slightly different state preparation and cooling methods
being used in different experiments, something we often had in the old codebase depending on who

wrote a given experiment and when.



Effects of stray potentials on mixed-species

loading and transport

In Chapter 2, we introduced the concepts of loading and transport as essential operations
for a QCCD-like trapped ion processor, and also discussed the benefits and drawbacks of using
surface electrode traps. Loading and transport in surface traps can be challenging due to their
shallow well depth, and the stray electric potentials which can develop when charges accumulate on
the trap surface. Although calling them stray potentials is most accurate as the field curvatures
have an impact on the ions as well as the fields, colloquially the term ‘stray fields’ is used, and we
measure them at the ion position in units of volts per meter. Stray field curvatures are not typically
measured. These stray electric fields can be compensated for, as discussed in Chapter 5, but in every
trap there is a limit to the amount of voltage that can be applied to any given electrode, and thus
a limit to the size of stray field that can be compensated. Uncompensated stray fields push ions
out of the rf null, causing excess micromotion which both impairs laser cooling efficiency, and, for
multi-ion crystals, can parametrically heat ions out of the trap [97]. Surface traps also experience

anomalous heating which can excite ions out of their wells if sufficient laser cooling is not applied.
104
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In the apparatus used in this thesis the standard issues of charging and heating are exacerbated by
the ion’s proximity to the surface as well as the short-wavelength lasers needed to cool and detect
Mg+, Compensation for these stray fields can be challenging is because the segmented control
electrodes used for transport and stray field compensation are relatively large and distant compared
to the ion-surface distance—more distant electrodes mean more voltage is needed to compensate a
given field at the ion position.

Stray electric potentials are a consistent issue in surface electrode traps with small ion-to-
surface distances due to the shallower trap depths and surfaces in closer proximity compared to blade-
and rod-style 3D traps which typically have larger dimensions. It is commonly believed that these
stray electric potentials are created by contamination or stray charges accumulating on the surface
of the trap electrodes or in the gaps between them, though the exact mechanisms are not known
and could be different for different trap materials and designs. Nominally each electrode is held at a
static voltage by an external voltage source, but deviations from the expected trap potentials can be
observed by noting the differences between simulated and observed ion positions and motional mode
frequencies and are commonly attributed to ‘patch potentials’ on the trap surface. Most systematic
studies of charging in surface traps have focused on laser-induced charging [121, 206-208], although
in the trap used in this work that does not seem to be the primary mechanism.

This chapter has a slightly different structure than the others because systematic studies
of loading and charging were never one of the primary scientific goals for this apparatus. The
investigation and characterization of the stray fields in this trap and their effects were only undertaken
when they were actively obstructing other scientific objectives. Because of this, this chapter is
presented in roughly chronological order. We start with an overview of our trap’s unique features
and landmarks, then discuss calcium-only operation, for which stray fields were less problematic
(though not absent). The reintroduction of magnesium into the system caused a variety of problems,
the effects and characterization of which form the bulk of this chapter. Finally, we discuss some
strategies for mitigating these stray electric potentials and their effects. It is likely that many of

these effects are specific to our trap and ion species, but we hope that what we describe will motivate
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further studies of non-laser based sources of charging in surface traps.

7.1 Trap geometry

The trap used in this experiment is a relatively small linear surface electrode trap. The
central trapping zone is shown in Fig. 7.1. It was fabricated in-house at NIST by Daniel Slichter by
electroplating an 8 pm thick layer of gold onto a 560 pm thick sapphire substrate. There are 18
control electrodes arranged in two rows on either side of the trap axis, although the trap axis is not
centered between the rows by design.! Each control electrode is 50 pm wide and the gaps between
all electrodes are 5 pm. The axial rf and microwave electrodes have widths of 34.2, 14.6, or 16.8
pm, as shown in Fig. 7.1.

Though the full width of the trapping zone along the trap axis is 495 pm, in order to create a
simple well we need six electrodes: a high-low-high potential configuration on each side of the trap
axis. Thus the farthest out we can trap corresponds to the center of the second electrode from the
edge on both sides, and our most distant trapping zones are separated by only 330 pum. In order to
keep track of ion, beam, and stray field positions we artificially divide this usable trapping distance
into 121 indices, each index being separated by 2.75 ym. Index 0 is the far left side of the trap,
index 60 is the center, and index 120 is the far right side. We use a right-handed coordinate system

with the positive = axis pointing along the trap axis towards higher indices, as shown in Fig. 7.1.

7.2 Historical loading and charging in this trap

This trap has an ion-to-surface distance of 30 yum and historically used magnesium, which
requires photoionization light at 285 nm and cooling and resonant and light at 280 nm, as described in
Chapter 5. We observe substantial charging of the trap surface that causes both static and dynamic

stray electric fields, primarily associated with loading. The source of these stray potentials is not

LA perfectly symmetric trap geometry would reduce the size of the optimization problem when generating voltage
sets, and would make it simple to keep the ion position in the y-direction along the rf null, but we needed an
asymmetric configuration for a couple of reasons. The rf electrodes were made different widths to tilt the radial
modes off of perfect vertical and horizontal orientations, so the microwave gradients generated by the three microwave
electrodes have projection along both modes. The three microwave electrodes are needed to give sufficient degrees of
freedom to null the magnetic field while maximizing the magnetic field gradient needed to drive gates.
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Figure 7.1: Due to the small ion-to-surface distance and the three axial microwave electrodes, the
control electrodes are much farther from the ions than the ion-to-surface distance. This means that
larger voltages must be applied to compensate a given field at the ion position. (a) Layout of the
central trapping zone with dimensions labeled in pum. All gaps are 5 um. (b) View along the trap
axis. Electrode dimensions and the ion-to-surface distance are to scale but the ion itself is not.
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fully understood—proposed mechanisms include photoelectric charging of electrodes, contamination
of electrode surfaces with other substances, and charge accumulation on exposed dielectric surfaces in
the gaps between electrodes. The ion-to-surface distance in this trap is also among the lowest in any
published ion trap, meaning the ions are closer to these surface charges. Before the new mesh was
added in the rebuild (see Appendix A), which allows application of a uniform out-of-plane electric
field across the whole trap, it was possible to charge the trap so strongly from a few failed loads that
out-of-plane stray fields could no longer be compensated. Charging from loading magnesium creates
a stray potential well with an axial frequency of ~ 1.5 MHz with all control electrodes grounded.
The intentionally applied axial confinement typically used in this trap creates as well with 2.2-2.6
MHz axial frequency, meaning the stray potentials are on the same scale as the applied potentials.

A previous generation of this experiment, which also used magnesium ions in a surface trap
with an ion-to-surface distance of 30 pm designed for microwave and radiofrequency magnetic field
gradient interactions, performed a careful characterization of the stray potentials observed in that
trap, which is similar to the one used in this experiment but had only a single well [209], and found
that they caused variations in the axial trap frequency on the order of hundreds of kHz. They also
observed that the bulk of the charging occurred during the ion loading process.

The successor to that trap, the one used in this apparatus, was thus intended to have a loading
zone on one end and an experiment zone in the center, to allow experiments to be conducted away
from the stray charges induced in the loading zone. However, attempts to transport ions to the center
zone for experiments were abandoned in late 2017. Transport required compensating the stray fields
along the entire transport path, which was much more time-consuming than compensating the stray
fields in just the loading zone. Additionally, even with this tedious compensation along the entire
path, the transport eventually stopped working completely for reasons that are not understood. At
the time it was believed to be due to a loss of Doppler cooling power from degradation in the fiber
that delivered the light to trap (common in the homemade fibers we use for UV light [210]), but
replacing that fiber did not restore the ability to transport ions [163]. The experimental results

presented in [163] and [139] were all obtained using ions trapped in the load zone on the edge of
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the trap. There are some disadvantages to this, namely edge effects on the microwave electrodes

causing less uniform fields than in the center, but they were outweighed by the convenience of not

calibrating transport operations.

Figure 7.2: The 30 meV equipotential surface for the ‘bathtub’ well designed for loading in our
trap. This creates a trapping volume that is both very large and very deep (for our trap; 3D traps
and even other surfaces traps have both larger and deeper wells), allowing us to directly load two
calcium ions into the same well. However, even with this optimized well we could not directly load

a mixed-species crystal.
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Another factor to consider when comparing to historical loading and charging is that we have
observed that stray charges dissipate more slowly at cryogenic temperatures, and with the new

cryostat (see Appendix B), we spend more time at lower temperatures than past generations of the

experiment, potentially exacerbating stray field accumulation.

7.3 Calcium-only operation

For a period of more than a year, while we were working on consistently loading and controlling
calcium at 212.8 G, we did not load magnesium. We observed much less stray charging during this
time, which we attributed to the less energetic wavelengths needed for calcium versus magnesium.

We did see slow drifts of our radial mode frequencies following loading, as shown in Fig. 7.3.
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Figure 7.3: Following a calcium load, we see slow drifts in the radial mode frequencies on the
timescale of an hour. The roughly equal drift in both radial modes and the timescale suggest the
relaxation of some charging from loading.
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7.3.1 Loading

As discussed in Chapter 2, ions with different charge-to-mass ratios require different parameters
for stable trapping. We also found that our ion species prefer quite different parameters from each
other for loading. Calcium loads most efficiently with larger mesh voltages (4-6 V, compared to 0 or
1 V for magnesium), as well as at a reduced axial scale (2.2 MHz axial frequency for loading versus
2.6 MHz normal operation). In physical terms, this creates a larger, shallower trapping volume along
the trap axis with a strong electric field ‘lid’ from the mesh (1000-1500 V/m) holding the ions down.
Once the ions are trapped, we increase the confinement so the ion is more tightly localized and
compensate our stray fields, using the procedures described in Chapter 5, which typically requires
reducing the mesh from the loading value. With magnesium we could directly load two ions into the
same well, with relaxed radial confinement being helpful but not necessary [163]. However, repeated
attempts to directly load two calcium ions into the same well were not successful until we started
using a relatively large and deep (30 meV) bathtub well over the whole central area of the trap (see
Fig. 7.2). Here, we note that ‘deep’ refers to the energy of particle that can be successfully trapped
and ‘large’ refers to the spatial extent of the well.

Because of these difficulties directly loading multiple ions into a single well, and the different
loading parameters for the different ion species, for mixed species loading we planned to load the
two species into separate wells and then combine them, a process we call shuttle loading. The
‘shuttling’ refers to the step of moving the first ion out of the loading zone so it will not be kicked
out by the second ion. Once we have loaded two ions into separate wells, we can combine them by
merging the wells. This can be done in a slow and controlled manner, as opposed to direct loading
which loads hot ions out of the thermal distribution produced by the ovens.

Shuttle loading requires single ion transport, which had not been done in this trap in six years,
as well as multi-well trapping and transport potentials, which had never been done in this trap.
It also requires merging the separate wells, which can be done asymmetrically (one ion remains

stationary while the other is moved towards it) or symmetrically (both ions are moved towards
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each other at equal rates), as shown in Fig. 7.7. This merge step is the most delicate part of the
operation, as will be described below. Development and testing of this protocol was performed

using calcium ions.

7.3.2 Transport

The first technique needed for shuttle loading was single ion transport, the history and basic
principles of which were introduced in Chapter 2. While our trap has the capability to transport
ions between zones due to its segmented electrodes, it had not been done since 2017. Laurent
Stephenson developed our new transport waveforms? and we demonstrated transport with a single
calcium ion in January 2023. This initial shuttling did not use any stray field compensation along
the transport path, but smoothly ramped the voltages between the compensated the wells at both

ends.

7.3.3 Shuttle loading

Our initial strategy for shuttle loading of two calcium ions was to load one ion in the center
of our trap, shuttle it to one end, add a second well in the center, then recombine the two wells
(the asymmetric merge pictured in Fig. 7.7). This required calibrating the axial stray field in the
merge zone, as it can have a strong effect on merging ions, as illustrated in Fig. 7.4 and Fig. 7.5.
After the initial calibration, we were able to reliably shuttle load pairs of calcium ions and did not
need to recalibrate stray fields unless there was a substantial external perturbation to the trap.
Our first shuttle load of two calcium ions occurred in February 2023, the week following our first
successful transport. Similar to our initial single-well transport, we were still only compensating
at the endpoints of the transport, on the basis that those were the only locations where the ions
spent any substantial time. In April 2023 we added a couple of intermediate compensation points

in hopes of making a smoother ramp and thus a more robust shuttle load. This calibration was

2And indeed all of the waveforms for the many different variations of transport and merging that will be described
in this chapter. Thank you Loz!
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not redone until mid-June, and that new calibration remained valid until we started trying to load
magnesium in earnest in August.
Figure 7.4: Even very small stray fields along the trap axis can affect splitting (and the time reversed

operation, merging). A difference of a few V/m can push both ions to one side or the other of the
split.
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7.4 Mixed-species operation

We resumed attempts to work with magnesium in August of 2023. We planned to use the
same transport and merging waveforms developed for calcium shuttle loading, which meant moving
our magnesium loading to the center of the trap. This was also appealing as we thought we could
calibrate the whole process using calcium ions, and then simply load a magnesium ion in place of

the second calcium to obtain a mixed-species ion crystal.

7.4.1 Effects of magnesium loading on transport

We soon found that loading magnesium into the center of our trap created substantial stray
axial confinement, on the order of 1.5 MHz axial frequency for a magnesium ion. The depth of the
stray potential well, plotted in Fig. 7.6, was such that we could no longer transport the ions out of
the center well at all. Transport out of the center is necessary for multi-ion loading as we needed

the first ion out of the way in order to load the second. One way of understanding how strong these
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Figure 7.5: We scan an additional x shim (‘splitting tilt’ added on top of the base stray field
compensation) while repeatedly splitting and merging a pair of calcium ions. Both plots show the
data from the same experiment, displayed in different ways. We set the detection beam in the left
well, then split and detect in the split configuration. The left plot shows the number of counts
detected in the left well, with the three distinct steps representing both ions on the left, one ion on
the left, and both ions on the right. This raw data are included to show how sharp the step is -
each point represents 200 splits and merges, so it is very deterministic based on the shim value. On
the right, we convert that raw data into whether or not the split was successful, i.e. one ion on each
side of the well. We see that there is a 20 V/m window for successful splitting.
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Figure 7.6: The stray potential in x as a result of loading magnesium in the center of the trap,
calculated by integrating the stray fields measured along the trap axis. The axial stray field proved
most problematic as it created a strong stray well that was initially impossible to transport ions out
of because it was stronger than the applied transport wells.
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stray fields in the axial direction can be is that, when uncompensated, we observed that they could
push ions up to 20 um away from the nominal well center.

In the previous generation of this experiment which used only magnesium, they performed a
careful measurement of the stray potential. Warring et al. [209] found that their trap simulations
were not accurate unless they added in a stray potential with electric field values and curvatures
reverse engineered from the mismatch between expected and measured ion motional mode frequencies
and rotation angles. Adding in these measurements allowed them to estimate motional frequencies
and mode angles to within 10%, though they still saw day-to-day stray field variations on the order
of a few tens of volts per meter. They proposed a few potential sources of this stray potential
including laser-induced charging and magnesium contamination of trap surfaces. This trap only had
a single well, so this characterization was only performed at one point. For successful transport
and merging in our trap, we have found that we need to calibrate our stray fields coarsely along
the entire transport path and finely within the merge zone (the region over the center electrode,
+27.5 pm from the center well). Here, coarse compensation means within a few hundred V/m,
and fine calibration means within ~ 50 — 100 V/m in the radial direction and ~ 20 — 40 V/m
along the trap axis. The axial direction is more sensitive for reasons that will be discussed in detail
below. The necessary calibration precision is difficult to quantify exactly because the symptom of
miscalibrations is ion loss during transport or merging, and reloading shifts the fields. Additionally,
the stray fields we observe are 3-5 times larger in magnitude than those observed in [209]. One
possible reason for this discrepancy is that the trap in [209] operated at room temperature, whereas
the current trap is used at ~10 K, slowing the dissipation of stray charges.

Eventually we were able to overcome the effects of these stray fields by installing amplifiers
in our dc voltage generation chain to double the voltage available on each electrode to +/-10 V,
allowing us to apply stronger shims. With transport capabilities restored, we hoped to be able to

load and merge a mixed-species ion crystal.
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Figure 7.7: We have tried merging our wells at several different locations along the trap axis. The
two most successful strategies were the asymmetric merge at the trap center, pictured on the left,
which worked very well for calcium-only operation. However, once magnesium had been reintroduced
we found that the symmetric merge strategy was more successful as it provides the most independent
control of both ions and the symmetry constraints can help reduce the size of the optimization
performed when developing new wells. We also attempted asymmetric merges at 55 pm out from
the center (one electrode over) and 110 um out (two electrodes over) with much less success.
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7.4.2 Effects of magnesium loading on merging

While doubling our voltages allowed us to compensate for the stray potential sufficiently to
transport the ion out of it, merging two wells (and the mirror operation, splitting) is extremely
sensitive to stray fields. In order to merge two wells into each other, the axial confinement necessarily
needs to be relaxed, and any stray axial field can be thought of as a ‘tilt’ in the quadratic well.
This tilt can cause both ions to slosh into one side or the other during a splitting operation, or
to ‘roll down’ the potential with enough energy to knock the other ion out during a merge. The
mixed-species surface trap in the group at ETH Zurich reported that stray fields as small as 5
V/m could ruin their splitting operation [35]. We experimentally determined that there is a range
of roughly 20 V/m where we can successfully split two calcium ions, as seen in Fig. 7.5, with
mixed-species crystals likely being even more sensitive due to the differential effects of stay fields on
the different ion species.?

We hoped that the stray potential well from loading magnesium in the center would reach
a steady state, but the high sensitivity of the merge and the volatility of the stray fields from
magnesium loading proved to be incompatible. In November, we decided to move the magnesium
loading zone out to the farthest possible edge of the trap. Due to the small trap size, however, this
was only 165 um from the trap center. This did cause a substantial shift in our stray fields, as can
be seen in Fig. 7.8 and Fig. 7.9. The effect of magnesium loading creating a large stray potential
well was consistent: the stray well observed here was strong enough to impede transport, and to
trap in with all control electrodes grounded. Surface charging can be dissipated by warming the
trap up, as evidenced by the orange trace from February 2024, taken after we had performed a light
on-table bake (3.5 hours at 375 K) and before any magnesium load attempts. However, after a few
days of loading both ion species the stray potentials returned to approximately the same levels as
before. As can also be seen in Fig. 7.8, there remains a smaller potential well in the center. It is not

clear if this effect is from calcium loading at that position or if it is residual from having loaded

3This work was done later, using the symmetric merge strategy and not the asymmetric merge in use at this time,
but I believe the result stands.
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magnesium in the center. Even with magnesium at the far edge of the trapping region, the effects
of a single magnesium load on the axial compensation needed to split are measurable.

We tried performing our merge operation one electrode right of the center (55 p right of
center), chosen to try and use the stray potential landscape to help rather than hinder the merge.
At the time this decision was made, this position was a small peak in the axial potential landscape,
which we hoped would work similarly to the narrow ‘splitting’ electrode some traps use to push
ions apart as they split and slow them as they merged. However, the stray potential landscape in
this trap turned out to be too volatile to rely on as a portion of the merge strategy. Eventually we
decided to move the merge operation to the center of the trap, where we have the most control, and
make it symmetric, as shown in Fig. 7.7. We also hoped that the extra symmetry available might
help make waveform optimization easier.

We initially had some success with this strategy, but like all of our merge strategies it was only
intermittent. Sometimes a careful calibration of the full trap would stay good for days, allowing many
successful mixed species merges with no tedious recalibration required. Other times a calibration
would work one time and then not again. We have been unable to correlate the charge landscapes
which allow mixed-species merges with any particular variable. The ion losses nearly always occur
over the center electrode. We believe that once the ions are both on top of the same electrode, we
lose too much of the control necessary to compensate the stray fields at both ion positions if they
are not relatively smooth. Even though the ions are separated by just 55 um at this point, we
have measured spatial variation in shim fields across that distance in the hundreds of V/m. Radial
stray fields also have different effects on ions of different masses, meaning mixed-species merges
are even more sensitive than the single-species merges. We worry that the uncompensated excess
micromotion creates heating during transport that causes the ions to leave the trap. We hope that
the calcium beam renovations currently underway, which will allow for more cooling power, will be

enough to allow merging even with some uncompensated stray fields.
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Figure 7.8: The stray potential along the trap axis (x axis) as a result of loading magnesium on
the left side of the trap, generated by integrating over the stray fields measured along the trap
axis, recorded over a period of months. Pink stars mark the charge landscapes where we could
successfully merge a mixed-species crystal. The raw shim field values in both x and z are shown in
Fig. 7.9.
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Figure 7.9: The stray fields along = and z as a result of loading magnesium on the left side of
the trap. Stray fields along y are typically an order of magnitude smaller and thus not regularly
measured. The general shape of the fields is fairly consistent but the overall size is quite large. The
orange line (February) was taken right after a light on-table bake of the system performed in an
attempt to reduce background gas pressure. This notably relaxed the stray potentials but they
quickly returned to their previous levels after we resumed loading of both species. The dotted lines
are from after we switched to velocity-selective magnesium loading. Velocity-selective magnesium
loading reduced the magnitude of the stray potentials in the magnesium loading zone, but did
not affect the stray potentials outside the magnesium loading zone. This is consistent with the
hypothesis that the magnesium oven alone creates the axial stray fields that we observed affecting
the calcium-calcium splitting operations in Fig. 7.10.
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7.4.2.1 Quantifying the effects of magnesium loading on splitting and merging

To assess the effects of magnesium loading on the split/merge operation in the center of the
well, we loaded a pair of calcium ions and performed several thousand split-merges while scanning
the axial shim. During a period when we had performed no magnesium loads in the past week, we
were able to split and merge at the same voltages thousands of times, with the successful split shim
range being constant the whole time. Two minutes of magnesium loading was enough to disrupt
this.

Figure 7.10 shows the effects of various operations on the edges of the ‘plateau of successful
splitting’ between two calcium ions. At the beginning of the day, a pair of calcium ions was trapped
in the center of the trap, and an experiment as is shown in Fig. 7.5 was performed to ensure that
the splitting and merging was behaving and to measure the edges of the splitting shim plateau.
This experiment has a fairly high probability of ion loss between submission of the experiment and
execution of the first split-merge, which is why there are so many calcium load attempts interspersed
throughout. We believe this to be due to the lack of idle cooling during the experiment’s long
compile time, something which is intrinsic to Artiq use, because there were no ion losses experienced
during the actual split-merge experiments.

We had planned to systematically test the effect of magnesium loads on the calcium-calcium
splitting in order to get an idea of the size of the effect and characterize the relaxation time we
had anecdotally observed. However, there were several unexpected observations made during these
measurements. It had been noted previously that magnesium load attempts tended to pull the edge
of the splitting plateau towards lower axial shim fields. We expected that when the splitting plateau
went towards higher axial shim fields, it was due to relaxation of those stray fields, but during these
measurements we noticed that it seemed to be directly correlated to calcium loading. Of the first
three calcium loads, the first two took nearly one minute to load an ion after the oven had warmed
up, whereas the third one loaded in about 10 seconds. The first two loads had much more of an

effect than the third one, possibly because there was time for many more untrapped ions to be
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Figure 7.10: Measuring the effects of magnesium loading at the far left edge of the trap (three
electrodes over) on calcium-calcium splitting in the center of the trap (165 pum away). Each point on
the x axis here corresponds to a scan as shown in Fig. 7.5 where the edges of the plateau have been
extracted and plotted, demonstrating the extreme variability in the plateau of successful splitting.
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created. Another piece of evidence in favor of the calcium loading causing charging effects is the
incident where some technical difficulties required five attempts to reload a pair of calcium ions,
leading to a dramatic shift in the splitting plateau towards higher axial shim fields.

The second unexpected effect was that of the magnesium oven alone. We wanted to test
each part of the magnesium load separately (oven, photoionization, and cooling light) and measure
relaxation times of the resulting stray fields. We chose to do the oven alone first, as we expected to
see no effect and thus to not have to wait for it to relax. We were shocked to see that running the
magnesium oven with no photoionization light created a substantial shift in the splitting plateau—an
operation that was being performed 165 pm away. Repeating this experiment replicated the result.
Testing just the photoionization light (with the oven off) backed up this finding: the stray fields
that were affecting the merge zone so drastically were not a result of light-induced charging, but
something to do with the oven. It could be that the oven was hot enough to be producing ions, or
electrons, or other charged particles. This effect was very surprising and demands further study.
Interestingly, the calcium oven does not seem to create the same effect.

We do not have such rigorous quantification of the effects of magnesium loading in the actual
load zone on the edge of teh trap, but we have observed changes in the z shim field of up to 500 V/m

in a single day when beginning to load magnesium again after a period of calcium-only operation.

7.4.3 Merge-free loading attempts

Due to the difficulties described above, we have tried many different loading strategies that
did not involve transport and merging of different ion species. Perhaps the most obvious of these is
directly loading both species into the same well. We have tried this across multiple decades of rf
attenuation as well as different axial confinements with no success. We have tried designing deeper
small wells, and also directly loading into our large bathtub well. We have tried ‘party loading’*
where we run both ovens and photoionization beams at the same time. The result of all of these has

been to alternately load one ion species and then the other, with each new ion kicking the previous

4Name credit to Justin Niedermeyer.
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Figure 7.11: We began trying to load mixed-species crystals in earnest in October 2023 (month 0 on
this plot). Our first successful loads were in November but difficulties persisted and we rarely had
more than a few days per month when we could successfully merge mixed-species crystals. The high
number of successful loads in April comes from the week after we started doing velocity-selective
magnesium loading.

14
12

10

successful mixed-species merges
[og)

[\

, Hl=B —
0 1 2 3 4 5

month of attempts



126

one out. We have also tried bringing mixed species crystals within the boundaries of the bathtub

well in separate wells, then ramping into the bathtub well. This was also unsuccessful.

7.5 Strategies for managing and mitigating stray fields

We have come up with a variety of strategies to try to both manage and mitigate the stray
fields in our trap. We will list a few that we have tried, and then a few more drastic measures that

have not yet been attempted as of this writing.

Figure 7.12: Initially both species were loaded in a Doppler-free configuration, where the neutral
flux and photoionization beams were nominally perpendicular (neglecting imperfect collimation
of the atomic beam), as shown on the left. The ovens are mounted next to each other, so the
neutral flux direction of both species is the same. We switched in April 2024 to a velocity-selective
configuration, where the neutral magnesium atons would now experience a Doppler shift that we
could take advantage of to avoid ionizing the hotter parts of the thermal distribution. This was
done by moving our magnesium photoionization beam so it entered the trap through a different
viewport.
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7.5.1 Velocity-selective loading of magnesium

One hypothesis for the source of our charging from loading is that the stray charges are the
result of untrapped ions embedding onto the trap surface. If this is the case, then increasing our
ratio of ions trapped to ions created should help reduce our charging per load. In order to test this

hypothesis, we moved our magnesium photoionization beam from its Doppler-free configuration.



127

This was done by relocating the beam to enter along with the resonant 280 nm light, creating a
22.5° angle between the oven flux and the photoionization light, as shown in Fig. 7.12.

Because the light was previously resonant with the Doppler-free neutral flux, i.e. the atoms
with approximately zero speed along the beam direction (neglecting imperfections in neutral beam
collimation), the resonance is now shifted to be centered around the slowest neutral atoms. At our
normal loading photoionization power of ~ 300 W of 285 nm light (roughly 100*Ig47 for that
transition) we should have roughly 800 MHz of power broadening on top of the 79 MHz natural
linewidth of that transition [186], with the possibility of increasing that power broadening by turning
the photoionization light up.® We estimate based on these parameters that this Doppler-selective
loading most strongly ionizes those neutral atoms traveling at or below about 125 m/s.°

The effect of this change can be seen in the dotted lines in Fig. 7.8. This reduced the stray
axial fields near the magnesium load zone by roughly 60%, despite not changing any other loading
parameters. This seems to support the hypothesis that a considerable fraction of our charging in
the load zone is not laser-induced but from untrapped charges embedding in the trap surface.”

Following this change, we experienced a brief period where we successfully loaded and merged
over a dozen mixed species crystals. However, after roughly a week and a half, the merging stopped
working. A weekend warmup to room temperature did not relax our fields as much as we had hoped
and allowed one final successful merge but even later attempts that same day were unsuccessful,
and there have been no successful merges since then. We suspect that we reach a point where the
radial stray field differences across the width of the electrode becomes too large for us to successfully
compensate. These fields can be relaxed by warming up to room temperature for a few days,

but they quickly return once we resume ion loading. They can be stabilized by avoiding loading

5 Although we do think we have SOME amount of charging from the photoionization light, so probably diminishing
returns here.

5This is ignoring the transverse Doppler shift which in the beryllium photoionization studies performed in
Appendix E was found to be on the order of a GHz, but still a good approximation to first order.

"It must be noted that we would only expect these changes to affect the charging in the loading zone, as that is
where the photoionization lasers create charging, either via laser-induced charging on the electrodes or untrapped
charged particles from photoionization. We would not expect velocity-selective loading to affect the charging far
outside the load zone which we observed from the magnesium oven, which is consistent with our measurements that
this charging occurs regardless of whether the photoionization lasers are on.
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Figure 7.13: The thermal velocity distributions produced by the ovens for both species, with energies
corresponding to three well depths that are typical for our trap. For both species, even our deepest
well leaves the majority of ions produced untrappable. Another factor to consider is that empirically,
surface traps can only trap ions with energy on the order of a tenth of the actual well depth [93].
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magnesium but that makes mixed species operation difficult.

7.5.2 Radical stray field mitigation strategies

A few more radical strategies for managing the stray charge have been suggested. Keeping the
ion loading on a regular duty cycle (e.g. one load per hour per species) has helped to keep the fields
stable.® Another proposed strategy has been to try to saturate the charging on the trap surface. In
theory, there is a limit to the amount of stray charge that can be accumulated on the surface. By
rastering the magnesium photoionization light across the trap surface, perhaps while also running
the oven, we could attempt to saturate the charging on the trap surface. A large concern with
this strategy is that we would still have the rapid drifting of the stray fields, just at a much larger

magnitude. There is also a small risk of depleting the magnesium oven unnecessarily.

7.6 Summary of stray field effects

The primary takeaway from this chapter is that when stray fields are of the same order of
magnitude as applied fields, they must be taken into account for trap simulations to be useful.
The stray fields in this trap are likely caused by a combination of factors, and exacerbated by the
cryogenic operation and low ion-to-surface distance required by our science objectives. The low
ion-to-surface distance places lasers (and untrapped ions) closer to the trap surface where they
can impinge and cause problems, and also keeps trapped ions closer to these stray surface charges.
Cryogenic operation slows dissipation of stray charges. We witness stray potential wells created
where we load magnesium, which can be reduced using velocity-selective photoionization, but the
magnesium oven alone also seems to create charging across a large portion of the trap, which is
unaffected by this technique. While we hope to eventually stop using the 280 nm lasers required for
cooling of magnesium ions, the photoionization light will still be required, as will the magnesium

oven which seems to cause stray fields in ways that are not well understood.

8 Although stability in a regime where we cannot merge is of debatable use.



Laser-free quantum logic

The development of quantum logic spectroscopy, where a secondary species can be used to
prepare and read out a species that lacks a suitable transition for direct fluorescence readout via their
shared motion [38, 84], enabled trapped ion clocks to rank among the best in the world [39]. However,
the technique has proven useful far beyond the initial intended scope, as it has been invaluable
to expanding quantum control techniques to more exotic particles such as molecules [40, 41] and
highly charged ions [42]. Quantum logic readout has also enabled the highest detection fidelities ever
recorded [85]. Quantum logic readout can ideally be a quantum nondemolition measurement, where
the information being measured is not destroyed by the act of measurement (beyond projection),
enabling arbitrarily high detection fidelities because the measurement can be repeated until a desired
confidence level is reached [84, 85]. However, when implemented with Raman beams or on optical
qubits, photon scattering or decay of metastable qubit states during this process is still a source
of error. Performing quantum logic readout with laser-free sidebands is free of these restrictions
and could achieve even higher detection fidelities in fewer rounds thanks to the absence of photon
scattering and decay errors which can cause leakage out of the qubit manifold.

Traditional laser-based quantum logic techniques were covered in Chapter 4, so each quantum
130
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logic section will contain just a brief review of the laser-based scheme to facilitate comparison to
the laser-free scheme as implemented on our specific ion species. In general the techniques are
very similar, just exchanging laser-based sidebands for laser-free, though there are a few technical
details to be considered. We will discuss the potential advantages of such schemes, then conclude by
presenting experimental demonstration of several preliminary steps towards laser-free quantum logic.
This technique is essential to the goal of the all-electronic qubit, as it enables state preparation and

detection with no lasers required for the qubit species.

8.1 Projective state preparation

In laser-based quantum logic, the equivalent of optical pumping is performed using alternating
carrier and sideband pulses with specific polarization (combined with cooling on the helper species)
to ensure population moves irreversibly in one direction along the manifold. In magnesium, we can
move population around within the hyperfine manifold using microwaves, progressively sweeping
population out of each state and being sure none is left behind.

We begin by assuming that the population in the data ion is spread among all the states in
the ground-state hyperfine manifold, and we want to sweep it all into |3, 3), the bright state. In
order to move population from |2,2) to |3, 3), first the shared motion is cooled to the ground state
and the helper ion is prepared in its electronic ground state. Next, a red sideband is driven on the
|2,2) <> |3, 3) transition of the data ion. This will take population in |2,2) |n = 0) to |3,3) |[n = 1)
state, but leave population in |3, 3) |n = 0) undisturbed. Cooling on the helper ion will then collapse
the populations into the ground state of |3,3). We can proceed backwards through the manifold,
moving each state into |2,2) one by one using the Zeeman microwaves (and a carrier pulse between
13,2) to |2,2) for population in the F=3 half of the manifold), then clear the population into
13,3) |[n = 0) using these steps. The reason we need to be so careful about clearing out one state at
a time is that the Zeeman microwaves that move population from the left to the right will also move
population right to left if the higher states are not emptied, causing imperfect state preparation.

One potential imperfection is that the red sideband which takes |2,2) [n = 0) to [3,3) |n = 1)



132

Figure 8.1: Schematic comparing the laser-based projective state preparation of 2" Al* from [38] to
our proposed laser-free procedure for 2?Mg*. While the exact steps shown here are species-specific,
the general principles are widely applicable to different ion species. In both figures, grey and red
arrows denote the carrier and red sidebands (laser-based on the left, microwave/rf on the right),
while the dotted lines represent ground-state cooling on the helper ion. The pink arrows in the
right-hand diagram are the Zeeman microwaves (see Chapter 5) which are used sequentially to move
population to the right. For details of the exact energy level splittings of magnesium, see Chapter 5.
The Zeeman ‘microwaves’ have frequencies of 75-135 MHz, while the carrier and sideband transitions
between |2,2) and |3,2) or |3,3) are ~ 1.4 GHz.
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will also take any leakage population in [3,3) |[n = 1) (for example, from imperfect ground state
cooling or heating during the procedure) up to |2,2) [n = 0). To mitigate this, we can perform an
additional carrier 7 pulse between |3,3) < |2,2) before the red sideband so that the larger of the
two populations will be in |2,2) to start. This is how we end up at the final process illustrated in
Fig. 8.1. The numbered pulses in the figure show the process of getting population from |2, 2) to
|3, 3), which is repeated every time, and the un-numbered pulses are run in sequence to successively
put each state’s population into |2,2) where it can be combined in the population in the |3, 3) target

state.

8.2 Projective state readout

Readout of the data ion via the helper ion is similar to the projective state preparation,
although there are a few key differences. Quantum logic readout can be done in a way that is
‘quantum nondemolition’ (QND), where after the initial projection of the data ion into one of its
qubit states, it is in an eigenstate of the measurement operator and therefore not disturbed by
repeated rounds of measurement. This is important because it means that the overall measurement
fidelity can be arbitrarily high even if the fidelity of a single measurement is not.

The first step of this protocol, just as for state preparation, is to cool the shared motion of
both ions to its ground state. In the example of 27Al", the upper qubit level is not involved in
the sideband transitions that are used to transfer information into the motional state, but for our
magnesium case that is not true, so we first want to use our carrier microwave pulses to shelve
the population in the dark state to |2, —1).! A carrier 7 pulse then swaps population from |3, 3)
into |2,2), and a red sideband drives population in |2,2) |n = 0) to |3,3)|n = 1), mapping the
bright state population into the motional state of the ions. Next a red sideband on the calcium
will take population in |—1/2) |n = 1) to |[+1/2) [n = 0) while leaving population in |—1/2) |n = 0)
undisturbed. The population in the bright state of magnesium has thus been mapped onto the

state of the calcium ion. The population that started in the |3,3) |n = 0) state of magnesium was

!This is also the first step of fluorescence-based magnesium detection, but for different reasons.
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returned there and so the measurement process can be repeated until the desired detection fidelity

is reached.

8.2.1 Zeeman microwaves

In Chapter 5 we introduced the Zeeman microwaves,” which range in frequency from 75 MHz
to 135 MHz and are used to move population around within either the F=2 or F=3 manifold for
magnesium.

We had hoped to be able to clear out the F=3 and F=2 manifolds simultaneously using
ROTTEN composite pulses [211] but we found that 7 pulse times for the near-degenerate transitions
were not close enough, so we have to do them sequentially. Still, the 7 times for these transitions are
on the order of a few microseconds, so the procedure can be performed fairly quickly. Spectroscopy
of the in-manifold transitions demonstrating our ability to prepare and drive population anywhere

within the ground-state hyperfine manifold of magnesium is shown in Fig. 8.2 and Fig. 8.3.

8.3 Advantages of laser-free quantum logic

The highest detection fidelities yet measured in trapped ions were achieved using quantum
logic-based projective readout [85]. A dominant error in trapped ion quantum logic readout (and
in laser-based trapped ion computation in general) is photon scattering: stray resonant photons
emitted by an ion involved in an operation can be absorbed by spectator ions, destroying their
quantum information. Scattering events can also cause leakage out of the qubit manifold in hyperfine
qubits. This leakage error can be mitigated by dividing the hyperfine manifold into orthogonal
subspaces and fixing laser parameters to predominantly limit scattering of each state within its given
manifold. This technique enabled Erickson et al. to reach the record detection fidelities reported in
[85]. However, the main sources of imperfection can be avoided if operations on the data ion do not

scatter photons, as is true for quantum logic readout based on microwave and rf sidebands.

2More accurately called the Zeeman rf, as the traditionally accepted lower cutoff for microwaves is 300 MHz. Please
forgive this lapse in nomenclature.
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Figure 8.2: Spectroscopy of the six Zeeman transitions in the F' = 3 half of the ground-state
hyperfine manifold of 2?Mg*. Each transition is driven with a 10 us pulse, with the amplitude of
the drive adjusted to perform a 7 pulse on resonance.
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Figure 8.3: Spectroscopy of the four Zeeman transitions in the F' = 2 half of ground-state hyperfine
manifold of 2?Mg*. Each transition is driven with a 10 microsecond pulse, with the amplitude of
the drive adjusted to perform a 7 pulse on resonance.

0.8

population
¢
>

I
=

0.2

0.0

0.8

population
o
>

I
=~

0.2

0.0

~100

data
fit

=75

-50

21> & 22>

25 0 25
additional detuning (kHz)

21> & [2,0>

50

75

100

—100

=75

=50

-25 0 25
additional detuning (kHz)

50

75

100

0.8

population
¢
ES

I
~

0.2

0.0

0.8

population
o
>

I
=

0.2

0.0

[2,0> & |2,-1>

@ data
— fit

100 75 50 25 0 25 50 75 100
additional detuning (kHz)

22> e 21>

@ data
— fit

—100 =75 =50 -25 0 25 50 75 100
additional detuning (kHz)



137

This lack of decay and thus scattering offers another advantage as well. We stated earlier
that the detection efficiency can be improved to the desired threshold by increasing the number of
rounds of detection performed. The number of rounds that can be repeated, and thus the detection
fidelity, can be limited by the lifetime of the upper state (for example in 27 Al*, the decay of the 3P
state) [84]. Hyperfine qubits have the advantage that the shelf effectively does not decay back into

the bright state and thus the dark state lifetime will not be the limit for the detection fidelity.

8.4 Mixed-species laser-free entanglement for quantum logic readout

As promising as this scheme for laser-free quantum logic might seem, there are still important
limitations to be faced. The readout scheme as described above relies on perfect ground state cooling
of the bus mode, with errors in the ground state cooling translating into population errors. Just
as the MS gate is more robust to warmer ions because it does not rely on perfect single sideband
pulses like the CZ gate, quantum logic readout can be performed using a mixed-species entangling
gate and thus gain insensitivity to errors in ground-state cooling [181]. Laser-free mixed-species
entangling gates could enable high-fidelity readout that is robust to ion temperature and photon
scattering errors. This could become an important strategy to increase the robustness of quantum
logic to experimental imperfections.

The remainder of this chapter is dedicated to the preliminary steps we have demonstrated
towards this goal, and the next (and penultimate) chapter of this thesis presents the theoretical
proposal for such a mixed-species laser-free entangling gate using a mixed-sepcies extension of
the near-motional frequency oscillating magnetic field gradient gate from [8, 149], together with
parametric mode-mode coupling to help overcome the large differences in radial mode participation

in mixed-species crystals.

8.5 Preliminary steps

In order to eventually perform mixed-species quantum logic (without an entangling gate) we

need to demonstrate: ground-state cooling of a mixed-species crystal, laser-free sideband pulses on
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both ion species, and potentially mode-mode coupling (which could be used to speed up mixed-
species operations which are hampered by unbalanced mode participations). For the mixed-species
entangling gate, we need to demonstrate single-species entangling gates in addition to parametric

mode-mode coupling. Explanation of these preliminary steps and demonstrations follow.

8.5.1 Sympathetic cooling

An important first step towards mixed-species quantum logic is the ability to ground-state
cool the modes of interest. Ultimately we wish to stop using our magnesium Doppler cooling lasers
and rely solely on sympathetic ground-state cooling using the calcium lasers. Performing broadband
cooling with EIT first could help reduce the total cooling duration as well. At the time of writing,
we have successfully demonstrated ground-state cooling of a calcium-dominant radial mode in a
mixed-species crystal using first Doppler cooling and then resolved sideband cooling with the 729
nm quadrupole laser.

Due to the imbalanced mode participations, only calcium-dominant modes can be efficiently
cooled with the calcium lasers, but there are ways to speed up cooling of magnesium-dominant

modes by transferring heat into calcium-dominant modes where it can be cooled away.

8.5.2 Parametric mode-mode coupling

One strategy for mitigating the uneven participation in mixed-species radial modes is para-
metric mode-mode coupling. Though the technique of parametrically exciting specific motional
modes in large clouds of ions is not new [212], the application of this technique to systems of just
a few ions in surface electrode traps is not yet widespread [28, 30, 213, 214]. Both Gorman et al.
and Hou et al. use this technique for cooling: by parametrically coupling two modes, heat can be
transferred out of one that may be difficult to cool due to poor participation by the coolant ion into
a well-cooled mode, cooling both modes efficiently [28, 30]. It has also been used to demonstrate
coherent mode-mode coupling [213, 214], but has not yet been used in the context of a two-qubit

gate. This technique can be used to compensate in any arena where uneven mode participation
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Figure 8.4: Sideband ratios measured with the 729 nm quadrupole laser on the calcium ion of a
calcium-magnesium crystal, demonstrating near-ground state cooling of a calcium-dominant radial
mode. The upper plot is from the first time we achieved this, in December 2023, with an estimated
n ~ 0.45 and the lower plot is from the second time, in April 2024, with an estimated 7 ~ 0.6.
These likely overestimate the final temperature due to the technical background from thermal effects
in the AOMs use to control the 729 nm cooling and shelving pulses.
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is an issue; we will focus on laser-free quantum logic readout and laser-free entangling gates with
mixed-species crystals. That first application will be addressed in this chapter, and the second is
the focus of the next chapter. First, we will examine the general theory, then we will look at the

experimental implementation and preliminary results on calcium ion crystals.

8.5.2.1 Theory

In order to couple two motional modes, we need an electric potential with curvature along
both modes to be coupled at the position of the ion [28], i.e. a nonzero «;;, where
0?U

“|r=ro,n- (8.1)

Qijm =
9 0w,

Here, U is the potential, z; and x; are the unit vectors of modes ¢ and j, ¢ is the ion position, and
n is the ion index. This curvature then must be modulated at the difference frequency of the modes,
ie. we = |w; —wjl.

Following [28], this creates a coupling Hamiltonian for a parametric drive that is on resonance,
after making a rotating wave approximation that assumes the drive frequency is much less than the
mode frequencies we get

H, = hgy;(ab' + a'd) (8.2)

where the coupling constant g;; between modes ¢ and j, for n ions, from [30], is

Qnaijn
9ij = E —————C&injn- (8.3)
" 4My, | fwiw;

Here &; 5, is the normalized participation of ion n in mode 7, M,, and @,, are the charge and mass of
ion n, and w; is the motional mode frequency. Higher frequency modes will have slower coupling,

and small mode participations reduce the coupling rate.
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8.5.2.2 Experimental implementation

The choice of modes to be coupled determines the complexity of the experimental imple-
mentation. In a typical surface electrode trap with linear rf electrodes along the trap axis and
segmented dc electrodes, applying a potential modulation to the rf electrodes will create a curvature
modulation that can couple some of the radial modes to each other, whereas choosing an off-axis
dc electrode will create a curvature modulation that can couple an axial to a radial mode. These
are the two configurations used in [28] and this work, but of course more complicated curvatures
may be needed, especially for longer ion chains. In [30], a cubic axial curvature is used to couple
modes of a three-ion crystal with odd and even mirror symmetries. This is done by applying
a phase-synchronized oscillating voltage with pre-calculated amplitudes onto 12 dc electrodes to
generate a curvature that has suitable spatial dependence. To couple the radial modes of one or two
ions, as we demonstrate below, quadratic potentials are sufficient and straightforward to generate.

Figure 8.5: We can couple two motional modes by modulating a potential curvature with projection
on both modes at the difference frequency of the modes.

view along trap axis
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Another difficulty encountered when applying these modulation voltages is that ion traps are,
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in general, specifically designed to filter oscillating electrical signals (other than the trap rf) from
reaching the trap electrodes because such signals can drive motional heating. The supply lines for
dc electrodes typically have multiple stages of low-pass filters to reduce any electrical noise near the
motional frequencies from reaching the trap electrodes, and the trap rf passes through a resonator
that strongly attenuates frequencies that are not resonant. This filtering has limited the coupling
achievable in previous demonstrations to a few 10’s of kHz [28, 30].

Past work in this apparatus using parametric drives for squeezing [215-217] made use of a
resonator circuit to supply the parametric drive with enough power to reach the ions even through
the rf resonator. While this remains an option if we desire stronger coupling in the future, the
current coupling drive is applied directly onto the rf electrodes. We also have the option of applying
the parametric drive to one of the three dc electrodes which have an external ‘tickle’ connection
that bypasses one level of external filtering. This could be used if we wanted to couple an axial to a
radial mode, for instance.

In order to determine which electrodes to use to generate optimal coupling we turned to the
trap simulations used to calculate our shim voltages. These simulations take a 2D model of our
trap and calculate the potentials and curvatures at the trap center generated by a unit potential on
each electrode. The simulations tell us that the desired yz curvature needed to couple two radial
modes for an ion at the center of the trap can be created by any of the rf or dc electrodes. However,
there are some technical aspects that need to be considered: the applied voltage is going to be
oscillating in a frequency range close to our motional modes, and we want to make sure we are
not creating a strong oscillating electric field that could off-resonantly drive ion motion. Although
the dc electrodes could nominally generate a stronger curvature per unit potential, the filtering in
the frequency range we need to address is very strong. Gorman et al. applied voltage to opposing
electrodes to cancel out the electric field [28], but the rf electrodes have already been designed to
have an electric field null at the ion position.

The results of the trap simulations predict a yz curvature at the center of the trap of -0.159

V/m? per volt applied on the rf electrodes. While the exact coupling constant depends on the mode
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frequencies and participations, for typical values in our trap we can estimate a coupling rate of ~3
MHz/V for a calcium-calcium crystal and ~200 kHz/V for a calcium-magnesium crystal. The large
discrepancy is due to the small participations for mixed-species modes, and the precise values of the
curvature seen by each mode will depend on the mode rotation, but this provides a basis to work

from.

8.5.2.3 Results

We performed demonstrations of parametric mode-mode coupling between the two radial
modes of a single calcium ion and between the in-phase and out-of-phase radial modes of a calcium-
calcium crystal. We generate the parametric coupling drive using one channel of a PDQ, the same
type of fast DAC as is used to generate our 5 MHz gradient tones. The drive is connected to the
rf electrodes on the same port as our rf bias voltage. At full power, the drive is 2 V peak-to-peak
at the input to the trap. The data presented below was taken with amplitudes of 0.4 to 0.6 V
peak-to-peak because the coupling was too fast for our pulse shaping at full amplitude. We shape
the rising and falling edges of the coupling drive pulses to reduce off-resonant motional excitation,
and as we cannot create ramps shorter than 1 us, we reduce the drive strength such that the swap
period is at least ~ 2 us.

We measured the coupling rates between the two radial modes of a single calcium, and between
two radial modes of a calcium-calcium crystal using the same experimental protocol, shown in
Fig. 8.6. First, both modes are cooled near the ground state using EIT cooling. Next, we apply a
few blue sideband pulses on one mode to provide motion for the modes to exchange. The data for
a single ion are shown in Fig. 8.6 and for a two-ion crystal in Fig. 8.7. For the two-ion exchange
data, we pushed the coupling duration out past 3 ms in order to demonstrate that the interaction
remains coherent over ms, which will be necessary for coupling modes during a gate operation.

The peak-to-peak voltage numbers above are for the value applied to the input, but the actual
voltage seen by the ion is much lower due to attenuation by the rf resonator. We observed coupling

rates in a calcium-calcium crystal of 165 kHz with an applied voltage of 400 mV peak-to-peak.
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Figure 8.6: Top: pulse sequence for the parametric mode-mode coupling experiments described in
this section. Both modes are cooled near to the ground state with broadband EIT cooling, then a
variable number of blue sideband pulses (usually 1-3) is applied to one mode to provide motion for
the modes to exchange. The parametric coupling drive is then applied for a variable duration and
the thermal occupation of both modes is measured. Bottom: coherent exchange of motion between
the two radial modes of a single calcium ion. This experiment used a drive strength of 0.4 V,,, at
the input, and achieved a swap duration of ~ 3 us, or a coupling rate of 165 kHz.
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From this, we can estimate that the actual voltage reaching the trap is 55 mV, for an attenuation of
roughly 17 dB through the rf resonator. The expected maximum coupling rate for a calcium-calcium
crystal is thus ~800 kHz, and for a calcium-magnesium crystal we would expect a maximum coupling
rate of ~ 55 kHz. We can amplify the drive if we desire stronger coupling rates for mixed-species

gates.

8.5.3 Mode-mode coupling for quantum logic

At first the application of this mode-mode coupling technique for quantum logic operations
may not be obvious. We need to drive laser-free sidebands on the same mode of the shared motion
to effect these quantum logic operations, in spite of the uneven participations in the radial modes we
are constrained to use. Once we also consider the relative slowness of laser-free sidebands, driving
sidebands of a single motional mode on both ion species could be prohibitively slow, especially given
the limited coherence time of the field-sensitive qubits in calcium and magnesium. Our proposed
workaround is to use mode-mode coupling to swap the quantum of motional excitation from one
species’ dominant mode into the other species’ dominant mode between the sideband pulses on
those modes, as shown in Fig. 8.9. This way each sideband can be driven on a mode that the ion
participates strongly in. We believe that the quality and speed of our swap pulses will be sufficient

for this application.

8.5.4 Faster magnesium-magnesium near-motional frequency oscillating magnetic

field gradient gates

In spring 2020, after completing data taking for [8], we sought to speed up the magnesium-
magnesium gate. Because the strength of the gradient puts a speed limit on the strength of the
gate [166], this could not be achieved by turning up the microwave power: we needed to increase
the strength of the gradient. Given that the gate presented in [8, 163] used ~ 1.2 A of current in
each of the three gradient electrodes, we worried that the heat load on the trap could be significant.

However, after careful calibration and re-nulling of the magnetic field that accompanies the oscillating
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Figure 8.7: Coherent exchange of approximately a single quantum of motion between an in-phase
and out-of-phase mode of a calcium-calcium crystal is shown at three different times. If we want to
use the coupling drive during gate interactions, we want it to remain coherent for longer than the
length of a possible gate interaction, so this demonstration of coherent exchange out to 3 ms is an
important proof of principle. Some heating of both modes can be seen in the increasing amplitude
as the scan time increases, which is to be expected. These demonstrations used a coupling drive
strength of 0.6 V,, and produced a coupling rate of 270 kHz, or a swap duration just under 2 us.
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Figure 8.8: Plot of the red sidebands for mode 1 and mode 2 as the coupling frequency is scanned
over the mode difference frequency. As with all of these scans, we start by intentionally adding
motion mode 2 so that there is energy in the system to be exchanged. A Gaussian fit to the center
of both peaks returns a FWHM of roughly 80 kHz.
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Figure 8.9: Ilustration showing how the state of the data ion can be mapped onto the state of
the helper ion using mode-mode coupling between two separate motional modes. For laser-free
sidebands with uneven mode participation, this allows the operation to perform each sideband on
a mode where the ion strongly participates, speeding up the overall operation. The red arrows
represent the red sidebands, as in Fig. 4.2, and the black dotted line here represents the motional

swap pulse.
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gradient following the process described in [163], we were able to achieve gate durations of 350
us for an eight-loop gate, although fidelities were not quite as high as the slower gates. Our peak
bootstrapped, SPAM-corrected fidelity® for these fast gates was 99.7f8&i%.

These fast gates were performed the day before our lab was shut down for four months due to
the COVID-19 pandemic. Although at the time this was a speed record for high-fidelity laser-free
entangling gates, we never wrote up the result as we assumed that we would soon be able to perform
randomized benchmarking on the gate interaction using calcium for sympathetic cooling and report
the speed record in that manner along with a more rigorous measurement of the fidelity than we
were able to provide in [8]. However, we have not yet been able to achieve a three-ion crystal (two
magnesium ions to perform the gate and one calcium ion for sympathetic cooling) to perform this
work and so these fast gates were never published. Recent work has demonstrated high-fidelity

laser-free gates with gate durations of 310 us [45] and 120 ps [9].

8.5.5 Calcium-calcium near-motional frequency oscillating magnetic field gradient

gate

Because the Zeeman qubit in 4°Cat is sensitive to magnetic fields, we can perform the
near-motional frequency oscillating magnetic field gradient gate between two such qubits. We spent
less than one day on this gate before we needed to turn our attention to other matters and so there
is extensive optimization that could still be done. Fidelities were ~75% with a gate time of 800 us,
but this was with no Doppler cooling, away from the IDD point that provides insensitivity to qubit
frequency noise, on the center-of-mass mode which experiences higher heating rates than the rocking
mode, and used only two loops rather than the eight loops used in the high-fidelity demonstrations

from [8].

3Using the same analysis methods as [8].
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Figure 8.10: Parity flop of the state produced from our faster gates (350 us gate duration) using a

pair of magnesium ions.
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Figure 8.11: Parity flop of the state produced from the near-motional frequency oscillating magnetic
field gradient gate scheme on a pair of calcium ions, which had not been previously demonstrated.
Many calibrations were not ideal when this data was taken.
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Mixed-species laser-free entangling gates

While laser-based mixed-species entangling gates have been demonstrated between different
isotopes [182] and different ion species [183, 184], as of this writing no one has demonstrated a
mixed-species laser-free entangling gate. In order to understand the challenges involved, we need to
return to the details of the motional modes of mixed species ion crystals and also remember that the
microwave electrode geometry of this trap restricts the gates to radial modes. In this chapter we will
start with the basic near-motional frequency oscillating magnetic field gradient gate as described in
Chapter 3 and [8, 149, 163], operating on a single mode of a single-species two-ion crystal. From
there we will extend the gate to multiple species beginning with the most straightforward case and
gradually relaxing assumptions.

Due to the difficulties loading and keeping mixed-species ion crystals described in Chapter 7,
this chapter remains theoretical, but simulations are interspersed throughout. The parameter space
for these gates is very large, and these simulations are intended more as a proof of principle that
good entangling gate fidelities should be achievable with reasonable gate durations and realistic

experimental parameters for our system than a thorough investigation of optimal gate parameters.
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9.1 Single-species near-motional frequency oscillating magnetic field gradient

gate

We described the basic gate Hamiltonian and the interactions it can generate in Chapter 3.1,
where we used the notation from [149] and [8]. In this chapter, we will continue to use that notation
and expand upon it when necessary. For easy reference, we will reproduce here the ion frame
Hamiltonian

H(t) = 2hQ,, cos(5t)6, 4 2hQ, cos(wyt)o, [ae™ ™t 4 aletrt]. (9.1)

Recall that €, is the microwave Rabi rate, €}, is the gradient Rabi rate, ¢ is the sideband detuning,
wy is the gradient oscillation frequency, and w, is the motional mode frequency. To transform into

the bichromatic interaction picture, we take the operator (from [149] Eq. 10)

~ .2, sin 8t .
AL &

U(t)y=e""73 i (9.2)
and apply the operators U and Ut such that
H; ~U'HU. (9.3)

After making the approximations and selecting appropriate parameters as covered in Chap-

ter 3.1 and in more detail in [149], we get

A 40
Hy =~ thJQ(T“

)S.[ae’™ 4 ate™i8Y), (9.4)
where ¢ is the microwave sideband detuning from the qubit frequency, w, is the chosen motional
mode frequency, @ and a! are the annihilation and creation operators the for motional mode, S; is

the multi-ion spin operator S; = >, 04, and A is the gate detuning such that A = 2nd — (w, — wy).
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9.2 Extending the gate to multiple ion species

In theory, this gate should be straightforward to extend to multiple ion species. Because
the strong oscillating gradient provides the spin-motion coupling regardless of species, a second
species with a different qubit frequency only requires one additional pair of microwave sidebands.!
In contrast to a mixed-species laser-based gate where lasers of different wavelength need to be
phase-stabilized to each other, the technical generation of the control fields is much simpler. However,
there are a number of additional factors that complicate the actual gate interaction.

Adding the second pair of microwave sidebands detuned around the new species’ qubit

frequency gives the ion frame Hamiltonian

H(t) = 218, cos(8t),1 + 28, cos(6t)64a + 2h cos(wet) (161621 + Qya&adao)lae“rt + aler!]
(9.5)

where the microwave Rabi rates (€2,) may be different but could in principle be matched, the d’s
are the same because we have just one shared motional mode w,, and we are now being explicit
about which ion species the spin operators are acting on. The coefficients &; describe the normalized
mode participation of each ion in the shared motional mode. The gradient Rabi rates {1y, are not
necessarily the same; they depend on dwy/dB, which is close but not identical for our two species.
In the bichromatic interaction picture, it is easy to see that these mode participations modify

the effective gate speed

A0,
0

. 10,
Hp = n(Qg1J2(—)€1621 + Qgaa(

5 )$2622)[ae’ + ale ™). (9.6)

If we had access to a radial mode with roughly equal mode participation for both ion species,
& = &, then we could adjust the strength of the microwave sidebands on each ion species to

compensate for any slight imbalances in the mode participation or gradient Rabi rate, similar to

!These sidebands could also be in the rf frequency range, though I will use the term microwave in this chapter for
simplicity.
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what [183] did for their mixed-species laser-based gate.

However, as detailed in Chapter 4, the radial mode participations are not roughly equal in this
apparatus. For the mass imbalance between 2°Mg™ and “°Ca* and standard trapping parameters
the radial modes have participation ratios in the range ~10:1 to ~20:1 —roughly an order of
magnitude worse than for the axial modes often used in mixed-species entangling gates. While it is
possible to do a gate on one of these modes, it would require a gate duration roughly 10x longer
than for a same-species gate.

We plan to speed up the mixed-species entanglement by picking two modes, one that is
calcium-dominant and one which is magnesium-dominant, and then using a parametric coupling
drive [28, 30, 212] to couple those modes during the gate. We will start by assuming that we have
completely independent motional modes for each species (i.e. the calcium does not participate at
all in the magnesium-dominant mode and vice versa), and then later account for non-independent

modes.

9.2.1 Independent motional modes with added coupling

The simplest coupled two-mode gate is one in which neither ion participates in the other
ion’s mode. This may or may not be a good assumption depending on your system. For us, the
participation of the non-dominant ion in the other’s mode hovers around the 5-10% range over a
large range of trap parameters. For now, we will assume complete independence of the motional
modes.

We are going to begin in the ion frame (i.e. the interaction picture with respect to the bare ion
Hamiltonian) with the Hamiltonian from [149], extend it to multiple species with different motional
modes this time, then add a coupling term.

We start in the ion frame with

Hy(t) = 2091 cos(811) G014 281 cos(wyt )i [ae™ 1t + aleler!] (9.7)
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and

Hy(t) = 2729 cos(62t) 2 + 2h8g2 cos(wgt)c}zg[l;e_iw”t + bfeiwr2t] (9.8)

where 1 and 2 denote our two ion species, which now have different mode frequencies w,; and thus
microwave detunings (9;), in addition to their different microwave Rabi rates (£2,;), and gradient
Rabi rates (€24;). Additionally, the annihilation and creation operators are different for the two
modes (G for mode 1 and b for mode 2). We are essentially doing parallel single-ion gates. We
can transform into the bichromatic interaction picture easily because all the operators for separate
species commute with each other, and if we fix the sideband detunings (¢;) to be equal, which can
be done by placing the gradient frequency exactly between the two mode frequencies, we get

40,
5

49,
5

Hy ~ hQy1.Jo( )6 1ae™ A + ale A+ hQ o Jo( )6 22[be’™ 4 be ™12, (9.9)

This interaction cannot generate entanglement between the ions because we have no terms that

couple them. We can now add a coupling term, derived in Chapter 8

H,. = hga(ab" + a'b), (9.10)

and transform this complete ion frame Hamiltonian into the bichromatic interaction picture. We did
this transformation for the gradient term above, and since the coupling Hamiltonian and bichromatic
Hamiltonian commute with each other, the beamsplitter term is unchanged by the transformation.

The final, full Hamiltonian is

49,1 49,0

Hy ~ hQg1Jo( 5

)61 [aet A +ale A £ hQ o Jo( )6 22[be’™ + bt e =AY 4 hg(abt +ath). (9.11)

It is going to be easier to understand the dynamics if we go into the dressed basis of the coupled

modes, where the Hamiltonian will be diagonalized [28].
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9.2.1.1 Dressed mode basis

In terms of the standard basis vectors @ and b, the dressed mode vectors are [28]

Q>
_l_
[w bl

c= 9.12
7 (9.12)
and
- a—b
d= 9.13
7 (9.13)
so conversely
é+d
a= 9.14
7 (9.14)
and
. é—d
b= . 9.15
7 (9.15)
Putting first just the coupling term into this basis
A h A A
He = 79 (éTé - de) : (9.16)
And now the rest of the Hamiltonian
-~ 49,1 e+d . et +dt .
Hy ~hQg1 Jo(—2%)5 B + e At
I g1J2( 5 )01 /2 NG
A . |é—d 0 et —dt _in P
+ B2 Jo (—L2) 620 et 4 e B 4 hg(ete — did)
T V2 V2 (9.17)

h 40 A0 .\ irr
= Qo (— )61 + Qoo (—L2 )65 | [ + éle 2
V2 ) 5
h 40 49 Ny N -
= [ Q1o (2621 — Qoo (—L2)6,5 | [de™ + dTe™2) + hg(efe — did).
V2 ) )

If we define each effective gate speed separately we can simplify the expression, so let

Sl (9.18)
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and

(9.19)
giving us

Hi~h (Qlﬁzl + 92&22) [eeidt 1 gfemiAY 4 (Qlazl - QQ&ZQ) [deit 4 dte=id 4 pg(ete — dtd),
(9.20)

the independent mode Hamiltonian in the dressed mode basis. To see how the coupling
interacts with these terms, it will be helpful to go into the interaction picture with respect to the

coupling term now.

9.2.1.2 Coupling interaction picture

To go into the interaction picture with respect to the coupling Hamiltonian, we define the
operator

U = exp (—z‘I:ICt/h) = exp (—ig(éTé — aﬁcf)t) (9.21)

and now we transform the other part of the Hamiltonian:

Heor =UTHU
_ig(efe—ddyt [h (91&21 4 Qz@a) [éeiAt 1 éTefiAt}
T h (91@1 _ Qz@z) [deiAt n CZTe—iAt]] e—ig(é’fé—cﬁd)t (9.22)
=h (91&21 + QQ@';;Z) eigetet [éeim + éTe*"At}e’iQéTét
+h <Q15z1 _ 02@2) o—igdtdt [Czemt i jTe—iAt]eigchJt‘
The ¢ and d portions commute with each other and are going to be the same up to a

sign so we will only work out one explicitly. Taking only the relevant portion and applying the

Baker-Campbell-Hausdorf theorem which states that eABe™4 = B 4 [A, B]/2 + ... we obtain
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(I8 i | gt i) g—igElit _ spilt 4 ot il +1 igetet, ced +6Te—iAt} n (9.23)
5 , .
Calculating just the first commutator gives

igétet, eeidt 4 &t e*iﬂ —igt [(é‘f@é — eete)ei™t 4 (ateel — atete)emint
(9.24)

= —1igt [éemt — e8|

We can use this to calculate the next commutator, between the above result and the original
matrix A:
igétet, —igt[eei™t — eTe*iAt]] — —(igt)? [(é*éé +ecfe)eidt — (ateet 4 aT&Te)e*m}
(9.25)
= (—igt)?[ee™™ + éte™™AY
where we can see it has come back to the original term. We can now see that this series of
commutators is going to be cyclical and in fact is going to form a Taylor series, and the d portion of

the Hamiltonian will be the same but with an opposite sign because A has the opposite sign:

. - ~ —fgt)™ . )
Hep =h (Ql&zl + Qg&zQ) > :(ZTz)[éeZAt + (—1)"efeiAY
n=0 )

. (9.26)
5 5 (igt)" .+ int n 5t —iAt
+h (910'21 — QQUZQ) Z [de + (—1) d'e ]
o n!
Recognizing the Taylor expansion of e* = Y 2™ /n! allows us to write this as
.E[C] =h (Ql&zl + QQ@'ZQ) [éei(Afg)t + éTefi(Afg)t]
(9.27)

+h <Q15z1 - 5225&2) [del (Aot 4 Jfe—i(Ata)t],

It is now apparent that the coupling rate modifies the gate detuning, in a way that is opposite

for each mode.
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9.2.2 Most complicated: non-independent motional modes with added coupling

Everything we’ve done so far has assumed that we have completely independent motional
modes - one in which only magnesium participates, and one in which only calcium participates.
Finally, we relax this assumption to account for both ions participating in both modes and repeat
the transformations above to see how this affects the gate Hamiltonian.

We can parametrize the uneven participation as an angle 6 such that

cos(0)
Ty = (9.28)
sin(6)
and _ -
sin ()
7 = (9.29)
—cos(0)

describe our two modes and the basis states are the local modes for calcium and magnesium
respectively. When 6 is /2, the participation of both ions in both modes is equal. We will consider
cases where 6 is small, reflective of our actual mode participations.

Adding this into the (ion frame, non-dressed basis) Hamiltonian looks like

: 40 | |
H[ %thJQ( 5/” )(COS(Q)@'Zl + sin(G)&zg)[demt + &Te*lAt]
(9.30)
40 o o
+ thJQ( 5“2)(sjn(6)6-zl — COS(G)@'zQ)[belAt + bTeszt].

We can now perform a gate without adding the coupling drive, as there is participation of
each ion in both modes, as shown in Fig. 9.2. However, as mentioned in the introduction, the gate
duration will be inversely proportional the mode participation sin(f). If we add in the coupling
drive here, we can speed up the mixed-species entangling gates; the results of such simulations are

shown in Fig. 77.
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9.2.2.1 Dressed mode basis

We once again want to look at this Hamiltonian in the dressed mode basis, so write

é+ciemt et + dfe,m
V2 V2
c—d n et — dTeiAt] '

V2 V2

. 40
Hy ~=h8yJo(—L) (cos(0) 61 + sin(0)6.2)

5
(9.31)

49,9

5 )(sin(0)5,1 — cos(0)5,2)

+ 12T

Now using the same effective Rabi rates as before we can write

Hy ~h (fh(cos(@)&zl + sin(0)6,2) + Qo (sin(0)6,1 — cos(H)a—Zz)> [6etAt 4 gtemidt]

+h <Ql(cos(9)&z1 4 5in(6)622) — Qa(sin(6).; — cos(e)&zg>> [deiAt + dte=i + ng(ete — dtd).

(9.32)
So just as in the other basis (as it should be), this creates small (if 6 is small) perturbations

to the effective gate speed.

9.2.2.2 Coupling interaction picture
The motional portion of the Hamiltonian is independent of the actual mode participations,

so the same transformation into the coupling interaction picture is valid, and the dressed, coupled

mode-basis Hamiltonian is

Hep =h (Ql(cos(ﬁ)&zl + sin(60)6.0) + Qo(sin(0)6.1 — cos(0)622)> el (A=9)t 1 glemilA=9)t)

th (Ql(cos(a)&zl + 8in(0)6.2) — Qa(sin(0)d.1 — cos(e)azg)) [dei(B+9)t 4 Jie=ilAto)]

(9.33)

for a coupled, mixed-species gate with non-independent motional modes.
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9.3 Simulations

The simulations in this section are performed in the dressed basis and coupling interaction
picture. All simulation parameters are normalized to the effective Rabi frequency on ion 1 Ql, which
is not assumed to be equal to y. For the estimated gate parameters given in this section, we pick
Q; = 10 kHz, based on values from [8].

The plots in this section show gate detuning scans, where we are scanning the parameter A.
In this experiment, this is how gates are experimentally calibrated due to thermal effects in the
amplifiers used to generate the gradients. Scanning gate detunings instead of durations means that
pulse durations are uniform during the scan and do not cause distortions. We can select the gate
detuning that will create entanglement for a given gate duration by selecting the point at which
the |11) and |]}) populations are each 0.5 and the |1]) + |[{1) populations are 0. This is the point
where our given gate parameters have generated the Bell state [11) 4 |]J), the goal of this entangling

interaction.

9.3.1 Independent motional modes, with and without coupling

If we assume the modes are independent and do not apply a coupling drive, we cannot generate
mixed-species entanglement. However, applying a 2 kHz coupling drive could allow us to drive
a mixed-species gate in less than 300 us with reasonable experimental parameters, as simulated
in Fig. 9.1. However, in this apparatus, the modes are not actually independent and the uneven

participations are large enough to make the assumption a bad one.

9.3.2 Non-independent motional modes, no coupling

For these simulations, we use an estimated participation of each ion in its non-dominant
mode of 10% (see Chapter 4 for more details on the source of this value). This allows us to see
entanglement without adding the coupling drive, but it requires quite a long gate duration of roughly

2.9 ms, as simulated in Fig. 9.2.
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Figure 9.1: Gate detuning scans for independent mixed-species motional modes, without coupling
on the left and with coupling on the right. Without coupling we cannot generate mixed-species
entanglement, regardless of gate duration. We show a scan with a duration equivalent to 600 us.
Adding a weak coupling drive creates an entangling gate: adding a 2 kHz coupling drive, we can see
a point where a high-fidelity Bell state could be generated (marked with a black dotted line) at
estimated gate duration of 290 us.
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Figure 9.2: Gate detuning scans for non-independent mixed-species motional modes, without
coupling. Without coupling we can create a high-fidelity Bell state if both ions participate in both
modes, but the gates are slow due to the weak participation of each ion in the other’s dominant
mode. These scans have an estimated gate duration of 2.9 ms. The scan on the right zooms in on
the entanglement point from the left scan.
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Adding a coupling drive of 2 kHz allows us to create a high-fidelity Bell state with a shorter

interaction duration, as shown in Fig. 9.3.

Figure 9.3: Gate detuning scans for non-independent mixed-species motional modes, with coupling.
Adding a 2 kHz coupling drive can speed up the interaction duration needed to create a high-fidelity
Bell state. These scans have an estimated gate duration of 1 ms, nearly 3x faster than without the
coupling drive.
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9.4 Alternate method: PHRAP-style twisting

It has become clear over the course of this thesis that a mixed-species laser-free entangling
gate with no mode-mode coupling is going to be an order of magnitude slower than a same-species
laser-free gate. However, a parametric drive is not the only method of mode-mode coupling that
could be used to increase gate speed.

We discussed with R. Tyler Sutherland the possibility of using the so-called phonon rapid
adiabatic (PHRAP)-style twisting scheme developed for cooling [218] to speed up mixed-species
laser-free gates. The technique entails either increasing the axial confinement or relaxing the radial
confinement until one axial and one radial mode are near-degenerate. Then a static electric field is
applied to push the ions out of the rf null. Because of the mass dependence of the pseudopotential,
the different species experience different displacements resulting in a twisted ion crystal. This

projects the Coulomb force along both modes, generating mode-mode coupling. We could then
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perform a gate on the coupled modes. This is an intriguing possibility and the necessary trap
parameters seem to form a stable trap configuration, however due to the loading and lifetime
difficulties we were unable to attempt such a gate. The technique only works for mixed species
crystals as it relies on the differential response to applied radial electric fields, and so we could not
test it on a single-species crystal, but it would require fewer applied fields and thus less calibration

than the scheme described above.



Conclusions & future directions

In this work, we have presented a substantial rebuild of the existing system for laser-free gates
on ?Mg? to improve existing functionality and expand the system to add a second ion species. We
overhauled the vacuum chamber, cryostat, laser systems, imaging system, control hardware and
software, and demonstrated operation with “°Ca* ions at a novel magnetic field, including laser-free
entanglement and cooling. We also demonstrated mixed-species loading, transport, and cooling in
this system for the first time, the closest to a trap surface these operations have been performed.!

We also presented theoretical proposals and simulations demonstrating feasibility for a mixed-
species ion system with one completely laser-free species. However, the substantial difficulties and
instabilities in the mixed species loading and operation did not allow for experimental demonstration

of these schemes on the timescale of this thesis.

10.1 Suggestions for improvements to this apparatus

There is still lots of work that could be done to improve the existing apparatus to a potentially

workable point. Investigations are currently underway to find ways to stabilize and otherwise manage

LAs far as I'm aware!
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the large and rapidly drifting stray fields which plagued mixed-species loading and transport. An
interesting first step would be to change the calcium photoionization beams to also selectively ionize
only the slower neutral atoms and see the effects this has on the charge landscape. If this is able to
reduce the charging around the calcium load zone by the same amount as it did for the magnesium
load zone, roughly 60%, then it is possible that the charge landscape on the right-hand side of the
trap might be stable enough to resume merging on that side.

It is also possible to integrate periodic warmup cycles and perhaps even more on-table bakes
to relax the stray fields that seem to accumulate. These could be performed over the weekend
with minimal disruptions to uptime during the week. Of course, this apparatus has demonstrated
itself to be state-of-the-art at single species operations and there is a lot of work that could still
be done on parallel single species operations using the multi-well and transport capabilities that
we have recently developed. In particular, there is a lot of interesting work to be done building
on the squeezing and amplification interactions performed by Shaun Burd [139] in this apparatus.

However, the most valuable lessons learned here are for future generations of these experiments.

10.2 Suggestions for future generations of laser-free mixed-species experi-

ments

The bulk of our difficulties came from our trap layout, chosen ion species, and loading
configurations, only one of which was feasible to change on the timescale of this PhD.

Issues with the trap design were primarily with insufficient electrodes to independently control
the two wells as they approached each other, as well as the electrodes being quite large and distant
from the ion. A trap which had more finely spaced electrodes that were closer to the ions, and
perhaps a dedicated ‘split’ electrode such as in the original double well trap [219] would make
compensation of ions during the merge process more feasible. Another small change that could end
up making a big difference would be to increase the ion-electrode height. While our laser-free gate
speed goes as as 1/d? where d is the ion height above the trap, effects such as heating and sensitivity

to stray charge also increase with decreased ion height. Embedding the microwave electrodes below
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the surface to allow higher gate drive currents while shielding the ion from the accompanying
oscillating electric field that can drive off-resonant spin flips has long been an objective for future
generations of this trap. Doing this would also allow the DC electrodes to be placed closer to the
trap axis, potentially decreasing voltage needed per electrode to compensate a given stray field. It
seems plausible that we have so much difficulty with stray charges accumulated during the loading
process compared to others because we are forced to create ions so close to the surface.

While changing our magnesium loading to be velocity-selective substantially decreased the
stray fields around the magnesium load zone, the difference in magnitude of stray fields around
the magnesium versus calcium load zones indicates that there is still a difference between the two
species. Previous work has shown that shorter wavelength lasers cause more photoelectric stray
fields than longer wavelengths, and it is possible that we are seeing multiple effects contributing to
the load zone stray fields. A change of species to one with longer wavelength photoionization could
potentially further improve trap stability.

More drastic modifications to the experiment design could include techniques such as MOT
loading, which should improve loading rate while reducing load zone charging, or perhaps a truly
separate load zone that is actually far enough from the experiment zone to avoid charging there. A
load zone with a substantially higher ion height than the experiment zone could offer a compromise
between charging by loading near the trap surface and slowing the gates with a higher ion height.
Different load configurations involving neutral flux traveling in such a way that untrapped charged
particles are less likely to impact the trap surface is another option: many traps use atomic beams
which emerge from behind or beneath the trap such that the flux travels away from any trap surfaces.

In conclusion, this apparatus has demonstrated and continues to demonstrate high-fidelity
laser-free operations on single species, and has demonstrated preliminary mixed-species capability
which can be expanded upon. We have also learned a great deal about ways to improve future

generations of laser-free experiments.
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Rebuild

In January 2022, we discovered that our trap rf connection had cracked (shown in Fig. A.4),
likely due to the extreme temperature cycling connected with our cryostat changeover (see Ap-
pendix B). The connection had been initially made with H21D, an electrically conductive epoxy,
but one which is not rated for heavy thermal cycling. We took the opportunity to make several
upgrades to the trap, pillbox, and vacuum chamber to improve experiment functionality and reduce

the risk of future failures.

Al Trap

Opening up the vacuum chamber gave us the opportunity to replace our trap chip with a new
trap of the same design. The old trap had come from a fabrication run which had some lumpiness
in the gold plating which forms the trap electrodes, which created scatter spots on the trap surface.
One notable scatter spot (pictured in Fig. A.2) looked exactly like an ion on the camera and was
located just below and to the side of the load zone. This was actually convenient for aligning lasers
and imaging systems, but ideally we would not have more background scatter than necessary, so we

wanted to avoid having scatter spots in the trapping zone on a new trap. Another, more important
188
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Figure A.1: White light- and focused laser pointer-illuminated images of the damaged area on the
side of the old trap chip opposite to the loading zone. This damage was not present when the
trap was originally installed, and its origins are unknown. We would suspect rf breakdown (arcing
between electrodes that carry high trapping rf voltages) except that none of the involved electrodes
carry our trap rf. This region made transport to this portion of the trap difficult and imaging of
ions in that region impossible due to the amount of light scattered.
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reason to replace the trap chip was the region of damage on the righthand portion of the trap.
The origin of this damage is not known - it was not present when the trap was first placed under
vacuum and its date of origin in unknown, but it made the right-hand portion of the trap unusable
because the background scatter off of this damaged area was much higher than any ion fluorescence.
Our mixed species loading and transport experiments ended up utilizing the majority of our trap
length and so the work described in the main text would likely have been even more difficult or

even impossible if we had not replaced the trap.

Figure A.2: The same scatter spot located in the load zone of the old trap chip, imaged in three ways:
left, with our trap imaging camera, illuminated using a 397 laser; center, using a microscope-mounted
camera, illuminated with white light; and right, using the same camera and microscope as the center
photo but illuminted with a focused 405 nm laser pointer. This test was done to verify that the
glancing laser pointer and microscope camera imaged potential scatter spots similarly to what we
see on our trap imaging camera.

A.l.1 Scatter spot testing

Daniel Slichter fabricated a new run of traps for us to use, but we still needed to select which
trap we wanted to use. The traps can easily be inspected under a microscope while illuminated with
white light, but visual roughness under the microscope does not necessarily translate into scatter
spots when illuminated with glancing laser beams. In order to make sure that we did not install a
new trap with similar or worse scattering to the old one, we rigged up a jig to illuminate the traps

with a focused 405-nm laser pointer aligned to glance across the trap surface similar to our science
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Figure A.3: The setup used to take the pictures in Fig. A.2. A 405 nm laser pointer was focused
with a 150 mm lens and manually scanned over the trap surface. For the systematic evaluation
of trap chips performed for the new trap candidates, the laser pointer was mounted to a stage for
repeatability, and a clamp was used to hold the laser pointer button in the ‘on’ position.
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lasers. To verify this procedure, we imaged the scatter spot on our old trap illuminated both with
white light and this glancing 405 nm beam, as shown in Fig. A.2. We then examined all of our 12

candidate trap chips in the same manner to select a winner.'

Figure A.4: On the left, the crack in the rf connection can be seen (circled in aqua). We chose to
reconnect the rf using several gold ribbon bonds rather than using solder or epoxy. We had initially
planned to replace all H21D connections with indium to provide resilience to thermal fluctuations,
but the stainless steel wire that carries our rf was too stiff and the indium too gooey and the wire
kept breaking free. We chose to instead use several ribbon bonds, for redundancy and flexibility
with thermal fluctuations without loss of connection.

A.2 Pillbox

This trap was not intended to be operated at liquid helium temperatures and so has no heat
shields between room temperature and our 8.5 K pillbox. We wanted to reduce line-of-sight from
the trap to room temperature to improve performance. We did this by adding a lid to the top of
the pillbox (where the old mesh was mounted) in the form of a 2 mm Edmunds UV-coat window,

mounted with indium ‘gaskets’ on either side to prevent it from cracking under thermal stress.

A.2.1 Trap rf

The most essential repair we needed to perform was to reconnect our trap rf. The rf is
carried into the trap on a solder-tinned stainless steel wire that is quite stiff, and we believe it
is the stiffness combined with the thermal cycling which strained the joint until it cracked. We

wanted an attachment method that would be robust to repeated, extreme thermal cycling without

!Actually we ranked our top several candidates which was good as the hot-plate indium soldering had several
casualties (see Appendix C).
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compromising the quality of our rf signal. This meant that we did not want to replace the wire
with a softer material - we just wanted a more resilient joint. Initially, we tested reattachment with
indium, but when this joint was strained the stainless steel wire easily pulled free of the indium.
Eventually we decided that a plurality of gold ribbon bonds connecting the stainless wire to the pad
on the trap filter board was the best solution. Using several bonds gave us redundancy in case any
single one failed, as well as reduced the strain on any single ribbon. The ribbons are also strongly
attached at both ends but are themselves flexible to absorb any movement the stainless wire may

experience while our trap temperature ventures wildly from 8 K to room temperature.

A.2.2 Filterboard

We also considered replacing all of the H21D joints on the trap filter board with indium
solder, but this proved to be both unnecessary and infeasible. The filterboard (visible in Fig. A.4)
holds the pins that our DC voltages connect to and filters the voltages on their way to the trap.
There are 11 pins on each side of the board as well as 22 resistors and capacitors which filter these
voltages on the way to the trap, all mounted with H21D. None of these connections had failed when
we inspected them, likely because they do not experience any significant strain, so we chose to
reuse the existing filterboard and keep the H21D connections there. Indeed, in the case of the pins,
indium did not have sufficient strength to stand up to the attachment and reattachment of the pins,

so we could not have used it for those joints.

A.3 Top viewport

The top viewport on the old chamber had four argon ion guns for surface milling, which we
never ended up doing due to research presented in [192] which suggested that it might actually be
harmful for cryogenic heating rates. These guns, visible in Fig. A.7, occupied a lot of space around
the chamber and severely limited the space available for the imaging system. We replaced this top
flange with a custom-welded reentrant viewport that did not have argon ion guns mounted on it.

This allowed a great deal more space for the new imaging system, which has a very large diameter,
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Figure A.5: On the left, our old pillbox had four nozzles for aligning the defunct Argon ion guns
and no top window. Additionally, the optical access apertures into the pillbox were much larger
than necessary, allowing greater line-of-sight from our cold stage to room temperature as well as
providing little restriction for our laser beam paths to be level and aligned to the intended direction.
By adding small copper nozzles that extend outwards from the pillbox on each of the optical access
ports, we were able to reduce line-of-sight to room temperature by 70% as well as providing stricter
boundaries for our beam paths. The top window also provides shielding from room temperature
surfaces.

Figure A.6: On the left, our old trap mesh which sat on top of the pillbox (more than an inch from
the trap) and was grounded to the pillbox. This protected us from charging on the top window
but did little else. Right, our new mesh board is 4 mm from the trap surface and we can apply
a variable voltage bias to it, which allows us to put a voltage ‘lid’ on our trap. This capability is
crucial to successful ion trapping when our stray fields grow excessively large.
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Figure A.7: The center photo shows our newly rebuilt chamber being installed back on the table in
April 2022. On the left, the old TSP cryoshield is shown, and the right, the old top flange with
its argon ion guns. Both of these pieces were never used for their intended purpose and occupied
substantial space around the chamber. In the center photo, you can see the new, slender TSP
housing as well as the standard-size top flange (the viewport was covered with a plastic lid for
assembly, which was removed once we were ready to install the imaging system above). Red X’s
mark the eliminated pieces, while the colored circles show corresponding parts of the old and new
chamber build.
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as well as allowing the objective to be mounted close enough to the trap to accomadate its shorter

working distance.

A4 Homemade viewports

This chamber was originally constructed with custom-made low-stress fused silica viewports
from MPF Products, coated for 280 nm light. When we started operating with calcium ions, we
found that several of these viewports had higher-than-desirable reflection at 397 nm. However, to
maintain good o polarization for optical pumping, we wanted a high-quality low-stress viewport.
Daniel Slichter proposed making our own viewports following [220] and this prototyping and testing
work was performed by Alejandra Collopy.

The idea behind these viewports is that often when building an atomic physics chamber, one
wants certain optical properties such as flatness or special coatings which may not be available
in ready-made viewports, but are available as windows. One can mount the desired window to a
machined conflat blank or half-nipple and thus create a homemade viewport with the desired optical
properties.

Figure A.8: Left: The curing process for the homemade viewports: the flange is up on a small

platform so it is not resting on its knife edge. The thermocouple is used to monitor the temperature
during the curing process. Right: the homemade viewport in place on the assembled chamber.
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The seal between the window and the stainless vacuum flange is created using indium,
reinforced on both sides by epoxy. Indium has extraordinary resistance to stress and temperature
cycling, but low tensile strength. Layering small amounts of epoxy on both sides of the indium
provides extra strength as well as sealing any gaps between the indium and glass or metal. One of
the primary motivations behind Weatherill’s work was the low reusability of previous indium-sealed
viewports [221] because strain on the stainless steel flange during attachment to and removal from
the vacuum system can cause leaks in the seal. They added a separate clamping flange that holds
the window to its steel pedestal and maintains substantial pressure on the joint at all times. Because
resusability is not one of our primary concerns, we chose not to incorporate this separate clamping
flange. It remains to be seen whether these viewports will be as reusable as those in [220].

Though this work was inspired by [220], the procedure we followed was quite different but
ultimately successful. Though Weatherill used 0.7 mm diameter wire of Indalloy 165, which is
comprised of 97.5% lead, 1.5% silver, and 1% tin, we chose to use 1 mm diameter 99.999% pure
indium wire. Though they chose to carefully manipulate their wire to create a smooth, flat, and
seamless ring, we chose to just smush the wire ends together and not trim any excess. While
Weatherill used Epo-Tek 353ND epoxy, which passes the NASA low-outgassing standard ASTM
E595 [222] when properly cured, we chose to use the thixotropic version, 353ND-T which we had on
hand from building the calcium stabilization cavities, which does not.? Though they found worse
sealing with coated windows due to interaction of the seal with the coating surface and thus got
windows coated only in the center, we used Edmunds UV-VIS coat windows which are coated to
the edges. Both Weatherill and colleagues’ design as well as previous work [221] utilized a separate
clamping flange to apply force to the seal during the curing process and subsequent bakes. We chose
instead to put a weight of unspecified mass on top of the viewport for an unrecorded portion of the
curing time. We also chose to cure the epoxy at 100-110 C for one hour, rather than the specified

150 C.

2Though only barely! 353ND just squeaks under the threshold of 1% total mass lost (TML) after 24 hours at 398
K at 0.97%, while 353ND-T has a TML of 1.14%. T would still recommend using the lower-outgassing variety.
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Perhaps shockingly, these viewports did hold vacuum. All three successfully assembled
viewports passed helium leak tests at the 10712 torr level. We installed one on our chamber on the
north side, where our 397 ¢ beams enter the chamber, and consistently reach 7.7 x 10! torr at
room temperature (as measured by our ion pump current), and have no measured ion pump current
at 8.5 K. The primary lesson here may be that people are fussing too much about their vacuum

viewports.



Stinger closed-cycle cryostat upgrade &

operation

When this experiment first went cryogenic, it used a Janis ST-400 flow cryostat. This system
provided good cooling power, sufficient to run the trap down to ~ 14 K (depending on helium
flow setpoint), caused no noticeable mechanical vibrations which might affect experiments, and
was relatively easy to use. However, it also required ~ 150 L of liquid helium per week [163], and
even with NIST’s helium recovery system’s ~ 90% recovery rate [163], we had days when we could
not run due to lack of helium. The cost was also becoming prohibitive, and the system requires
the dewar be changed once or twice each week, which can be very difficult during government or
pandemic shutdowns. For all of these reasons, we wanted to upgrade to a closed-cycle system. The

installation was performed in the spring of 2021.

B.1 Old cryostat

The Janis ST-400 flow cryostat we used to use requires a helium dewar, typically 100 L,

pressurized to 10 psi to drive liquid helium through the cryostat and out through the helium
199
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recovery system. A heater prevents icing on the outside of the system, to avoid water dripping
near the optics. Typically we used a flow rate of ~ 1 L /hour when running experiments, which
gave a trap temperature near 15 K [163]. When not running experiments, we reduced the flow
rate to ~ 0.3 L/hour to conserve helium [163]. At that flow rate, the trap temperature is ~ 55 K.
Between these two temperatures minimal thermal shifts are observed and no realignment is required
after temperature cycling. The system can also be run on liquid nitrogen to save money if there
are periods of a week or more when we do not expect to run experiments, for instance during a

government shutdown, which gives a trap temperature of ~ 77 K.
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Figure B.1: Drawing of the custom bayonet insert Cold Edge made to fit into our existing cryostat.
The ST-400’s are not as uniform as one might hope, so to perform these retrofits the old cryostat
needs to be disassembled and carefully measured to ensure that the bayonet will fit correctly,
otherwise the cooling power will be compromised.

B.2 Stinger cryostat

In order to upgrade our cryostat to a closed-cycle system with minimal disturbance to the
experiment, we purchased a Stinger cryocooler from Cold Edge with a custom bayonet made to fit
into our system. This required disassembling the Janis system and carefully measuring the bullet
that cradles the helium transfer line when it is in place, to ensure that the new system would fit
snugly into the old system. While a retrofit of a Stinger into an ST-400 is becoming a common
product from ColdEdge, they claim that the ST-400’s are not all the same and thus this disassembly

and measurement is necessary to ensure the new system will mate properly with the old one.
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The technical operation of the cryostat is described in the main text, so this section will focus

on the nitty gritty installation and every day operation of such a system.

B.2.1 Transitioning from the flow cryostat to the Stinger

The number one way to ensure a successful transition to a Stinger cryostat system is to
avoid contaminating your system with air, whether via gross negligence or small leaks.! Any
non-helium gas in the system can freeze inside the narrow tubing inside the coldhead, building up
like arterial plaques and eventually causing the system to clog. Additionally, loss of helium pressure
will eventually cause loss of cooling power and runaway heating of the system. If you do not make
sure that your system does not leak and take maximum precautions to avoid introducing air into
the compressor, you will likely experience difficulties with clogging. In this section I will describe all
the issues we had so that you can learn from our mistakes and hopefully have a better time than I
did. While I will focus specifically on the flow cryostat retrofit, the majority of this information
applies to any Stinger system.

The Stinger is so named because the cold tip is located at the end of a long, flexible bellows
that rises from the coldhead like the stinger of a scorpion. To retrofit a flow cryostat with a Stinger,
the bayonet on the end of this line is made to match the dimensions of the slot where the helium
transfer line previously sat. The custom bayonet inserts into the ST-400 system and screws onto
the existing threads via a brass collar, and the internal portion has an adjustable depth which is
held at the correct length by several set screws. During our initial installation, a key set screw was
not tightened, resulting in ~ 100 psi of helium gas blasting the internal bayonet out of the collar,
snapping several delicate wires and, we believe, contaminating the adsorber in our HC-4E with air.
This motivated us to tap the brass collar with two additional holes, so our system now has three
set screws holding it in place. After this incident we continued to have near-weekly clogs, despite
repeated cleaning cycles with the ColdEdge-provided liquid nitrogen cold trap, until the adsorber

was replaced, after which the clogs were much reduced. We believe the contaminated adsorber was

We did both!
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slowly leaching contaminants back into the system which would then freeze and cause clogs. We
also had trouble with leaking around the interface between the ST-400 and the Stinger bayonet
contributing to clogging, which we fixed by replacing all of the old o-rings on the Janis side along
with a KF blank (on the previous helium recovery port) that was not rated for positive pressure.
With these changes we reduced our helium gas loss to < 1 psi per day, and eventually we were
able to completely eliminate the helium gas leaks by replacing a faulty aeroquip hose which had
developed a pinhole leak, as well as tightening the Swagelok joints inside the ColdEdge manifold
(new manifolds are welded inside, rather than Hylok, and thus should not leak). We believe the
pinhole leak in our hose was due to constantly undoing and redoing the hose in order to take the
cold trap in and out of line to clean the gas.

By replacing the press-fit tubing connections on the ‘charge’ and ‘vacuum’ ports on the
manifold with Swagelok, we were able to pull a good enough vacuum on the system (being sure NOT
to evacuate the HC-4E) to do a helium leak check with an RGA, just as we do for our ultra-high
vacuum chambers. We highly recommend doing this in your system if possible, especially if you end
up adding a lot of additional plumbing as we did (discussed later in this Appendix). However, even
with 99.999% pure helium gas and no remaining leaks, we still experience periodic clogs. Scientists
at Quantinuum believe that actually gas purities of up to 99.9999999% purity may be required to
completely eliminate clogging, but this can be approximated by adding filters inline to the system
as well as on the charging port,> and reasonable cold hold times are achievable using the various
cleaning and recharging cycles detailed below. These have largely been adapted from procedures

provided to us by ColdEdge, and refined by trial and error over the past few years.

B.2.2 Cleaning cycles

Due to the large amount of leaking and contamination present in our system at various times,
we developed several different cleaning cycles for the Stinger system based on the severity and

nature of the clogs. We would like to note here that others in the group who bought their system

2Personal communication with Riley Ancona at Quantinuum, via Daniel Slichter.
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whole from Cold Edge did not experience clogging anywhere near the level we did, and we believe
it was the difficulty of achieving a smooth interface between the old and new systems, as detailed
above, and not any intrinsic fault of the system, that necessitated all of the cleaning. The two more
serious procedures were given to us by Cold Edge, while the mini unclog was our own idea, inspired
by the way our system would sometimes have a better base temperature after an unplanned power

outage. 3

B.2.2.1 Mini unclog

I will detail three different levels of cleaning cycle. The first is for a functioning system
which has been cold but begins to clog, indicated by the cold tip temperature slowly creeping
upwards while the cold head temperature creeps downward. This is caused by contaminants slowly
freezing and clogging the narrow, cold parts of the Stinger system. We can attempt to remove
those contaminants by isolating the experiment side of the recirculating system and pumping on
it as we warm up, either partially or fully to room temperature. This is done by closing first the
Supply and then the Return valves on the Stinger manifold, allowing enough time for the helium in
the experiment side to be sucked back into the recirculating compressor before closing the Return
valve (the three-way valve can be turned to Both Sides to evacuate the helium faster, before the
clog starts to thaw), then turning off the F-70 to allow the system to warm up. Allow the clog to
build up pressure inside the manifold as it thaws, using the Supply Side Gauge to tell how much
gas is coming off at which temperatures. Typically the bulk of our clog thaws out by the time the
cold head temperature gauge is around 50 K, but we usually allow the cold head to reach 90 K
to ensure that any air has had a chance to unfreeze. Typical values for our clog volumes equate
to 80-100 psi on the manifold gauge by 50 K, and an additional 10-20 psi between 50 and 90 K,
although these have been reduced since adding the filters (see below). When you have reached the
temperature above which you think your contaminants have thawed, you can pump out the system

via the Vacuum valve (we just use a scroll pump for this), close the Vacuum valve, set the three-way

3Shout out to the terrible power grid stability in Boulder, CO.
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valve to Return Side (Normal Position), open the Return valve, wait ~ 30 s, then open the Supply
valve, and restart the F-70. While this technique works for minor clogs, if you have serious leaks or
contamination this will likely only be a stopgap measure between more thorough cleaning cycles.
Additionally, this method inevitably results in some loss of helium gas along with the clog, so it
may be necessary to recharge the system periodically. We have found that it is fine to recharge the
system when it is cold, although better results can be had if the new helium is added through a

cold trap and/or filter to avoid introducing air into the system.

B.2.2.2 Cold trapping

This cleaning cycle, using a cold trap, is for lightly contaminated or leaky systems that are
not responding to the above method. It requires the use of a cold trap (provided by Cold Edge
with the Stinger) and a liquid nitrogen bath. For this cleaning cycle you want to start with your
entire system at room temperature, and if your system leaks helium, it can be nice to charge it
back to ~ 100 psi before beginning the cleaning cycle, just to be sure any contaminants potentially
introduced during the charging process have a chance to be removed. Close the Supply and then
Return valves on the Stinger manifold and insert the cold trap in the line between the Supply line
from the HC-4E and the Supply Recirculator port on the Stinger manifold. We were doing this
so often that we got sick of unscrewing the fittings and paranoid about how much air may or may
not be getting in each time, and so designed a second, homemade manifold so the cold trap was
always attached to the system but can still easily be bypassed. Submerge the cold trap in liquid
nitrogen and be sure the valve on the cold trap is open, then open first the Return and then the
Supply valves on the Stinger manifold. This will allow the gas to begin cycling through the system,
including through the cold trap, and hopefully contaminants will be frozen out in the cold trap.
Cold Edge recommends running this way for “as long as is convenient”, at least a few hours. We
typically did 3-5 hours. When you are finished cold trapping, close first the Supply and then the
Return valves on the Stinger manifold, then the valve on the cold trap, and either remove the cold

trap from the lines, reconnecting them as they were, or bypassing the cold trap if using a second
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manifold. The cold trap will be at ~ 100 psi with helium gas as well as potentially large volumes of
frozen gases that will expand quickly as they thaw, so it is good practice to start pumping out the
cold trap before removing it from the liquid nitrogen, to avoid being surprised by the pop valve.
Pump on the cold trap as it thaws, and additionally it can be a good idea to bake the cold trap to
prepare for the next use immediately after using it. We do this with heater tape set to ~ 120 C
to be sure all water is removed. We typically bake for a few hours or until the whole system has
been above 100 C for half an hour or so. Once the cold trap has been removed from the line, you
may reopen the valves on the Stinger manifold and let the helium recirculate freely. Cold Edge
recommends letting it circulate at room temperature for 30 minutes before beginning to cool down,
which is to allow the oil in the HC-4E to reach operating temperature and to let the adsorber in
the HC-4E remove some contaminants, but we have found that while helpful this is not strictly
necessary if you don’t turn the HC-4E off.

While this cleaning procedure served us well for a while, it seemed as though the effectiveness
of the cold trap degraded over time, and having to be at room temperature for “as long as is
convenient” was not very convenient. We started going straight to total gas exchanges instead as
they required less time at room temperature, no messing with liquid cryogens or baking filters, and

had a higher success rate.

B.2.2.3 Total gas exchange

The final cleaning cycle is for when your system has been hopelessly contaminated and you
want to burn it all down and start again. You cannot just vent all the gas from your system
and totally replace it as the compressor is not built to be below atmospheric pressure and you
risk sucking air in and seriously contaminating your adsorber. Instead this is the procedure we
follow, heavily modified from the one provided by Cold Edge. We assume that you begin at room

temperature with all valves in their normal operating orientations, the F-70 off and the HC-4E on.

(1) Ensure you have a cylinder of ultra-high purity helium connected to your Charge port and

a vacuum pump (we use a scroll pump) connected to your Vacuum port.
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(2) Close Return valve. This is to prevent the compressor overpowering your (probably weaker)

vacuum pump and sucking air in to itself.

(3) Open the Vacuum valve and let it begin to pump out the helium, keeping an eye on the
pressure via the Supply Side Gauge. Do not let the pressure drop below 20 psi. Pumping
out the helium through the capillary can be very slow, this can be sped up by cracking the
tee valve towards Both Sides, but it’s best not to dump 100 psi of helium straight into a
scroll pump so just open it a little bit. Once the pressure in the compressor, as read on the
Supply Side Gauge, reaches roughly 22 psi, close the Vacuum valve and reopen the Return

valve.

(4) Slowly open the Charge valve. Charge the system until the recirculator reads ~ 100 psi,

then close the Charge valve.

(5) Repeat steps 2 through 4 3-5 times, on the last repeat charging the system fully to 100 psi

(or a little over, I often go up to 115 psi or so).

(6) Ensure your valves are back in their normal operating orientation and then you can

immediately begin cooling down by turning the F-70 back on.

B.2.3 Supelco filter manifold

Perhaps the single most helpful upgrade we have made to the system is to install a pair of
Supelco 27600-U helium filters in parallel between the valve manifold and the Stinger can itself.
This tip came from Riley Ancona at Quantinuum® and has helped to substantially increase our
cold hold times and reduce downtime due to Stinger clogs. These filters, whose contents seem to
be highly proprietary, claim to improve helium purity from 99.997% up to 99.99999%, removing a
broad range of common contaminants. Riley told us that the filters can be regenerated by baking

at 90 C for 24 hours, though we have experimented with shorter overnight bakes. He also noted

4Personal communication via Daniel Slichter.
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Figure B.2: A photograph of our Stinger in place the experiment, with all attendant accessories.
The most important are the Supelco filters, which are mounted in parallel in a custom welded
manifold fabricated by Swagelok. These filters greatly extend the time we can run between clogs,
and having two in parallel means we do not suffer any downtime when the filters need to be baked.
Both filters are left wrapped in heater tape and ready to bake at all times, but we are sure to unplug
the heater tape when a given filter is inline to avoid heating up and releasing contaminants back
into the circulating gas.
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Figure B.3: A photograph of our custom-welded Supelco manifold without the foil wrapping, showing
the heater tape and thermocouple for baking each filter separately. The separation was designed
to be sufficient that one filter could be baked without heating up the other (and thus potentially
releasing trapped contaminants back into the system).
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that the max temperature recommendation of 100 C seems to be for the epoxy which holds the
fittings on the ends of the filters and that it will melt if it gets too hot, and that the filters should
be mounted horizontally for best performance - apparently if mounted vertically eventually oil® will
build up and clog the filters more quickly. They found that after six months or so the filters need to
be totally replaced as the regeneration stops working well and this is roughly in line with what we
have seen. We have a pair of filters in a custom welded manifold® such that we can switch between
them without having to fully warm up and bake for 24 hours, although we did operate that way for
a few months while testing the filter performance.

Each filter has its own heater tape, thermocouple, and pump out port for baking and the
manifold was designed to give enough space between that baking one filter does not disturb the
other one’s inline operation. Quantinuum says they had the Swagelok fittings that come on the
filters replaced with VCR fittings, but we chose not to do this and do not seem to have leaks or
other issues from the Swagelok. It is impossible to install the filters without exposing them to air as
Swagelok fittings are not self-sealing, so we found that it is best to install the filters in the filter
manifold while valved off from the main system, and bake them in place before letting the helium
flow through them.

When we were operating with a single inline filter, we needed to warm up approximately
every two weeks to bake the filter for 24 hours. When we switched to the two parallel filters in
the manifold, the time between filter swaps was extended to roughly a month. It is possible that
the single filter had small leaks around the fittings, or that the low-pressure helium system as a
whole has leaks that open and close as it travels from 10 K to room temperature.” I was able to
separately leak-check the filter manifold before installing it in the system, and it allows us to swap
filters without warming up, and I think these two factors contribute to the extended filter lifetime.

After roughly six months of operation, the time between filter swaps started to drop dramatically

®We believe the oil comes from the HC-4E compressor, which is an oil-based compressor. One might wonder about
the wisdom of using an oil-based compressor with UHP gas and indeed a second experiment in the group which has
been testing an oil-free compressor has not had to do a single regeneration of their inline filter.

5Designed and manufactured by Swagelok, shout out to Bonnie and Johnny.
I have long suspected this to be true but such leaks are extremely difficult to track down.
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and so I replaced both filters. This coarsely matches anecdotal evidence from Quantinuum that
their filters were regenerable for about six months before they needed to be replaced. Anecdotally,
the Quantum Networks experiment which uses a KNF oil-free compressor instead of an HC-4E has

never regenerated their filter, although they do experience periodic clogging.

B.2.4 Miscellaneous plumbing upgrades

We also made various minor plumbing upgrades during our efforts to find and eliminate leaks.
Even very small leaks can cause lots of clogging and helium loss over time, but the system is very
difficult to leak check as it consists of many meters of thin tubing with a lot of joints and relatively
few pieces which can be isolated from each other. Earlier I mentioned that we replaced the press-fit
1/4” tube fittings that come attached to the Charge and Vacuum ports of the valve manifold with
Swagelok ones, which we further adapted to KF for the Vacuum port. Having our Vacuum port
adapted to KF25 allows for much better conductance than pumping through 1/4” nylon tubing.
For charging the system, we now supply the helium from a cylinder in the galley through a 40
foot custom hose purchased from Swagelok (SS-FJ4RF4RF4-480-F), and then a homemade liquid
nitrogen cold trap (a long coil of UHV-cleaned 1/8” copper tubing that can be submerged in liquid
nitrogen) as well as an additional Supelco filter. This helps ensure that we are supplying the cleanest
possible helium into our system and helps extend the lifetimes of our filters and compressors. We
used to connect and disconnect a cylinder of UHP helium in the lab, purging the 1/4” nylon tubing
we supplied the gas through to avoid putting air into the system, but we have found that this
permanent, clean, leak-free, cold-trapped and filtered system provides better performance and is
worth the hassle and expense.

In addition, we found replacing as many of the standard Swagelok fittings as possible with
VCR fittings helped to reduce leaks and also allows for higher quality re-sealing of joints as you
simply need a new copper gasket, rather than re-torquing on the same compression fittings. The
filter manifold and as much of the clog catcher (see below) as possible was done with VCR fittings.

To adapt the VCR pieces into the system, we purchased custom-welded VCR to Aeroquip adapters
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from Clark Industries.

B.2.5 Automatic clog catcher

One of the handiest upgrades we made was to build the system we call our ‘clog catcher.’
This name comes from the fact that, when a clog starts to occur, we try to valve off the valve
manifold and Stinger from the HC4E, to use the Stinger itself as a sort of cold trap which we can
warm up and pump out as described in the mini unclog procedure above. However, by the time
the Stinger temperature sensor reaches 25 K, a substantial amount of the clog has been thawed
and thus released back into the recirculating helium where it could eventually clog again. In order
for the mini unclog to be effective, it has to be implemented early in the clogging process, which
can be tricky if you need to drive into campus and manually actuate a bunch of valves. The clog
catcher, shown schematically in Fig. 6.4 and photographed in Fig. B.4, consists of four pneumatic
valves (Swagelok 6LVV-DPFR4-P-CM), the actuation of each is done via a solenoid valve (Parker
71385SN2GNJINOC111C2) controlling the flow of compressed air tapped off of our optical table.
These solenoid valves are controlled by a Labjack T4 with a PS12DC, which also controls the scroll
pump connected to the Vacuum port. This is integrated into Artiq along with control of our F-70
compressor, enabling us to program in all of the cleaning and unclogging routines described above
(with the exception of the total gas exchange, which relies on reading an analog pressure gauge®

and also is performed quite infrequently).

B.2.6 Daily operation

During normal operation, the Stinger keeps our trap near 8-10 K. The old cryostat operated
more at the 12-15 K region, and we see much better ion lifetimes with this small temperature drop,
which we attribute to increased cryopumping of hydrogen. In fact we seem to cryopump hydrogen
so efficiently that it forms an ice on our trap surface and we find much improved trapping and

lifetimes if we degas the trap by warming up to 35 K each morning to release the hydrogen and

¥We did purchase a digital pressure and flow meter from Alicat (MC-50SLPM-D-DB9M-PCV50-25VCRM-IB) on
the recommendation of Riley Ancona from Quantinuum but have not installed it as of this writing.
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Figure B.4: A close-up of the ‘clog catcher’ modifications to our Stinger system. In order to be
able to run our degas and mini unclog procedures remotely, we have added external to the manifold
compressed-air actuated valves in analog to the Supply, Return, Vacuum, and Both Sides/ Return
Normal valves. A Labjack controls the solenoid valves that pass air to these valves as well as a
scroll pump, enabling us to perform many of our Stinger maintenance protocols remotely.
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Figure B.5: Sample of nearly a year of temperature data from our Stinger. Room temperature
warm-ups as well as daily degases can be seen, and significant events are annotated. The green
trace shows the temperature at the tip of the bayonet while the orange trace shows the temperature

within the ‘blue can’ exchange space.
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allow it to pump into the ion pumps and TSP. This is done by closing the Supply valve for about
five minutes, then reopening it. We do not turn off any compressors for this.

Over very long periods of being cold, we also seem to cryopump large amounts of something
that thaws between 25 and 50 K. This is a gas that does not seem to be well pumped by any of our
other methods (i.e. the NEG or TSP), and so any unplanned warmups above ~ 50 K can liberate
large amounts of gas which do not pump down as quickly as one might hope. We attempted to
increase the temperature of our morning warmups to 100 K to allow this gas to be liberated and
pumped back down via non-cryopumping methods but had issues with loading and lifetime for
hours afterward, even though the ion pump currents showed that the vacuum pressure had returned
to normal levels. We now believe this could be due to poor conductance out of the pillbox, and we
save these larger warmups (we call them burps) for evenings or weekends when the slow pumping of
the released gas does not cause issues.

Over the course of weeks of operation with this daily small warmups, we will typically see
the trap temperature start to creep upwards, accompanied by the cold head temperature creeping
downwards. This is indicative of reduced flow in the system, whether due to a clog starting to form
or loss of helium pressure. We think the cold head gets colder because the reduced flow means less
heat load for it to cool. Once the cold head temperature drops below 5 K, we almost always clog.
Before the filter manifold, we would typically perform a mini-unclog to try and isolate and pump
out the offending frozen gases. After the filter manifold, we combine this mini-unclog with changing
over the filters. We see very good performance this way and can extend our time between room
temperature excursions.

Every mini-unclog loses some amount of helium along with the clogged gases, so we need
to add more helium periodically. In our system, we find that once the recirculating helium drops
below roughly 80 psi, we start to lose cooling power and become much more susceptible to clogs.
We add new helium through a liquid nitrogen cold trap as well as a Supelco filter, and flush the line
sequentially through the outlet port in each section of the charge line to limit the contamination

that comes in with the new helium.
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B.2.7 Cooling power measurements

We performed cooling power measurements on the Stinger system using the heater built
into the tip of the bayonet, operating it by way of a benchtop power supply. We applied various
currents to the 50 Ohm heater and recorded the temperatures produced at the tip of the cold head
to determine the cooling power of the system. Note that our base temperature here is below 10 K,

and we have seen temperatures as low as 8 K, better than we could achieve with the ST-400 system.
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Figure B.6: Cooling power measurements were performed by driving a 50 ohm heater with a variable

current supply. We measured that the tip of the coldhead warms up 1.5 degrees K for every W of
heat applied.



Two methods for mounting microfabricated

ion traps with indium solder

Microfabricated surface electrode traps [102, 103] have become very popular in the field of
trapped ion quantum computing because the promise of using existing microfabrication techniques,
easy reproduction of many identical traps, and recent advances in integrating many different
technologies into the chips themselves are all big advantages for eventually scaling trapped ion
quantum computers. However, these small and delicate chips need to be mounted to a larger
trap assembly and, increasingly often, need to be able to withstand a huge amount of thermal
stress (either in the form of cryogenic operation, dissipation of heat from applied control fields, or
both). Historically our group has mounted traps with epoxies, often Epotek’s H21D, a thermally
and electrically conductive epoxy. However, given H21D’s poor resistance to thermal cycling (see
Fig. C.1, [137], and Appendix A) and relatively poor thermal conductivity, we wanted to investigate
alternatives.

We looked to indium and its alloys for their high plasticity and low melting point; indium has

been used in soft vacuum seals and cryogenic soldering for decades [223]. A low melting point is
216



217

Figure C.1: Left: Trap mounting tests using various epoxies, showing the high failure rates they
exhibit when subjected to thermal stress. Right: An ion trap with an integrated detector which was
mounted using Epotek H21D epoxy and shattered during the initial cooldown due to differential
thermal expansion between the trap chip and mounting pedestal. Photo from [137].
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desirable because microfabricated ion trap chips are very fragile and direct soldering at high heat
may not be desirable, especially when more complicated technologies have been integrated into the
chips. We tested both pure indium and a 97/3 indium/silver alloy and found no difference in bond
strength or quality, but the alloy with silver was slightly less sticky and thus easier to maniupulate
with tweezers. Due to the effective indistinguishability of the two alloys, we will generally refer to
both as ‘indium’ in this appendix and won’t specify which metal was used for which tests.

We investigated two methods for mounting trap chips using indium solder:

(1) soldering with NanoFoil, a very thin layer of exothermic material, and

(2) direct soldering using a hotplate.

The initial trap mounting with both method 1 and method 2 used pure indium out of paranoia,
but subsequent tests by the Quantum Networks experiment have used 97/3 indium/silver with no
adverse effects. Traps mounted using both of these methods were successfully used for cryogenic
trapping of ions in systems that experience extreme thermal stress in [137] and the Quantum

Networks experiment at NIST for method 1, and this work for method 2.

C.1 Indium soldering using NanoFoil

NanoFoil is a proprietary material produced by the Indium Corporation for soldering with
indium. It consists of alternating thin layers of aluminum and nickel which, when given sufficient
impulse, experience a cascading exothermic reaction that can very locally heat a pair of joining
surfaces coated with indium and create a solder joint. The main things to be aware of when
mounting a trap chip with indium is that indium will not bond well to silicon or sapphire, and
though it will bond to copper it diffuses into the metal and creates brittle intermetallic compounds
that compromise the joint. For this reason, the bottom of traps to be mounted with indium should

be gold-plated, as should any mounting surfaces.!

!This also has the advantage of making your pillbox look shiny and gold! Indium Corp. claims that non-metallic
surfaces can be bonded to indium if you heat the surface to 350 C, cool it to 200 C, and then rub it with indium-coated
felt but we did not have success with this technique on silicon trap substrates, so we recommend gold-coating.
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We performed tests where we mounted 8 sample trap chips to a piece of gold-coated copper
(the same material our trap pedestals are made of) using indium and NanoFoil and then subjected
the samples to extreme thermal stress by dunking them in liquid nitrogen, thawing them with a
heat gun, then throwing them back in the liquid nitrogen, for eight total freeze-thaw cycles. None
of the samples that were mounted properly experienced a single failure: there was no delamination
of trap chips from the substrate or no cracking of trap chips due to differential thermal expansion,
both of which can be seen in Fig. C.1. The only joints that failed were those that were mounted
with insufficient pressure.

NanoFoil is very brittle and very flammable, so care should be taken when working with
it. It is difficult to cut neatly, and often creates miniscule chips of NanoFoil that constitute a fire
hazard and should be swept up and ignited intentionally so they cannot accidentally ignite on a
bench surface. We found that scoring and snapping creates neater edges and fewer chips if square
shapes are acceptable for your task. If you require a difficult-to-cut shape, Indium Corp. offers
custom-cut NanoFoil sheets. NanoFoil can nominally be ignited just by applying pressure which
was initially a big concern, but we did not experience a single accidental NanoFoil ignition during
any of my testing. We still recommend wearing protective gloves, e.g. leather, and eye protection
when working with NanoFoil.

The whole stack (trap chip, indium, NanoFoil, indium, substrate as shown in Fig. C.2) needs
to be under a minimum of 50 psi of pressure when the NanoFoil is triggered in order to form a
strong bond. Pressing down hard on the top surface of your expensive and delicate trap chip is
something most people want to avoid. Additionally, because the NanoFoil is effectively a small
explosion in a layer of very low melting point metal, there can be splatters which could feasibly
make their way onto the chip surface. The method we used to prevent such occurrences for the
trap used in [137] was to create a small jig that served the triple purpose of registering the whole
stack, protecting the top trap surface from splatters, and allowing us to apply pressure only to the
periphery of the trap chip. We considered using Teflon for these jigs but it cannot be machined

with tight enough tolerances, so finally chose resin-based 3D printing using a FormLabs printer
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owned and operated by the CIRES workshop at CU Boulder.? As opposed to the common plastic
extrusion 3D printers, resin-based 3D printers have considerably higher resolution (~25-100 pum,
depending on exact material and direction of features) and some resins can be solvent-cleaned and
have been used in ultra-high vacuum [224]. While we never planned to place the jig itself under
vacuum, this helped soothe our worries that contact with the trap surface could transfer any sort of
material which could outgas or otherwise interfere with vacuum or trapping.

We chose to get four iterations of the soldering jig: one with tight tolerances and one with
looser tolerances in each of two resins, the Rigid and the High Temp. Both of these materials can
be cleaned with a variety of solvents so long as exposure time is limited. In practice we have used
the Rigid material only due to its better solvent resistance. It is important to note that the jig
must have sufficient access to ignite the NanoFoil, with e.g. a resistive soldering iron or 9 V battery.
The Networks experiment has found it helpful to cut a notch into the indium foil to allow access
to the NanoFoil for ignition. They have also found it helpful to pre-tin the mounting pedestal
using the method described below in the hotplate soldering section to get a thin and even layer of
well-adhered indium, and use indium foil only for the layer between the NanoFoil and trap chip.
The neatest joins are created when the indium layers are thin and uniform as there is less material
for the NanoFoil to expel out the edges. We applied the necessary bonding pressure to the jig using
a Mark-10 M2-10 force gauge. Once the jig and everything is set up, the process is very quick and
fun.

We were intially worried that the residual layer of NanoFoil might compromise the softness of
the indium bond but that does not seem to be the case. We also worried about magnetic properties
of this bond layer disrupting our quantization field but found the magnetic permeability of indium
bonded with NanoFoil to gold-plated copper to be extremely good, causing less than a hundredth of

a Gauss disturbance measured in a 16 G field when moving the sample around the Gaussmeter.

2Ken Smith and Jim Kastengren at CIRES also did a huge amount of the machining for our rebuild! I highly
recommend the CIRES shop if you are in the Boulder area.
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Figure C.2: Left: The CAD model for the 3D printed jig used to align the trap, indium foil, and
NanoFoil layers to the pedestal as well as to protect the trap surface from indium splatter. The jig
was designed to place no pressure on the actual trapping surface, to avoid deformation/scratching
of the electrodes as well as potential residues, and to distribute force as evenly as possible over the
ground plane or other less-sensitive areas. It is important to have even pressure distribution across
your trap surface to get a strong and level bond. Right: a cartoon cutaway view of the bonding
stack (not to scale). The recess in the jig over the trapping region ensures that pressure is applied

only on the outer portion of the trap chip.

50 psi

3D printed
alignment jig

indium

gold-plated
pedestal

}rap

foil ~NanoFoil




222

Figure C.3: Step by step photos of the NanoFoil trap mounting process. a. The pre-tinned trap
pedestal. b. The 3D printed alignment jig. c. The trap placed face down in the alignment jig. d.
The indium foil layer, with a notch cut for NanoFoil ignition access. e. The NanoFoil layer. f. The
trap pedestal. g. The full assembly in the force gauge used to apply the pressure for bonding. All
photographs kindly supplied by Katie David.
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C.2 Indium soldering using a hotplate

If you do not want to purchase NanoFoil or design and manufacture alignment jigs to evenly
distribute pressure across your trap, there is another way. When we went to mount our new trap, we
knew that the NanoFoil would not work because we had areas on our trap pedestal which could not
under any circumstances be coated with indium, as this would prevent us connecting the necessary
ribbon bonds. While we did experiment with several masking materials to keep the indium off of
these areas (Kapton tape, TechSpray Wondermask) we had concerns about both methods.

The WonderMask was easy to spread, adhered well to the gold-coated copper, and cured
quickly in air but not so quickly that it was difficult to manipulate. It resisted being flooded with
flux (Superior No. 30), vigorously smeared with gobs of molten indium, and prodded with the
soldering iron. It also peeled off easily, so long as you were careful to apply a thick, even layer.
Our concern with this method was with any residues left behind by the mask potentially causing
problems with the ribbon bonds, as cleaning with solvents this close to the mounted trap would be
very difficult.

If you had a larger area with straight edges you were trying to protect, Kapton tape might
work well. It also resisted being flooded with flux, smeared with indium, and gently prodded with
a soldering iron. But for the size of area we were trying to protect it was too small to get good
adhesion. There was also a minor concern about residue left behind by the adhesive.

We also tested cold welding - indium is known to cold weld to certain metals as long as you
remove the oxide layer. We were able to successfully produce cold welds between pieces of gold and
indium by wiping the indium surfaces with a 5% solution of HCI and applying substantial pressure,
but the bonds did not feel strong and the amount of pressure needed felt high to apply to a trap
chip. We also later learned that HCIl, when heated, creates a nasty green crust, so this method is
not compatible with hot-plate soldering.

In the end we decided that hand-soldering using a hot plate as the heat source was the safest

method. After much trial and error, below is the final procedure we arrived at for mounting a 550
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Figure C.4: Left: The first hotplate soldering test. The gouges made when pressing the trap down
with tweezers were deemed far too large. Right: The ion trap we installed in our system. The
surface gouges on this attempt were minimal and the bond was made well and square to the trap
pedestal.

Figure C.5: Left: Close up of the damage to the trap surface from pressing the trap chip down
with sharp tweezers. The size of these scratches is due to my hand shaking during placement and
removal of the tweezer points. The top images are illuminated with white light, while the bottom
row use the same scatter-assessment technique used to select trap chips described in Appendix A.
Right: Close up of the gouges on the successful hotplate soldering test. It is difficult to compare the
magnitude of scatter due to auto-exposure on the camera, but the damage to this trap was much
less substantial and we did not think it would interfere with beam paths.
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pm sapphire substrate, with gold on both sides,? to a small gold-plated copper pedestal. It is easiest

to get indium to adhere well to gold with the help of some flux and a heatgun, and so this portion

is done outside the clean assembly area, then the pre-tinned pedestal is cleaned according to UHV

cleaning procedures, and the final mounting is done in the clean tent.

(1) Tin trap pedestal:

(a)

Hold trap pedestal in a ‘helping hands’ type mount - it will get very hot. Begin
heating the pedestal with a heatgun (you can use a mounted heatgun or just your
non-dominant hand). With your dominant hand, flux the surface with Superior No.
30 Flux, then pick up some indium directly on the soldering iron and spread it on the
pedestal surface. The indium will not go where you don’t push it with the iron, so
guide it around with the tip, and it won’t adhere well without the flux. You can check
the adherence by trying to scrape the indium off with a razor blade- if it’s properly
adhered there will be a layer you won’t be able to easily scrape off. We found that the
best way to get a thin, even layer was to add sufficient indium and get it hot enough to
form a neatly domed surface over the area you want covered, then flatten the doming

by scraping it gently with a razor blade.

Clean the trap pedestal with soap and water to remove any flux residue, follow with
the standard vacuum cleaning procedure. Some indium sometimes comes off during
this step, especially if it’s not well adhered, so make sure it looks like you still have

good coverage.

(2) Mount trap:

(a)

Put the tinned pedestal on a hotplate in the clean tent. We had to set our hotplate to
260 C to get the indium to melt easily, but it was on quite a large and high copper
block, so experiment with the minimum temperature you need. It is visually obvious

when the indium becomes molten.

3Electroplated on the top, evaporated with a Ti sticking layer on the bottom.
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(b) Take your trap chip and double check the orientation relative to your pedestal. We
found it can help to tin the bottom of the trap as well: Take an old pedestal or chunk
of gold-plated copper (it is best not to use bare copper, as indium and copper form
brittle intermetallics) and melt some indium on it. Then dip the trap in - can just set
it down and pick it up or try to swipe. Be careful as the indium is quite gooey and
may try to grab your trap (this is how I ended up soldering a trap to the control panel
of the hot plate - best to avoid it). Check the bottom surface to see if indium seems to

be sticking, just a little is all you need - most of it should be on the pedestal.

(¢) You can use tweezers to spread out the indium on the pedestal to make sure you have
an even, molten layer. Then, using cleaned/different tweezers than you just stuck in
the indium, carefully place your trap down. You can tap it gently from the sides to

get it square with the pedestal.

(d) Next is the absolute worst part: pressing the trap down. The indium will not seal
properly without some downward pressure. You could use a jig, as for the NanoFoil
method, but we just used sharp tweezers to press down on the edge of the trap chip.
Under the microscope, carefully bring your tweezer points down over an unimportant
piece of the trap. If there is a portion of the mounting surface which you are trying to
keep free of indium, touch the tweezer down on that side first. As you press down, you
should feel the surface tension wick the trap down, and a bead of excess indium will
ooze out opposite of where pressure was first applied. This can be easily removed once
everything has cooled down a bit. It is best to have some bad chips or something to
practice this - it took me several tries to get a clean press without making gouges in

the trap which could scatter light.

(e) DO NOT try to adjust the alignment after you've pressed it down - it will need to be

pressed down again after being poked from the side while the indium is molten.

Let it cool and then test it - poke it from the side and see if it pops off. Too little indium, too
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little heat, and too little pressure can all cause the bond to fail.

C.3 Use in experiments

Three experiments within the Ion Storage group have taken advantage of indium trap mounting,
two using the NanoFoil technique and one using the hot-plate technique. The first NanoFoil-mounted
trap was installed in the detector trap apparatus described in [137] after they suffered their second
catastrophic trap delamination in 2019. We mounted one dummy trap as a test, then did the actual
trap. It survived multiple thermal cycles, successfully trapped ions, and it was in this trap that the
fast transport work described in [137] was performed.

More recently, our Quantum Network experiment, which is developing an on-trap fiber cavity,
has used NanoFoil trap mounting with great success. They use a cryogenic system and a puck-based
pillbox to enable rapid iteration through different prototype traps. The traps are fabricated in-house
but it is still best to avoid exploding valuable prototype traps. To date they have mounted two traps
using the NanoFoil procedure described above and have not experienced any failures associated

with thermal cycling in their cryostat.
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Figure C.6: Top: the first NanoFoil-mounted ion trap used in a real experimental system, this is the
detector-less detector trap used for the fast transport results reported in [137]. Bottom: recently,
the Quantum Networks project has taken advantage of NanoFoil-based trap mounting in their
rapid-prototyping system.



Quartz crystal thickness monitors

This appendix describes the quartz crystal-based thickness monitors (QCTMs) developed in
the summer of 2018 as a replacement for the old-style plating sensors used to measure the production
of neutral flux by beryllium ovens. The beryllium ovens consist of a length of tungsten wire which
is wrapped in beryllium wire and then coiled. To produce a beam of neutral beryllium, current is
run through the tungsten wire, gradually evaporating the beryllium. This type of oven is much
more delicate and prone to catastrophic failures than the pillow-style ovens used for calcium and
magnesium, so the QCTMs are meant to help diagnose such failures, and ideally allow current

adjustments to keep neutral atomic flux levels constant as the ovens age.

D.1 Background

The QCTMs are a miniaturization of a common industrial sensor known as a thickness monitor
and often based on a quartz crystal microbalance [225]. Quartz crystals have electromechanical
resonances, determined by the physical properties of the crystal, which can be piezo-electrically

driven. When mass is deposited on the crystal, it shifts the resonance frequency linearly as described

229
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by the Sauerbrey equation,

Af= 200 ap (D.1)
Apaiiy

where fy is the initial resonant frequency, Am is the deposited mass, A is the (active) area of the
crystal, p, is the density of the crystal, and p, is the shear modulus [225, 226]. Unfortunately,
in our situation these parameters are not always easy to know, but the important factor here is
that the frequency changes linearly with the deposited mass. Thus by measuring the shifts in
resonant frequency, we can determine the relative amounts of beryllium coming off of an oven.
Furthermore, we can measure the shifts from typical loading currents and measure ion production
using a Channeltron to assess the efficiency of our loading strategies. This work is described in

Appendix E.

D.2 Board design

There are several reasons we could not just put commercial thickness monitors into our
systems: first, they are too large to easily fit into our pillboxes without significant modifications,
and second, they are not necessarily compatible with the ultra-high vacuum (UHV) environment
of an ion trapping vacuum chamber. We also wanted high sensitivity to very small amounts of
deposited beryllium, which is achieved by using smaller crystals. In order to satisfy all of these
requirements, we designed the sensors to fit onto a small UHV-compatible circuit board the correct
size and shape to replace the lids in the standard beryllium oven mounts used in the group, as seen
in Fig. D.2. This means that no modifications to the pillbox are required and we can use small,
UHV-compatible components.

There are two versions of the QCTM: active and passive, where the difference is whether the
electronics used to track shifts in the resonance frequency are on the board itself (active) or external
(passive). The active board requires a power input, and the passive does not. There are also different
configurations depending on whether you want your outputs to be multiplexed together or not (all

our boards have two crystals to fit over the double beryllium ovens typically used in the group).
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The circuit diagrams for all of these combinations are shown in Fig. D.1, and there are two
generations of circuit boards made from these schematics.! The first generation (QCTM1) was the
non-miniaturized, non-UHV prototype, and is easier to solder and debug. The second generation

(QCTM?2) is miniaturized to fit over the ovens and was manufactured to be UHV-compatible.?

D.2.1 Passive

The passive boards need only the crystal and a suitable electrical line to track the resonance.
The difference between the two versions is whether the signals from both crystals come out on the
same coaxial cable or not, which will depend on your preference/available feedthroughs. If you
choose to have both crystals on the same output cable, it is nice to select crystals with different
resonance frequencies so they can be easily distinguished. There is room on the board for an optional
inductor and capacitor, which were introduced to improve coupling, but it turns out the crystal
resonance is quite strong on its own and the additional components just introduce additional sources

of error.

D.2.2 Active

Of the three active versions, only the top one requires separate external power, and thus more
feedthroughs, making it less attractive. The other two use the same coaxial cable for their power
and signal. Just like with the passive ones, the only difference is whether they share that line, and

if you choose to share I recommend choosing crystals with different resonant frequencies.

'For those in the Ion Storage group, the FEagle files can be found on jake in
Tons/QuantumOne/trap_loading_test_setup/QCmonitor. For those outside the group, I can supply the files
via email if you like.

>This means gold traces on Rogers board, then assembled using SAC lead-free solder.
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Figure D.1: Top: Active QCTM schematics; Bottom: Passive QCTM schematics; Left: Combined
outputs for two crystals; Right: Separate outputs for two crystals.
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D.3 Soldering instructions & tips

D.3.1 Supplies

For those in the Ion Storage group, these supplies are located in a box in the assembly room

labeled ‘Hannah’s Crystal Thiccness [sic] Monitors.’

D.3.1.1 Passive

1 board (QCTM 2)

2 crystals (Statek CX11 24 and/or 26.5 MHz, lidless)

1 or 2 SMP connectors (Molex 85305-0232)

small inductor or jumper

D.3.1.2 Active

2 crystals (Statek CX11 24 and/or 26.5 MHz)

1 or 2 SMP connectors (Molex 85305-0232)

2x SN74LVC1GX04 crystal oscillator driver, DRL package

0402 capacitors: 4x 18 pF, 2x 0.01 uH, 2x 0.1 uH

0402 resistors: 2x 1 MS2, 2x 350 2

1008 inductors: 2x 4.7 uH

for shared line boards only: NAND

D.3.2 Crystal soldering tips

e [ recommend doing the crystals last because they are delicate and on the opposite side of

the board from everything else.
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e The electrodes of the crystal should point towards the nearest edge of the board to be
centered over the oven. For most of the boards this means putting the electrodes on the

small pad and the other end of the crystal on the ground plane.

e It’s difficult to solder the crystals with an iron due to the tiny size of the pads. I find it

simplest to use a heatgun.

e The crystals are not as fragile as one might think. I've had good luck detaching and
re-attaching them with a heatgun multiple times, and the only times I’ve truly broken one

were when I accidentally grabbed the crystal itself with the tweezers, instead of the housing.

D.4 Testing Data

Figure D.2: Left: an active QCTM in place in the test chamber used to take the test data in this
appendix as well as the beryllium oven investigations described in Appendix E. Right: a passive
QCTM installed in the Triangle trap apparatus at NIST. Note that they have connected their
output lines to require only one coax line out of the vacuum chamber.

D.5 Guidelines for use

The active versions need 3-5 V teed in with a bias tee (e.g., Mini-circuits ZFBT-4R2GW+)

to the signal out SMA cable. The resonant frequency can be measured with a frequency counter.



235

Power dissipation for a single active QCTM is 60 mW, and for a double active is 80 mW. While
some may worry about the additional heat load, especially in cryogenic systems, you only need to
run these while you are running your oven, which is probably dissipating quite a bit more energy.
Assembled boards can be tested by gently pressing a gloved thumb to the crystal surface - the
warmth of your thumb should shift the resonance. In order to distinguish shifts from the heat of an
oven from shifts due to plating, turn off the oven and check if the resonance comes back. This effect
can be seen in Fig. D.4.

The passive QCTMs are easier to assemble but more complicated to set up: you either need
to use a network analyzer or a phase-locked loop to monitor the shifts in the crystal frequency.
However, the savings in vacuum feedthrough lines, power dissipation, and tiny lead-free soldering

may be more than worth it.

D.6 Implementation in experiments

The Triangle trap apparatus used an active plating sensor to monitor their beryllium ovens.
Over time, the sensors eventually stopped working. When the pillbox was opened they discovered
that (due to unclear instructions on my part) the electrodes had been placed over the oven aperture
and had been plated with beryllium to the point where they electrically shorted. However, they
were able to revive both sensors by dunking the crystals into a 5% HCI solution 3-7 times for 15
seconds at a time and then rinsing with water to remove the plated beryllium and any residues.

We have also used one of the non-UHV plating sensors to determine what current was necessary

to produce neutral flux after making a few modifications to past oven designs.
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Figure D.3: The active QCTM from Fig. D.2 after running both ovens. The beryllium plating is the
circular shadow visible on both crystals. It is round because that is the shape of the aperture above
each oven in the mounting block meant to protect the electrodes (silver spots at bottom of each
crystal) from becoming so plated that they short to each other. The faint rectangular outline of each
crystal within its housing can be seen relatively clearly on the left crystal. The large components
at the bottom edge are the inductors which hang off the back edge of the board behind the oven
mount.

Figure D.4: Data collected from the QCTM shown in Fig. D.3 while running the beryllium oven at
different currents. For reference, 1.2 A is a typical loading current, and even that relatively low
flux is easily distinguishable from the baseline sub-Hz frequency drift. By comparing the resonance
before and after the oven is run, you can confirm that the sensor was plated and that the measured
frequency change was not due to heating of the crystal.
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VECSEL source for beryllium photoionization

Portions of this have appeared in [227], which focused on demonstrating the basic elements of
quantum information processing on beryllium ions using two VECSEL-based laser systems. I worked

only on the photoionization system, so only the relevant portions of the paper are reproduced here.

E.1 Introduction

Quantum information processing (QIP) technology based on atomic physics is steadily emerging
from research laboratories and moving into commercial development [228]. Often the selection
of the atomic system for a particular QIP application is determined more by the availability of
suitable lasers than by atomic properties. This is especially apparent with atomic species requiring
ultraviolet (UV) laser sources, where cost and reliability present obstacles. One important example
is the beryllium ion (?Be™), which has several properties advantageous for QIP. The low ion mass
helps to achieve high secular trapping frequencies [23], allowing for faster quantum gates and ion
transport operations [136, 229], along with stronger Coulomb-mediated coupling between ions in
separated-trap arrays [219, 230]. As a result, comparable high-fidelity two-quantum bit (qubit)

gates can typically be implemented with less laser intensity than is needed for heavier ion species
237
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[231]. Reducing laser requirements may be critical for scaling to larger processors [23, 24, 232-234]
and eventual fault-tolerant operation. Another attractive feature of "Be™ ions is the ~1.3 GHz
ground state hyperfine splitting, accessible with low-cost microwave electronics and relatively simple
antennas. Qubits stored in “Be™ hyperfine states have exhibited coherence times of several seconds
[235] and single-qubit gate errors of 2.0(2) x 107 [236]. Furthermore, two-qubit gates between *Be™
hyperfine qubits have been demonstrated with an error of 8(4) x 10=% [6], one of the lowest reported
in any physical system to date.

Beryllium QIP experiments typically use laser light at 235 nm to photoionize neutral atoms,
and at 313 nm for laser cooling, state preparation, quantum gates, and measurement. The relevant
features of the Bet energy level structure are shown in Figure E.1. Light at 235 nm is often generated
by nonlinear frequency conversion of lasers operating at 940 nm, including titanium-sapphire lasers
(both pulsed and CW) and semiconductor diode lasers [237].

Vertical-external-cavity surface-emitting lasers (VECSELs [238]) offer a promising alternative
to the approaches listed above. VECSELSs combine the advantages of external-cavity solid-state disk
lasers with those of quantum-well semiconductor lasers, and have made considerable progress over
the last decade [239]. The external cavity geometry of these lasers enables high-power and single-
frequency operation with near-diffraction-limited beam quality, in a relatively compact package.
The semiconductor gain material permits a wide tuning range and can be engineered for emission
over a broad range of wavelengths. Thanks to the long (> 10cm) high-Q cavity and the short
carrier lifetime of the semiconductor gain medium, VECSELSs operate in the so-called class A regime
having cavity photon lifetimes much longer than the upper-state lifetime of the gain medium. As
a result, unlike in solid-state lasers and many diode lasers, the laser dynamics are dominated by
the photon lifetime in the external cavity. As a result, VECSELs produce very low intensity noise
light [240] and do not suffer from relaxation oscillation. Owing to the large intracavity power and
strong gain saturation, the broad spectral pedestal due to amplified spontaneous emission that is
generally present in fiber lasers, external-cavity diode lasers, and tapered-amplifier systems is largely

absent in VECSELSs. These advantageous features have been validated by the demonstration of
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Figure E.2: Diagram of the VECSEL cavity configuration and two stages of external frequency
doubling.

VECSEL-based systems for the generation and manipulation of trapped magnesium ions [241], with
measured performance fulfilling the requirements of typical ion-trapping experiments. Although
the benefits of using VECSELs in quantum-technology applications are gaining more attention (see
for example recent publications reporting single-frequency VECSELs with sub-kHz linewidth and
140 mW single-mode output power [242], or linewidths of tens of kHz and watt-level single-mode
output powers [243, 244], targeting transitions in neutral Sr [242, 243], neutral Cd [243], and neutral
Rb [244]; a VECSEL with 22 mW single-mode output power before frequency-doubling to Yb™ ion
wavelengths has also been reported [245]), single-frequency operation at wavelengths matching Be™
ion transitions has not been demonstrated.

Here, we demonstrate a VECSEL-based system for the generating Be™ ion based on a new
implementation for a gain mirror operating at a fundamental wavelength of 940 nm, and external
frequency conversion stages to generate laser light at 235 nm. The functionality of the UV laser
is assessed in terms of its ability to create ions from neutral atoms. The work demonstrates the
versatility of VECSEL technology in fulfilling the needs of “Be* and other ion systems, and its

promise to provide practical solutions in a number of quantum-technology applications.

E.2 Laser setup

A schematic diagram of the laser system is shown in Figure E.2. The VECSEL cavity consists

of a 940 nm gain mirror and an output-coupler mirror (OC, Layertec, ~ 2 % transmission, 200 mm
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radius of curvature, 12.7mm diameter) spaced approximately 125 mm apart, giving a ~1.2 GHz
free spectral range (FSR). To provide single-frequency operation and coarse tuning, we used the
following intra-cavity elements: a Brewster-angled birefringent filter (BRF, single quartz plate, 3 mm
thickness) and an etalon (yttrium aluminium garnet, 1 mm thickness). Both these elements are
actively temperature-stabilized. For fine tuning and stabilization of the VECSEL output frequency,
the small OC mirror is mounted on a ring-shaped piezo-electric transducer (PZT) , which allows
the cavity length to be adjusted. The gain mirror is optically pumped by a high-power, multi-mode
diode laser emitting near 808 nm, which is fiber coupled and focused to produce a ~ 200 pm beam
waist (radius) on the gain-mirror surface. Gaussian or super-Gaussian pump intensity profiles with a
laser-mode-to-pump-spot ratio larger than 0.8 are typically preferred for single-mode operation [246].
Although the pump absorption band of the gain material is very broad, high-power diode lasers
emitting near 808 nm were selected, as these are readily available and relatively inexpensive, and the
gain mirror pump absorption length was optimized accordingly. The gain mirror copper heatsink is
mounted on a thermo-electric cooler (TEC) for temperature stabilization and control. The TEC
is water-cooled using a micro-channel heat exchanger and a low-vibration chiller (important for
narrow-linewidth laser operation). The VECSEL cavity components are mounted on an Invar steel
baseplate that is housed in an O-ring-sealed enclosure for stable operation. We have found that
removing intra-cavity water vapor, by including a desiccant inside the laser enclosure and purging
with dry nitrogen, improves frequency stability and output power at wavelengths where water
absorption lines are present (for example at 940 nm).

In single-mode operation of the VECSEL, coarse-range tuning (in ~ 80 GHz steps over
~ 10THz) is achieved by BRF rotation, as well as by adjusting the BRF set-point temperature
(0.1 THz—1 THz range with ~ 37 GHz/K rate). Intermediate-range tuning is achieved by tilting the
etalon and adjusting its temperature (1 GHz—100 GHz range with ~ —3 GHz/K rate, with ~ 1.2 GHz
steps). Fine tuning is achieved by adjusting the laser cavity length using the output-coupler PZT
(0.01 GHz—-1 GHz with ~ 30 MHz/V rate). By simultaneously tuning the etalon temperature and the

laser cavity length, it is possible to achieve mode-hop-free tuning ranges over several GHz, limited
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by the maximum travel of the cavity PZT.

The VECSEL gain mirror is comprised of a distributed Bragg reflector (DBR) and an active
region with strain compensation layers, quantum wells (QWSs), barrier/spacer layers, and a window
layer, arranged for resonant periodic gain (RPG). The mirror was fabricated using solid-source
molecular beam epitaxy (MBE). A general description of VECSEL gain mirror technology and
design constraints related to material systems can be found for example in [239, 247], and for specific
design details of these systems we refer the reader to the full paper this appendix is sourced from
[227].

For proper VECSEL operation, the heat resulting from pump laser absorption must be
removed and the temperature of the gain mirror must be stabilized. To this end, for the 940 nm
gain mirror we used a standard flip-chip cooling method [238] where the heat flows from the active
region through the DBR to the heat spreader. For this purpose, the as-grown gain mirror was first
diced into 2.5x2.5 mm? chips and the DBR. back surface of each chip was bonded to a 3x3x0.3 mm?
synthetic multi-crystal diamond heat-spreader. After bonding, the GaAs substrate was removed with
a combination of mechanical lapping and wet etching. An ion-beam-sputtered (IBS) anti-reflection
(AR) coating was applied to the top surface of the approximately 5 pm-thick semiconductor structure
for reduced reflection of pump and laser light and for protection of the gain chip surface. Finally,
the diamond back surface was soldered to a temperature-stabilized copper heat sink for efficient

heat extraction.

E.2.1 940 nm VECSEL

Performance characteristics of the 940nm VECSEL are shown in Figure E.3. With 14.5
W of pump power, the tuning range is ~30nm, and the slope efficiency at 940 nm is 27(1)% for
single-frequency operation. To estimate the VECSEL linewidth, we analyze the beat note signal
between the 940nm VECSEL output and that of a free-running titanium-sapphire (TiS) laser
(nominal linewidth <50kHz), with the VECSEL frequency-offset locked to the TiS laser [248]. From

the spectral width of the beat signal, we determine the linewidth of the VECSEL to be <100 kHz.
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This is considerably less than the linewidth of relevant atomic transitions and sufficiently narrow
that frequency fluctuations will not be converted to significant amplitude fluctuations by subsequent

resonant frequency doubling stages.

E.2.2 Doubling to 470 nm and 235 nm

The output of the 940 nm VECSEL is coupled into a high-power polarization-maintaining (PM)
optical fiber that delivers light to the first of two second-harmonic generation (SHG) enhancement
cavities. This 940 nm to 470 nm frequency-doubling cavity is locked to the single-frequency output
of the VECSEL using the Pound-Drever-Hall (PDH) method [249], with the sidebands generated
via electrico-optic modulation of the infrared light. Following the design by Lo and colleagues
[237], frequency doubling to 470 nm is implemented using a periodically-poled potassium titanyl
phosphate (PPKTP) nonlinear optical crystal (Raicol Crystals, 20 mm length). The performance of
the VECSEL-driven 470 nm source is shown in Figure E.5 a. With 0.48(2) W at 940 nm we obtain
0.27(1) W at 470nm. While this is more than sufficient for our application, we note that the 940 nm
power to the doubling cavity could be further increased. However, cavity-locking instabilities due to
apparent thermal lensing in the crystal prevent reliable locking above ~ 0.50 W at 940 nm|[237, 250).

The second stage of frequency doubling, from 470 nm to 235nm, is implemented using an
enhancement cavity design [237], adapted from an earlier 313 nm design [199], that uses a Brewster-
angled beta barium borate (BBO) crystal. This doubling cavity is locked using the technique
developed by Hansch and Couillaud [251]. The performance of the 235 nm frequency doubling stage
is shown in Figure E.5 b. With 0.27(1) W at 470 nm we obtain 54(3) mW at 235 nm, and a maximum
power ratio of approximately 20 %. For context, this UV power is approximately 50 times greater

than the power we typically use to photoionize beryllium atoms to load them into an ion trap.

E.3 Photoionization testing

Photoionization with the 235 nm VECSEL system was tested on a thermal beam of neutral

beryllium atoms. The thermal beam was generated by resistively heating a length of beryllium
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wire spiral-wound onto tungsten support wire. The beam was weakly collimated using a 2.5 mm
diameter aperture. Immediately downstream from the aperture, the atomic beam intersected with
a perpendicular 235 nm laser beam near-resonant with the 1Sy to 'P; transition and focused to
an intensity of ~80(20) kW /m? at the center of the atomic beam. For comparison, the saturation
intensity of this transition is ~8.7kW /m? [252]. Ions are produced by a two-photon process (see
Figure E.1 a). On resonance, the first photon excites the neutral atom to the ' P state and a second
photon excites the electron to the continuum. These ions are counted using a Channeltron electron
multiplier (CEM) (Photonis Magnum 5901 Electron Multiplier) with a bias potential of -1.7kV.
With the neutral atomic beam flux held constant, we record the ion count rate as a func-
tion of the VECSEL frequency to obtain a photoionization lineshape (Figure E.6). Maximum
photoionization rates are measured at a VECSEL frequency of 319.0200(6) THz, corresponding
to 1,276.080(2) THz in the UV, consistent with a recent precision measurement of the 1Sy to 1 Py
transition [252]. The central feature of the photoionization lineshape includes contributions from
the natural linewidth of 87(5) MHz [252], power broadening by a factor of ~2.4(3), and 1.3(2) GHz
of residual Doppler broadening from imperfect collimation of the atomic beam [253]. A Voigt model
[253] including only these mechanisms shows good agreement with the central feature. The origin of
the weak off-resonant photoionization (the broad pedestal feature of the lineshape) has not been

investigated.

E.4 Doppler spectroscopy

The same spectroscopy was performed with the 235 nm light propagating counter to the
atomic flux rather than perpendicular, in order to measure the approximate velocity distribution of
the atomic beam. Fitting the resulting curve with a thermal distribution estimates a temperature
of 1290(180) K corresponding to an approximate peak velocity of 1540(110) m/s. By correlating the
Doppler-free spectroscopy with the count rates from the plating sensors, we can estimate that < 10%
of the neutral beryllium beam is ionized in the Doppler-free configuration, and cross-referencing with

the thermal distribution and knowing the depth of our ion traps we can estimate that < 15% of the
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ionized atoms are within the trappable velocity range. These measurements confirm our suspicions
that loading surface traps from thermal sources is inefficient and produces many untrappable charged
particles, which can collide with surfaces and contribute to stray fields. Alternative strategies,
such as MOT loading [129] could potentially be helpful for species such as beryllium which feature
deep-UV photoionization light as well as high thermal velocities at the temperatures necessary to

create atomic vapor beams.

E.5 Conclusion

In summary, we have presented two widely-tunable VECSEL-based laser sources capable
of implementing tasks for quantum information processing experiments involving trapped Be™
ions. The first system generated up to 2.4 W single-frequency light at 940 nm and was frequency
doubled twice to generate 235 nm light for photoionization of neutral Be. We used this light to
perform spectroscopy on the thermal atomic beams produced by our beryllium ovens to help improve
understanding of our beryllium loading strategies.

Over more than eight months of continuous use at an output power of about 1 W, we observed
long-term power drifts at 940 nm of less than 10%. In May 2021 the M Squared Ti:Sapph that was
previously used to generated photionization light for all four beryllium experiments in the group
died and was replaced with this VECSEL. The 940 nm light from the VECSEL was threaded into
the M Squared doubler and the resulting 470 nm light is distributed to multiple UV doublers for the
different trapped-ion setups; each doubler produces a few mW at 235 nm, sufficient for producing
9Bet ions in our experiments. The frequency of the VECSEL is locked to a wavemeter.

We note that the large tuning range of the 940 nm VECSEL system presented in this work
could allow for generation of light near 313 nm by third harmonic generation [254]. The inherent
power scalability of the VECSEL design should allow the generation of higher output power [23§],
which is desirable for mitigating spontaneous emission errors associated with quantum-logic gates
using far-detuned stimulated Raman transitions[231]. Further improvements to overall system

efficiency could be achieved using intra-cavity second harmonic generation [255].
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Figure E.3: a. Single-mode output power at 940 nm as a function of wavelength with 14.5W
pump power, obtained by rotating the BRF and tuning etalon temperature at each wavelength. b.
Output power at 940 nm versus 808 nm pump power. A linear fit to the data (solid line) gives a

slope efficiency of 27(1) %. Power measurement uncertainty is 5 % and the wavelength accuracy
uncertainty is 0.002 nm.
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Figure E.4: Annotated photograph of the two doubling cavities used to convert the 940 nm light
to the 235 nm light needed for beryllium photoionization. The first cavity uses periodically-poled
potassium titanyl phosphate (PPKTP) doubling crystal, which must be temperature-controlled for
ideal doubling performance. The second cavity uses a beta barium borate (BBO) doubling crystal
which is phase-matched to the incoming light by careful adjustment of the crystal angle in the
cavity.
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Figure E.5: a. The 470nm power (blue circles), and the 470nm to 940 nm power ratio (orange
diamonds), versus the input power at 940 nm. b. The 235 nm power (blue circles) and the 235 nm to
470 nm power ratio (orange diamonds) versus the input power at 470 nm. Uncertainty in all power

measurements is 5 %.
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Figure E.6: Count rate measured by the CEM as a function of the quadrupled VECSEL (UV)
frequency detuning from 1,276.080(2) THz. The central peak is overlaid with a Voigt model. The red
points show the Doppler-free spectroscopy, which exhibits a Doppler-broadened linewidth of 1.3(2)
GHz of Doppler broadening due to the imperfect atomic beam collimation. The red line is a Voigt
model with the expected power and Doppler broadening and demonstrates good agreement with the
data. The blue points show the data from spectroscopy with the 235 nm light counterpropagating
with the atomic beam. The peak is shifted Count rate measurement uncertainty is estimated to be

4%.

Figure E.7: Diagram of the chamber used to test the beryllium photoionization efficiency of the 235
nm light, featuring a resistive beryllium oven, CEM, and two possible configurations for the laser
light: one that is nominally Doppler-free (modulo imperfect collimation of the atomic beam) and a
second with maximum Doppler sensitivity. The comparison of the ionization peaks from these two
configurations allows us to estimate the thermal velocity of the atomic beam.



	Introduction
	Mixed-species ion crystals for quantum information
	Laser-free control and entanglement
	The all-electronic qubit
	This work

	Quantum computing with trapped ions
	Rf ion traps
	Surface electrode traps
	Ion loading and transport
	Trapped ion qubits
	Motional and qubit state control
	Entangling gates
	The Cirac-Zoller gate
	Geometric phase gates


	Laser-free quantum information with trapped ions
	Laser-free spin-motion coupling
	Static gradient spin-motion coupling
	Oscillating magnetic field gradient spin-motion coupling

	Ground state cooling using laser-free spin-motion coupling
	Laser-free single ion addressing
	Laser-free gate implementations
	Static gradient
	Near-qubit frequency oscillating gradient
	Near-motional frequency oscillating gradient


	Mixed species trapped ion quantum information
	Motional modes for mixed-species ion crystals
	Sympathetic cooling
	Quantum logic
	Projective state preparation
	Quantum logic readout

	Mixed-species entanglement

	Magnesium & calcium ions
	Magnesium
	Ion production
	Micromotion compensation
	Axial stray field compensation
	Cooling
	State preparation & manipulation
	Readout

	Calcium
	Ion production
	Micromotion compensation
	Cooling
	State preparation and manipulation
	Readout

	Trap stability & loading for mixed species crystals

	Apparatus
	Vacuum chamber
	Re-entrant top viewport
	Optical access viewport modifications
	Pillbox modifications
	Bias-able mesh
	Ovens
	Vacuum pumps

	Cryostat
	High-field coils
	Shim coils
	Imaging system
	Laser systems
	Magnesium
	Calcium
	Beam pointing

	Trap
	Trap rf generation
	Rf modulation for parametric micromotion compensation

	dc voltage generation
	Microwaves
	Control system

	Effects of stray potentials on mixed-species loading and transport
	Trap geometry
	Historical loading and charging in this trap
	Calcium-only operation
	Loading
	Transport
	Shuttle loading

	Mixed-species operation
	Effects of magnesium loading on transport
	Effects of magnesium loading on merging
	Merge-free loading attempts

	Strategies for managing and mitigating stray fields
	Velocity-selective loading of magnesium
	Radical stray field mitigation strategies

	Summary of stray field effects

	Laser-free quantum logic
	Projective state preparation
	Projective state readout
	Zeeman microwaves

	Advantages of laser-free quantum logic
	Mixed-species laser-free entanglement for quantum logic readout
	Preliminary steps
	Sympathetic cooling
	Parametric mode-mode coupling
	Mode-mode coupling for quantum logic
	Faster magnesium-magnesium near-motional frequency oscillating magnetic field gradient gates
	Calcium-calcium near-motional frequency oscillating magnetic field gradient gate


	Mixed-species laser-free entangling gates
	Single-species near-motional frequency oscillating magnetic field gradient gate
	Extending the gate to multiple ion species
	Independent motional modes with added coupling
	Most complicated: non-independent motional modes with added coupling

	Simulations
	Independent motional modes, with and without coupling
	Non-independent motional modes, no coupling

	Alternate method: PHRAP-style twisting

	Conclusions & future directions
	Suggestions for improvements to this apparatus
	Suggestions for future generations of laser-free mixed-species experiments

	References
	Rebuild
	Trap
	Scatter spot testing

	Pillbox
	Trap rf
	Filterboard

	Top viewport
	Homemade viewports

	Stinger closed-cycle cryostat upgrade & operation
	Old cryostat
	Stinger cryostat
	Transitioning from the flow cryostat to the Stinger
	Cleaning cycles
	Supelco filter manifold
	Miscellaneous plumbing upgrades
	Automatic clog catcher
	Daily operation
	Cooling power measurements


	Two methods for mounting microfabricated ion traps with indium solder
	Indium soldering using NanoFoil
	Indium soldering using a hotplate
	Use in experiments

	Quartz crystal thickness monitors
	Background
	Board design
	Passive
	Active

	Soldering instructions & tips
	Supplies
	Crystal soldering tips

	Testing Data
	Guidelines for use
	Implementation in experiments

	VECSEL source for beryllium photoionization
	Introduction
	Laser setup
	940 nm VECSEL
	Doubling to 470 nm and 235 nm

	Photoionization testing
	Doppler spectroscopy
	Conclusion


