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Why are researchers proposing alternate Internet congestion control algorithms?

Standard TCP - 1 Gbps Path Between Chicago and Dublin

| Example Proposals
§ il BIC
S um}l  Avg. Throughput 218 Mbps (20% of capacity) Compound TCP
=
§ apon | CUBIC (not included in this study)
2 FAST
[
s L HSTCP
S owted iparke 6] H-TCP
5 = ]
O R ot Scalable TCP
20 e r—" pt [xlikbey
*.—.‘-"ﬂf_r:- 3 )
I:IIJ E:El ﬂIIlJ ﬂ::lil S-IIIUJ IUI:IJ Lann
Time (s)

Figure 1 from Li et al. 2007. Experimental Evaluation of TCP Protocols

for High-Speed Networks. Transactions on Networking. 15:5, 1109-1122.

Some common themes among proposals:

(1) alterations only to congestion avoidance (not initial slow start)
(2) relative to TCP: most reduce cwnd less on packet loss and all increase cwnd faster
(3) most have mode switch between TCP and alternate behavior (FAST is a notable exception)
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How are researchers evaluating proposed congestion control algorithms?

Analytical models of single long-lived flows

Blanc, A., Avrachenkov, K. and Collange, D. 2009. Comparing some high speed TCP versions under bernoulli losses. In Proceedings
of the International Workshop on Protocols for Future, Large-Scale and Diverse Network Transports (PFLDNet 2009), 59-64.

Simulation studies in small topologies

Jackson, T. and Smith, P. 2008. Building a Network Simulation Model of the TeraGrid Network. In Proceedings of TeraGrid'08.

Shimonishisi, H., Sanadidi, M. and Murase, T. 2007.“Assessing Interactions among Legacy and High-Speed TCP Protocols. In
Proceedings of the 5th International Workshop on Protocols for Fast Long-Distance Networks.

Empirical evaluations in small topologies

Li et al. 2007. Experimental Evaluation of TCP Protocols for High-Speed Networks. Transactions on Networking. 15:5, 1109-1122.

Lee, G., Lachlan, A., Tang, A. and Low, S. 2007. WAN-in-Lab: Motivation, Deployment and Experiments. In Proceedings of the 5th
International Workshop on Protocols for Fast Long-Distance Networks.
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Our study is much more comprehensive: larger topologies and wide-range of conditions

Develop MesoNet:
Reduced
Parameter DES
for TCP/IP Networks

)

Add Six Congestion
Control Algorithms
to MesoNet

Conduct

Sensitivity Analyses
of MesoNet

Verify Simulated
Congestion Control
Algorithms
Against Empirical
Results

Today’s Seminar

Design & Conduct
Simulation
Experiments

Analyze Data &
Formulate Findings

Topologies with up to 278,000 sources; backbone speeds up to 384 Gbps; loss rates between 10-° and 50%;
simulated durations of 25 — 60 mins; traffic including Web browsing and software and movie downloads;

long-lived flows; temporary spatiotemporal congestion and recovery; algorithms homogeneous and mixes of
alternates together with standard TCP; buffer sizes include RTT x C and RTT x C/sqr(n); propagation delays
from 6 to 200 ms; initial slow start threshold from 43 to 231/2

January 29, 2010

Innovations in Measurement Science

INFORMATION
TECHARDLORY
LABDRATDRY

NST



|"P§ Study of Proposed Internet Congestion Control Algorithms — Mills et al.

Infvmaar Rt gy Lt aime

Simulating large, fast networks across many conditions and congestion control
algorithms requires search-space reduction

Yir wwor Y = (X ) eeer X )
(a) 1 m = N Xa)0,...4 - nl[L,.. K

Response State-Space Stimulus State-Space

k" Model Reduction

model
restriction k( n-r1)
factor
clustering

(232) 1000_).0( 109533) [ 10% = atoms in visible universe]

SCIENTIFIC .
rl=
DOMAIN (232)64__), 0(10616) Mode_l
EXPERTISE Reduction

\

k(n-rl-r2) 232)20___> 0(10192)

2-level Domain
STATISTICAL Chesign nrir2) Analyst 220 6
EXPERIMENT OFF rpograt oons o —— 0(10°)
DESIGN experiment design Reduction
EXPERTISE 2(n-r1-r2-13) L 13=12 28___5 256
Statistician
(b) Theory of Search-space Reduction (c) Search-space Reduction Applied
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MesoNet — a 20-parameter TCP/IP Network Model

Model Reduction

e Parameter | Value Speed Relationships Speed Scaling with X3
Category Identifier ~ Name sL X3 | Router Class | Speed X3=800 | X3=1600
X1 T | s2 4 Backbone s1 x BBspeedup 1600 3200
ez s3 10| PoP s1/s2 400 800
. BBspeedup 2 N-Class s1/s2/ s3 40 80
Network X2 Propagation Delay Bfast 2| FClass s1/ 52/ 53 x Bast 80 160
Configuration X3 Network Speed Bdirect 10 D-Class s1/s2/ s3 x Bdirect 400 800
X4 Buffer Provisioning N B 8% .
X5 Number of Sources & Receivers O ¢ S P
[ONN{€] L Kad
. - - H‘ﬂ‘o N\ \,
Sources & X6 Distribution of Sources
: | [0
Receivers X7 Distribution of Receivers o @° o
X8 Source & Receiver Interface Speeds o
a . @
X9 Think Time o
E1b. .
X10 Patience .
X11 Web Object Size for Browsing o«'Q.* °
User
Behavior X12 Proportion & Sizes of Larger File
Downloads
X13 Selected Spatiotemporal Congestion 090 [ C
X14 Long-lived Flows
X15 Con g estion Control Al g orithms Class #routers | srcsfrouter | #srcs %zrc rcvrslrroute #revrs | %%6revrs I;I:Sv;/ %flows
Protocols X16 Initial Congestion Window Size Neclass | 122 % 10080 | 316 o60 | 117120 | us3 ::‘;'m”s ZZ:
-TIows .
X17 Initial Slow Start Threshold | FE-flows 24
F-class 40 540 21,600 62.2 120 4,800 3.9
Simulation & X18 Measurement Interval Size DN-flows | 61
Measurement ; ; : D-class 8 270 2160 | 6.2 120 960 08 DF flows o7
Sl X19 Simulation Duration DD-flows 0.05
X20 Startup Pattern
January 29, 2010 pivmpiapebliad
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Factor-> x1

Condition

1 -1
2 +1
3 -1
4 +1
5 -1
6 +1
7 -1
8 +1
9 -1
10 +1
11 -1
12 +1
13 -1
14 +1
15 -1
16 +1
17 -1
18 +1
19 -1
20 +1
21 -1
22 +1
23 -1
24 +1
25 -1
26 +1
27 -1
28 +1
29 -1
30 +1
31 -1
32 +1

Resolution IV design — no main effects are confounded with two-term interactions

Experiment Reduction

Adopt 2-Level Orthogonal Fractional Factorial Designs

Sample 2°4 design

x2
-1
-1
+1
+1
-1
-1
+1
+1
-1
-1
+1
+1
-1
-1
+1
+1
-1
-1
+1
+1
-1
-1
+1
+1
-1
-1
+1
+1
-1
-1
+1
+1

x3
-1
-1
-1
-1
+1
+1
+1
+1
-1
-1
-1
-1
+1
+1
+1

-1
-1
-1
-1
+1
+1
+1
+1
-1
-1
-1
-1
+1
+1
+1
+1

o
PR PR RPP PR

+1
+1
+1
+1
+1
+1
+1

x5

Vo
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+ 4+ 4+ ++ + ++++++ ++ 4+ + 0
PR PRRPRPRPRPRRPRPRPPRPRRRRERPR

x7
N
+1
+1
+1
+1

+1
+1

+1

+1

+1
+1

+1
+1

+1

+1

+1

x9
+1
+1

+1
+1

+1

+1
+1
+1
+1
+1

+1

+1

+1
+1

+1

+1

Sample experiment using 9 parameters

POnNE

Selected appropriate n = 2kP design template
Select two values for each parameter
Substitute parameter levels in template

Fix remaining (11) model parameters

Probes combinations with balance and orthogonality

All 32: 1_6
R
A7 x,

16 Balance
8
6 Orthogonality

2-Level Designs Support Convenient Data Analysis Techniques
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Study of Proposed Internet Congestion Control Algorithms — Mills et al. Experiment Reduction

Adopt 2-Level Orthogonal Fractional Factorial Designs

Sample 2% design instantiated Sample experiment using 9 parameters

Factor-> X2 X3 X4 X5 X7 X9 X11 X12 X15
Condition - -- - - - -- - -- --
1 1 800 05 3 07 5000 100 0.04/0.004/0.0004 0.7 . .
2 I 10 05 2 03 500 100 004000400004 03 1. Selected appropriate n = 2P design template
3 2 800 05 2 07 5000 100 0.02/0.002/0.0002 0.3
4 2 1600 05 3 03 5000 100 0.02/0.002/0.0002 0.7 2. Select two values for each parameters
Sl me b2 08 5000 100 002000200002 07 3. Substitute parameter levels in template
6 1 1600 1 3 07 5000 100 0.02/0.002/0.0002 0.3
7 2 800 1 3 03 5000 100  0.04/0.004/0.0004 0.3 4. FiXx remaini ng (11) model parameters
8 2 1600 1 2 07 5000 100 0.04/0.004/0.0004 0.7
9 1 800 05 3 03 7500 100 0.02/0.002/0.0002 0.3
10 1 1600 05 2 07 7500 100 0.02/0.002/0.0002 0.7 . . -
b ) w0 05 2 o8 700 100 004000400008 07 Fixed values assigned to remaining parameters
12 2 1600 05 3 07 7500 100 0.04/0.004/0.0004 0.3 -
13 1 800 1 2 07 7500 100  0.04/0.004/0.0004 0.3 Parameter | Assigned Value
14 1 1600 1 3 03 7500 100 0.04/0.004/0.0004 0.7 X1 Abilene Topology (Backbone: 11 routers and 14 links; 22 PoP routers; 139 Access routers)
15 2 800 1 3 07 7500 100 0.02/0.002/0.0002 0.7
16 2 1600 1 2 03 7500 100 0.02/0.002/0.0002 0.3 X6 probNs = 0.1, probNsf = 0.6
17 1 800 05 2 03 5000 150  0.02/0.002/0.0002 0.3 X7 probNr = 0.6, probNrf = 0.2
18 1 1600 05 3 07 5000 150  0.02/0.002/0.0002 0.7 —— -
19 2 800 05 3 03 5000 150  0.04/0.004/0.0004 0.7 X10 0 (all users have infinite patience)
20 2 1600 0.5 2 0.7 5000 150 0.04/0.004/0.0004 0.3 X13 Jon =1; Joff = 1; Jx = 1 (no explicit spatiotemporal congestion)
21 1 800 1 3 07 5000 150  0.04/0.004/0.0004 0.3 -
22 1 1600 1 2 03 5000 150  0.04/0.004/0.0004 0.7 X14 no long-lived flows
23 2 800 1 2 0.7 5000 150 0.02/0.002/0.0002 0.7 X16 initial cwnd = 2 (default Microsoft Windows™ value)
A AR NN e e
26 1 1600 05 3 03 7500 150  0.04/0.004/0.0004 0.3 X18 M =200 ms
27 2 800 05 3 07 7500 150  0.02/0.002/0.0002 0.3
28 2 1600 05 2 03 7500 150  0.02/0.002/0.0002 0.7 X19 MI = 18,000 (x 2 M =) 3600 s
29 1 800 1 3 0.3 7500 150 0.02/0.002/0.0002 0.7 X20 prON =0.25, prONsecond = 0.08, prONthird = 0.17
30 1 1600 1 2 07 7500 150  0.02/0.002/0.0002 0.3
31 2 800 1 2 03 7500 150  0.04/0.004/0.0004 0.3 baseSources = 100
32 2 1600 1 3 07 7500 150  0.04/0.004/0.0004 0.7

Scale experiment up to a larger faster network simply, e.g., multiply X3 values by 10 and set baseSources = 1000
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Summary of Our Experiments Comparing Congestion Control Algorithms

How do the algorithms react to and recover from spatiotemporal congestion?

Experiment #1a — Large (up to 278,000 sources), Fast (up to 192 Gbps backbone) network; Web browsing;
25 minutes simulated; 3 Time Periods; large (232/2) initial slow-start threshold (sst);
all sources use same alternate congestion control algorithm

Experiment #1b — Same as #1a except smaller (up to 27,800 sources), slower (up to 28.8 Gbps backbone)
network; low (100) initial sst

How do the algorithms improve flow throughputs and affect TCP flows?

Experiment #2a — Small (up to 26,085 sources), Slow (up to 38.4 Gbps backbone) Network; Web browsing
plus downloading software and movies; 60 minutes simulated; large (232/2) initial sst ;
some sources use standard TCP and some use alternate congestion control algorithm

Experiment #2b — Same as #2a except low (100) initial sst

Experiment #2c — Same as #2a except larger (up to 261,792 sources), faster (up to 384 Gbps backbone)
network

January 29, 2010
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x1 - All experiments used the same three-tier topology based on the Abilene backbone

A2a  A2b

Kla Kib

12a 12b

o 12 g

11 12¢
OO OO

® cof @ 6200 e G2g 11b O
I11a

O @ O G2a O

e
b1b p2b O O Dze zb .. Fig @ Ory
Dilc Did He O O 4 er
Fid reFif Fa O O 2d
Router Type Number F2b F2c
Backbone 11
PoP 22 _
All flows transit
D-class Access 6
F-class Access 28 the backbone
N-class Access 105
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O
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O
w OO Jle
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O
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QO Hf
H2c H2d Hze
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Path Class Flow Classes Traffic Class
Very Fast (VF) | DD-flows
DF-flows
Fast (F) ]
FF-flows Web-centric
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NN-flows Peer-2-Peer
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Tier 4 is Sources and Receivers

Too Slow (reactive sources only)

Source Behavior
Select Think Time

(Exponential Distribution)

Too Long

(reactive sources only)

Select Think Time

(Exponential
Distribution)

(Exponential Distribution)

Think Time Expired

Thinking -—0

Select Receiver &
File Size (Pareto Distribution)

Sending

Select Receiver &
File Size (Pareto Distribution)

Finished

Select Think Time

(Exponential Distribution)

For simplicity, the state diagram omits a flow connection phase that occurs prior to sending, and also the potential for connection
failure after which a source reenters the thinking state
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Algorithms Compared

Parameters Varied (OFF 26-1)

Identifier Label Name of Congestion-Avoidance Algorithm Parameter  Definition PLUS (+1) Value Minus (-1) Value
1 BIC Binary Increase Congestion Control X2 Propagation Delay Multiplier 2 1
2 CTCP Compound Transmission Control Protocol x3 Network Speed 8000 p/ms 4000 p/ms
3 FAST Fast Active-Queue Management Scalable x4 Buffer Sizing Algorithm RTTx C RTT x C /sqr(n)
Transmission Control Protocol x6 Source Distribution Uniform(.33/.33/.33) Skewed(.1/.6/.3)
4 HSTCP High-Speed Transmission Control Protocol X9 Avg. Think Time 5s 25s
5 HTCP Hamilton Transmission Control Protocol x11 Avg. Size for Web Object 100 packets 50 packets
6 Scalable | Scalable Transmission Control Protocol baseSources = 1000
7 TCP Transmission Control Protocol (Reno) Parameters Fixed
x5 Number Sources | 2 (baseSources = 1000)
X7 Receiver Dist. 0.6/0.2/0.2
S . x8 Prob. Hfast 04
cenario x10 | UserPatience infinite
|l >l .
I Record Selected Totals g x12 | LargeFiles Fp=0.1Fx =10
Start 10 mins. 15 mins. 20 mins. 25 mins. x13 ST Congestion JOI’]ZO.G;JOff:O.g;JX::LOO
Warm up Period Time Period 1 | Time Period 2 Time Period 3
| | x14 | Long Flows 3
x15 | Algorithm Appropriate One
S e * Hows eween || ransirs Bemeen || Tt and Long: x16 | Initial cwnd 2 packets
and Documents Designated Sites Designated Sites .
x17 | Initial sst 2312 packets
x18 | MI 200 ms
x19 | Duration 25 mins.
x20 | Startup Pattern 25%;8%;17%:;50%

January 29, 2010
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Domain View of Experiment #1a

Router Speeds Congestion Conditions

Router PLUS (+1) Minus (-1) 06
Backbone 192 Gbps 96 Gbps 05|
POP 24 Gbps 12 Gbps o Max. = 0.0018
Normal Access 2.4 Gbps | 1.2 Gbps ¢ 040
Fast Access 4.8 Gbps | 2.4 Gbps é 03 1 c
Directly Connected Access 24 Gbps 12 Gbps g .
E 024 ™
Propagation Delays 01 R e
i Avg Max ot N L= M—
PLUS(+1) 12 81 200 12 8 20 2 3226 3 14 4 1527 9 161028 111824221917 6 1 29 7 30 5 2523133121
Condition
Minus ¢1) 8 4 100 N =none, L = Low, M = Moderate, C = Congested

Number of Sources

PLUS (+1)

Minus (-1)

278,000

174,600

224 Total Runs (32 conditions x 7 algorithms)

Statistic

Flows Completed

Data Packets Sent

Router Buﬂ:er Slzes Avg. Per Condition 74,033,116 6,912,373,746
PLUS (+1) Minus (-1) Min. Per Condition 40,966,013 3,146,870,571
Router Min Avg Ma Min | Avg | Max Max. Per Condition 154,914,953 11,917,420,154
Backbone | 325528 | 732,437 | 1,302,110 | 1,153 | 2,606 | 4,654 Total All Runs 16,583,418,069 | 1,548,371,719,084
POP 40,691 | 91,555| 162,764| 221| 505 908
Access 6,470 | 14,557 25,879 91| 207 369
INFORMATION
January 29, 2010 _ 14 FECHADLOEY
Innovations in Measurement Science caserarony NJIST




’.’? Study of Proposed Internet Congestion Control Algorithms — Mills et al. Design for Experiment #1

Infvmaar Rt gy Lt aime

Selected Response Measurements for Experiment #1

Macroscopic Behavior

Response Definition

y42 Average number of connecting flows

yl Average number of active (i.e., connected) flows

y43 Average number of active flows in initial slow start

y44 Average number of active flows in normal congestion-control mode
y45 Average number of active flows in alternate congestion-control mode
y3 Average packets output per measurement interval

y5 Average flows completed per measurement interval

y6 Average retransmission rate

y7 Average smoothed round-trip time (SRTT)

y8 Average round-trip queuing delay

y2 Average congestion-window increases per active flow

y4 Average congestion window per active flow

Aggregate Measures

Response Definition

Tyl Aggregate packets input

T.y2 Aggregate packets output

T.y3 Aggregate flows connected

T.y4 Aggregate flows completed

T.y5 Average SYNs sent per flow

January 29, 2010
Innovations in Measurement Science

Goodput on Flow Classes

Response Definition

y9 Average goodput (pps) for DD flows
y13 Average goodput (pps) for DF flows
y21 Average goodput (pps) for FF flows
y17 Average goodput (pps) for DN flows
y25 Average goodput (pps) for FN flows
y29 Average goodput (pps) for NN flows

Goodput on Long-Lived Flows

Response Definition

y33 Average goodput (pps) for the long-distance flow (L1)

y34 Average goodput (pps) for the medium-distance flow (L2)

y35 Average goodput (pps) for the short-distance flow (L3)

Buffer Utilization on Selected Routers

Response Definition
y36 Average buffer saturation for router BOa
y37 Average buffer saturation for router COa
y38 Average buffer saturation for router EQa
y39 Average buffer saturation for router FOa
y40 Average buffer saturation for router 10a
y4l Average buffer saturation for router KOa
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15

10

15

10

15

10

15

10

Cluster Analyses Over All Macroscopic Responses

Condition 1 Condition 2 Condition 3 Condition 4 Condition & Condition 6 Condition 7 Condition 8
15 15 15 15 15 15 15
3 3 3 3 3
10 10 10 10 10 10 10
ﬂ 5 5 W 5 5 5 5 5
0 0 0 0 0 0
4725163 5673214 2346175 4612573 1247563 2574163 4726513 2613754
Condition 9 Condition 10 Condition 11 Condition 12 Condition 13 Condition 14 Condition 15 Condition 16
15 15 15 15 15 15 15
3 3 3 3 3 3
10 10 10 10 10 10 10
5 5 5 5 ) H ﬂ: ) )
0 0 0 0 0 0 0
1642573 2745613 2561473 1234567 24716463 4517623 2764153 1467623
Condition 17 Condition 18 Condition 19 Condition 20 Condition 21 Condition 22 Condition 23 Condition 24
15 15 15 15 14 14 — 14
3 3 3 3 3 3 3
10 10 10 10 10 10 10
il i 5 5 il
0 0 0 0 0 0 0
1627453 2745163 2745163 165652437 14276453 2546713 4521763 2475613
Condition 25 Condition 26 Condition 27 Condition 28 Condition 29 Condition 30 Condition 31 Condition 32
15 15 15 15 15 15 15
3 3 3 3 3
10 10 10 10 10 10 10
’JTH:H 5 5 5 5 5 5 5
0 0 0 0
16275473 3761462 1723546 2461673 24617563 24656713 2574613 23756146

January 29, 2010
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‘P? Study of Proposed Internet Congestion Control Algorithms — Mills et al. Analysis for Experiment #1

Each Response Subjected to Detailed Analysis

Plot Character = Algorlthm :
0.05 — (Min, Max) Raw Resbonse for Y6 {0 0. 520089) ! ! !

0.04 — ! RetranS!rrHSSlon Rate ! ! ! 13
. ! ! ! ! ' ! —_13!1'113
© — : ! : : : L3 :
> 0.03 . ! . . . 3/|3 .
. i . . . . . N .
LE 1 1 1 1 1 — — 3 1
c — : X : : = X :
m 0.02 ] 1 ] ] | 3 3 3 3 1 ]
[} ] | 3 ' |
= : : . ; :
5 001 e e | |
= _ . . . . .
=] 1 1 1 1
c A |
R ool i
0 ' T I‘ !‘ ' s 1 |
= . | | | | LACALIE G RS
g ] ! ' ! ! =13 5 5= il
2 -0.01 | | | | | —RIETE 5| |8
© . . . . . . = E
o N | ! | | | ! o 1|5
S .0.02 — ! : ! ! ! ! I
n I 1 I I I 1 I
m D G I T T S T R R T T S + + -+ o+ -
& X2: '+ + + - $ + + - + L - 4+ 4 4 1+ - + + + - , + + - -
) & e I T I T S TS S N N s
X4: ' # = = = 4+ - F F F o+ o+ - . - S Ik T
X5: ' = -k o w koL - o .k -+ + + + - k- ko
X6: @ + + + + + + - + + . 4 + -+ . T N T
1 | | | 1 |
4 1 -1 1 & 6 3 1 6 3 3 3.3 3 3 3.3 3 3 3 3 3 3 i o 2 o o a1 o o || outliers
A. 1. 1. 1. -6 5. 5. -5, -4 -d. -4 -4 -4 -4 -d -4 -3 B D -2 D 2 DD -p -0 D DD 4 D D
' 4. 1. 1. 1. 95 68 51 43 63 41 108 48 B6 66 198 35 13 11 26 31 18 27 15 9 17 42 22 43 15 30 7 62
A 4. 1. 1. 17162212182:22122 2 22212221212122222221212223 232222232223
|123202$32423271u141s1523$115- 13214 9 25 13 3 22 5 17 31 28 21 29

Conditions
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Study of Proposed Internet Congestion Control Algorithms — Mills et al. Analysis for Experiment #1

All Detailed Analyses Reflected in Condition-Response Summary

Factor Response Variable
123456 12345[d7 83 10111213141516 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45
1 33 3433 3 (3 3 3 |3 3 |3 3 1 5 333
2| 4 - - - - 4 1 2
3| -+ - + 1
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|"P§ Study of Proposed Internet Congestion Control Algorithms — Mills et al. Analysis for Experiment #1

Filters Applied to Condition-Response Summaries
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Experiment #1b (smaller, slower network and low initial sst and added FAST-AT)

Router Speeds

Retransmission Rate

Router PLUS (+1) Minus (-1)
Backbone 28.8 Gbps | 14.4 Gbps
POP 3.6 Gbps 1.8 Gbps
Normal Access 360 Mbps | 180 Mbps
Fast Access 720 Mbps | 360 Mbps
Directly Connected Access 3.6 Gbps 1.8 Gbps
Propagation Delays
Min Avg Max
PLUS (+1) 12 81 200
Minus (-1) 6 41 100
Number of Sources
PLUS (+1) Minus (-1)
27,800 17,460
Router Buffer Sizes
PLUS (+1) Minus (-1)
Router Min Avg Max Min | Avg Max
Backbone | 48,830 | 109,866 | 195,317 | 547 | 1,236 | 2,208
POP 6,104 13,734 24,415 105 240 431
Access 971 2,184 6,104 44 99 105

January 29, 2010
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256 Total Runs (32 conditions x 8 algorithms)

Flows Data
Statistic Completed Packets Sent
Avg. per condition 8,329,266 897,379,391
Min. per condition 4,329,268 380,349,161
Max. per condition 16,729,532 1,749,461,097
Total all runs 2,132,292,096 229,729,124,182
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Study of Proposed Internet Congestion Control Algorithms — Mills et al. Design for Experiment #2a/2b

v ey s
Algorithms Compared Parameters Varied (OFF 2%4)
Identifier Label Name of Congestion-Avoidance Algorithm Parameter _ Definition PLUS (+1) value Minus (-1) Value
1 BIC Binary Increase Congestion Control x2 Propagation Delay Multiplier 2 !
. x3 Network Speed 1600 p/ms 800 p/ms
2 CTCP Compound Transmission Control Protocol
- x4 Buffers (RTT x C x Qfactor) Qfactor =1 Qfactor=0.5
3 FAST Fast AcFlve_:-Queue Management Scalable 5 Source Multiplier 3 5
Transmission Control Protocol
FAST with - Enabled x8 Probability of Fast Source 0.7 0.3
4 FAST-AT with a-tuning Enable X9 Avg. Think Time 75s 5s
5 HSTCP High-Speed Transmission Control Protocol x11 Avg. Size for Web Object 150 packets 100 packets
6 HTCP Hamilton Transmission Control Protocol x12 Probability of Large Files Fp=0.04;Sp=0.004;Mp=0.0004 | Fp=0.02;Sp=0.002;Mp= 0.0002
7 Scalable | Scalable Transmission Control Protocol x15 Probability of Alternate Alg. 0.7 03

baseSources=100 & File Size Multipliers: Fx=10;Sx=1000;Mx=10,000

24 Flow Groups

Identifier Path Class Interface Speed File Type P aram ete rS F IXe d
1 VERY FAST FAST Movie
2 VERY FAST NORMAL Movie Parameter Definition Value
3 FAST FAST Movie
4 FAST NORMAL Movie X6 Source Distribution .1/.6/.4
5 TYPICAL FAST Movie
6 TYPICAL NORMAL Movie X7 Receiver Distribution .6/.2.1.2
7 VERY FAST FAST Service Pack
8 VERY FAST NORMAL Service Pack x10 User Patience infinite
9 FAST FAST Service Pack
10 FAST NORMAL Service Pack x13 Spatiotemporal Congestion none
1 TYPICAL FAST Service Pack
12 TYPICAL NORMAL Service Pack x14 Long -Lived Flows none
13 VERY FAST FAST Document
14 VERY FAST NORMAL Document X16 Initial cwnd 2 pac kets
15 FAST FAST Document
16 FAST NORMAL Document x17 Initial sst #2a (2°%/2) or #2b (100)
17 TYPICAL FAST Document
18 TYPICAL NORMAL Document X18 Meas Int Slze 200 ms
19 VERY FAST FAST Web Obiject
Gl VERY FAST NORMAL Web Object x19 Simulation Duration 60 mins
21 FAST FAST Web Object
2 EAST NorwaL | wieh Objct x20 Startup Pattern 50%;8%;17%;50%
23 TYPICAL FAST Web Obiject
24 TYPICAL NORMAL Web Obiject
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Iq‘*? Study of Proposed Internet Congestion Control Algorithms — Mills et al. Design for Experiment #2a/2b
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Domain View of Experiment #2a/2b

Router Speeds Congestion Conditions

Router PLUS (+1) Minus (-1)
0.03
Backbone 38.4 Gbps | 19.2 Ghps Min = 2 in 10,000 Max = 2.5 in 100
POP 4.8 Gbps | 2.4 Gbps 0.025 |* C1 «— C2 —C3—C4 2 C5+C6—
Normal Access 480 Mbps | 240 Mbps
Fast Access 960 Mbps | 720 Mbps : %
Directly Connected Access 4.8 Gbps | 2.4 Gbps ﬁ% 0.015 #2a
e high sst
. ¢ o0.01
Propagation Delays
Min Avg Max 00031
PLUS (+1) 12 81 200 N ___........(.llll
Minus(_l) 6 41 100 16 8 24 32 28 12 4 20 14| 6 30 22 15 2 1031 23 26 11 3| 7 13 5 18 27 9 29 2517 1 19 21
Condition
0.030
Number of Sources Min = 4 in 1,0000,000 Max = 2.2 in 100
. C1 e Cc2 e C3—+—C4—>+C5>+C6—
PLUS (+1) Minus (-1) 0.025 1
26,085 17,355
f‘é 0.020
24
Router Buffer Sizes fous  #2b
low sst
X2 10 X2 o5 & 0.010-
Router Min Avg Max Min Avg Max
Backbone | 65,105 | 146,487.30 | 260,422 | 32,553 | 73,243.50 | 130,211 0.005 -
POP 8,138 | 18,310.75 32,553 | 4,096 9,155.25 16,276 l I I
Access 1204 291160| 5176| 647| 145582] 2,588 0.000 +———r— = =m0 00 AR
16 8 24 12 32 28 4 143020 6 22 15 2 103123 11 3 26 7 13 5 18 27 9 29 25 17 1 19 21

Condition

January 29, 2010 | 2 TTD e
Innovations in Measurement Science casararory NJIST



[?ﬁ Study of Proposed Internet Congestion Control Algorithms — Mills et al. Design for Experiment #2

Selected Response Measurements for Experiment #2

Macroscopic Behavior : -
ceeponse befnion P 0Eﬁ;ompuifed frolm tlmel series
yl Average number of active flows
y2 Average number of flows in initial slow-start 0.5 |
y3 Average number of flows using normal congestion avoidance
y4 Average number of flows using alternate congestion avoidance g 0ol mean = 0.018 B
y5 Average number of flows attempting to connect p
o
é 0.031 ]
g
Average size of congestion window per flow E 0.02 ]
Average number of congestion-window increases per flow per measurement
interval 001" giscard first retain second _
30 rnlins. | 30 mir?s.
0
0 5000 110* 15-10* 2.10*
Time

48 Goodput Measures (2 Per Flow Group x 24 Flow Groups)

Response Definition

y2(u) Avg. Goodput (pps) for flows using alternate algorithm

y16(u) Avg. Goodput (pps) forflows using standard TCP

January 29, 2010 | 23 TTD e
Innovations in Measurement Science casararory NJIST




’.’? Study of Proposed Internet Congestion Control Algorithms — Mills et al. Analysis for Experiment #2
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Experiment #2 Uses Analysis Techniques from Experiment #1 and Additional Techniques

Comparative Goodput bar graphs

VF-F VF-F
60000 1 . . Legend
50000 | 06 | R
' B cTCF
40000 | [ 3: FAST
oon e | | T4 FASTAT
o 5 HSTCP
20000} | BN - HTCP
) -?: Scalabla
10000 | 0.2
0 - | 0 I
ya(u) wi16{u) v2{u) y15{u)
Goodput (pps) Goodput (% max)

Flows transferring movies on very fast paths with fast interface speeds (low sst)
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Principal Components Analysis of Goodputs (high sst)

2 T T

T T

+ BIC

+ CTCH

+  FAET

@ FAZT-AT
HITCF

+  HTCF
Scalahle

x2: Propagation Delay
x3: Network Speed
x11: File Size

Frincipal Component 2

| |
a 1
Prncipal Component 1

Group 1: lower network speed
Group 2: higher network speed, longer propagation delay (above line smaller file size, below line larger file size)
Group 3: higher network speed, shorter propagation delay (above line smaller file size, below line larger file size)

Suggests that under high initial sst congestion control algorithm not significant
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Movies transferred

on very fast paths

with fast interface speeds
and high initial sst

Under many conditions Scalable, HSTCP and BIC flows achieve higher goodput than TCP flows
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Histograms of Avg. Goodput differences between alternate flows and TCP flows
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Under higher congestion Scalable, HSTCP and BIC flows achieve higher goodput than TCP flows
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Analysis for Experiment #2
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Goodput rank matrix — CTCP flows under high initial sst
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Analysis for Experiment #2
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Goodput rank matrix — TCP flows competing with CTCP flows under high initial sst
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Average and Standard Deviation in Goodput Ranks

high initial sst low initial sst
g 14 ®
< 12 @SCALABLE = 4 eLTCP ® FASTAT
z g
5 1 £ 12
5 €
g 0.8 - @FAST §_ & SCALABLE
8 FAST-AT S 0.8 -
8 e * s 08 ® HSTCP
= ¢ BIC £
S s g 067 ® BiC & CTCP
3 & HSTCP .‘g 0.4 -
o o
T . a
g 02 T 0.2-
< 3
é;l‘; u T T T 1 % u T T T 1
3 3.5 4 4.5 5 & 3 3.5 4 4.5 5
Average Goodput Rank for All Flows Average Goodput Rank for All Flows

CTCP achieves relatively high ranking Goodput for its flows and competing TCP flows

January 29, 2010 | 30 TTD e
Innovations in Measurement Science casararory NJIST



|"P§ Study of Proposed Internet Congestion Control Algorithms — Mills et al. Design for Experiment #2¢

Domain View of Experiment #2¢ — Repeat #2a with larger, faster network

Router Speeds

Retransmission Rate

Router PLUS (+1) Minus (-1)
Backbone 384 Gbps | 192 Gbps
POP 48 Gbps 24 Ghps
Normal Access 4.8 Gbps | 2.4 Gbps
Fast Access 9.6 Gbps 7.2 Gbps
Directly Connected Access 48 Gbps 24 Gbps
Propagation Delays
Min Avg Max
PLUS (+1) 12 81 200
Minus (-1) 6 41 100
Number of Sources
PLUS (+1) Minus (-1)
261,792 174,600
Router Buffer Sizes
X2 10 X2 o5
Router Min Avg Max Min Avg Max
Backbone | 651,055| 1,464,874| 2,604,219 | 325527 | 732,437 | 1,302,109
POP 81,382 | 183,110 325528 40,691| 91,555 162,764
Access 12,939 29,113 51,757 6,469 | 14,556 25,878
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Utility and Safety

1. Increase rate: How quickly can the maximum transmission rate be achieved?

2. Loss/Recovery processing:
a. How much does the protocol reduce transmission rate upon a loss?
b. How quickly does the protocol increase transmission rate after a reduction?

3. Fairness: How well do standard TCP flows do when competing with alternates?

4. Utility bounds: Under what circumstances can alternate congestion control
algorithms provide improved user goodputs?

5. Safety: Will widespread deployment of alternate algorithms induce undesirable
macroscopic characteristics in the Internet?
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Increase Rate

» Assuming low congestion, setting of initial sst is a key factor
= High initial sst — all algorithms (standard TCP included) achieved maximum
transmission rate with the same (exponential) quickness
= Low initial sst — alternate algorithms achieved maximum transmission rate
more quickly than (linear) increase of standard TCP

» Under heavy congestion, setting of initial sst matters little because initial
slow start terminates upon first packet loss and a flow enters congestion
avoidance, where loss/recovery processing determines goodput

INFORMATION
TECHARDLORY
¥ LABDRATORY

January 29, 2010

: ) ) 33
Innovations in Measurement Science

NST



e
|
O? Study of Proposed Internet Congestion Control Algorithms — Mills et al.

9

Infvmaar Rt gy Lt aime

Loss/Recovery Processing

» One group of algorithms (Scalable TCP, BICt and HSTCP) reduce transmission

rate less than standard TCP after a packet loss
= Unfair to TCP flows and to new flows using alternate algorithms

» Another group of algorithms (CTCP, FAST and FAST-AT) reduce transmission

rate by Y2 following a loss (HTCP is a hybrid with reduction between 20 and 50%)
» These algorithms seek to obtain higher goodput by increasing transmission rate
more quickly than standard TCP (the rate of increase varies with the algorithm)
= HTCP reverts to TCP congestion avoidance for 1 s after each loss, which
can lead to lower goodputs than other alternate algorithms

» Under extreme spatiotemporal congestion, most alternate algorithms have
a low-window threshold and revert to standard TCP congestion avoidance

procedures (giving no advantage to alternate procedures)
» FAST and FAST-AT do not use TCP congestion avoidance under any
conditions, which can lead to oscillatory behavior and increased loss rates

INote that on repeated losses occurring close in time, BIC can reduce cwnd substantially more than
standard TCP — thus, on paths with very severe congestion TCP can provide higher goodput than BIC

INFORMATION
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Fairness

» All alternate algorithms take steps to provide improved goodput over TCP — thus
comparing fairness must consider relative performance of TCP flows when
competing with flows using each of the alternate algorithms

» We found CTCP, HTCP and FAST-AT to be most fair to TCP flows
= Under low initial sst FAST-AT is more unfair because of its quick increase in rate
= |njecting more FAST-AT packets induced more losses in TCP flows, which could
recover only linearly

» We found Scalable TCP, BIC and FAST to be most unfair to TCP flows
= Established Scalable and BIC flows (on large files) tended to maintain higher
transmission rates than TCP flows after losses, while FAST recovered more quickly,
and these alternate algorithms induced more losses in TCP flows

» HSTCP appeared moderately fair to TCP flows, especially under conditions of
lower congestion and under low initial sst — HSTCP appeared unfair under
conditions of heavy congestion

» We found that Scalable TCP, BIC and HSTCP are also unfair to competing

flows that are newly arriving

January 29, 2010
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Utility Bounds

» We found that alternate congestion control algorithms could provide increased
utility (goodput) for users — however, this utility would be arise only under

a specific combination of circumstances
= Flow’s rwnd must not be constraining flow transmission rate
= Flow’s initial sst must be relatively low
= Flow must be transferring a large file
= Flow’s packets must be transiting a relatively uncongested path (i.e., experiencing
only sporadic losses) or else users must be willing to tolerate marked unfairness
in trade for increased gooput

» How likely is this combination of circumstances on a given Internet flow?
= Certainly possible to engineer a network, or segments of a network, to provide
specific users with improved goodput over TCP
= We suspect a rather low probability for such circumstances to arise generally
in the Internet

» We conclude that alternate congestion control algorithms can provide improved
user goodput — however, most users seem unlikely to benefit very often
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Safety

» We can answer this only in part — additional cautionary findings may be possible
=  We simulated either homogeneous networks where all flows used one
congestion control algorithm or mixes of TCP flows competing with flows
using one alternate algorithm at a time
= The real Internet could contain a mix of many different types of congestion algorithm

» For most algorithms we studied, under most conditions, we found little
significant change in macroscopic network characteristics

» FAST and FAST-AT are exceptions to this general finding

= Under high spatiotemporal congestion, where there were insufficient buffers to
support flows transiting specific routers, FAST and FAST-AT entered an oscillatory
behavior where the flow cwnd increased and decreased rapidly with large
amplitude

= Under such conditions the network showed increased loss and retransmission rates,
a higher number of flows pending in the connecting state and a lower number
of flows completed over time

» We recommend the need for additional study of FAST and FAST-AT prior to
widespread deployment and use on the Internet
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Characteristics of Individual Alternate Algorithms

1. Implementation complexity: How much code required to implement an algorithm?

2. Activation trigger: What causes a flow to switch from standard TCP congestion
avoidance to alternate procedures?

3. Goodput latency: What is the time required for a flow to achieve maximum
transmission rate?

4. Recovery latency: What is the time required for a flow to recover maximum
transmission rate after a period of congestion (with sustained losses)?
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Characteristics of Individual Alternate Algorithms

Algorithm Implementa_ltion Acti_vation Goodput Recovery
Complexity Trigger Latency (avg) Latency (avg)
BIC high 14 packets 18.8 s 71.3s
CTCP moderate 41 packets 79s 29s
FAST low none 3.7s 6.6s
FAST-AT moderate none 3.7s 26.0s
HSTCP low 31 packets 22.4s 10.0s
H-TCP moderate 1 swi/o loss 16.6 s 10.0s
Scalable TCP low 16 packets 17.8s 22.5s
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Recommendations

» Under some circumstances users may benefit from alternate congestion control
algorithms — thus it makes sense to deploy such algorithms on the Internet

» Probability appears quite low that a specific user will see benefits on a particular
file transfer

» Among the algorithms we studied, CTCP appears to provide the best balance
of properties
= Under low congestion, CTCP can increase transmission rate relatively quickly
= CTCP reduces rate relatively quickly under sustained congestion and recovers
maximum transmission rate quickly when congestion eases
= CTCP appears relatively friendly to flows using standard TCP
= CTCP seems unlikely to induce large shifts in the Internet’s macroscopic properties

» FAST and FAST-AT have some appealing properties, especially with respect to
achieving maximum transmission rate quickly on high-bandwidth, long-delay

paths and recovering quickly from sporadic losses
» However, when transiting highly congested paths with insufficient buffers to
support flow volume, FAST and FAST-AT can enter a regime of oscillatory rates
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Future Work

» Study additional proposed congestion control algorithms
= Of particular interest, CUBIC has replaced BIC as the congestion control algorithm
enabled by default in Linux

» Consider scenarios where multiple alternate congestion control algorithms
are mixed together in the same network

» Validate findings against live, controlled experiments configured in GENI (Global
Environment for Network Innovation) or similar test bed environment

» Researchers could exploit our findings to propose improvements to the
algorithms we studied — compensating for identified weaknesses, while
retaining strengths

» Our findings might also help other researchers to improve future designs
for additional congestion control algorithms
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