
Chapter 5 -- Basic Principles Underlying NIST Handbook 44
Chapter Objectives
After studying the contents of this chapter and completing the exercises, you should be able to:

1.
Describe the purpose and function of tolerances in the enforcement of requirements for weighing and measuring devices.

2.
Describe the factors that are considered in formulating tolerances.

3.
Identify and explain the various types of tolerances prescribed in NIST Handbook 44.

4.
Describe the rules for rounding set forth in NIST Handbook 44 and apply them to practical situations.

5.
Describe the rules for reading indications set forth in NIST Handbook 44 and apply them to practical situations.

Tolerances
A major part of the enforcement activity of a weights and measures jurisdiction involves testing individual devices used in commerce or law enforcement to determine whether they perform within applicable tolerances.  Because of the impor​tance of tolerances to weights and measures enforce​ment, and because tolerances are often not well understood by device users and the public, it is not enough for the inspec​tor simply to know how to apply them mechani​cally.  You must also be thoroughly familiar with the theory and prin​ciples that underlie the design and applica​tion of tolerances.

Although the following discussion is general in nature, it refers to some specific tolerances.  These references are used to illustrate different types and designs of tolerances, and you are not expected to learn the details at this point.  You will learn about tolerances for specific devices when you receive your training in examination procedures for those devices.

Theory of Tolerances
We have spoken about the importance of ensuring that weighing and measuring devices used in commerce are accurate.  

No device that employs mechanical means to weigh or measure is capable of perfect accuracy (i.e., errorless performance.)  Even the most expensive and sophisticated equipment, design​ed and manufactured with the best available technology, and in​stalled, used, and maintained accord​ing to the best prac​tices, is subject to some measurable degree of inac​curacy -- even if that degree is very, very small and requires even more sophisti​cated and expensive devices to detect it.

For this reason, performance standards that recognize the practical limits of inaccuracy are established for testing weigh​ing and measuring devices.  These standards are called toleran​ces.
	PRIVATE 
Tolerances A value fixing the limits of allowable error or departure from true performance or value.


The toleran​ces es​tablished in NIST Handbook 44 are similar in nature to the tolerances used in science and industry to assure ac​curacy, quality, or performance within acceptable limits.  However, when adopted by State or local weights and measures jurisdictions, these tolerances are legal require​ments.

Tolerances are quantitative statements of the amount of permis​sible deviation from true zero error: how much the value indi​cated or recorded by a device can legally differ from the actual quantity of the commodity being weighed or measured.  Tolerances generally permit some deviation in either direc​tion (positive or negative error).  To illustrate these basic features, let's take a look at an example.

To test a retail motor-fuel device ( i.e., a gas pump) against the performance standard established by NIST Handbook 44, the pump is operated as it would be under normal conditions of service and a predetermined quantity of product (usually 5 gallons), as indicated by the pump's indicator, is dispensed to a test measure.

The quantity actually delivered to the test measure (as indi​cated by an accurate sight gauge) is then compared to the amount indicated on the pump.

	PRIVATE 
The difference between the quantity indicated by the device under test and the actual quantity as indicated by the test standard is the device error (in formular terms:  QuantityIndicated - QuantityActual = Device Error).


If the quantity indicated by the gas pump is more than that indicated by the test measure, the device has over​registered, that is, registered more than it has deliver​ed.  The device error is said to be plus, since subtracting the actual quantity indicated by the test measures from the quantity indicated on the device yields of positive number.
If the quantity indicated by the gas pump is less than that indicated by the test measure, the device has underregistered, that is, registered less than it has actually delivered.  The device error is said to be negative, since subtracting the actual quantity from the quantity indi​cated by the device yields a negative number.
Depending on the device type and test method, the sign associated with recording the error may differ.  More specific examples of how to express these errors are explained in course materials for individual device types.

	PRIVATE 
In order to comply with the requirements of NIST Handbook 44, the device error, whether positive or negative, must not exceed the applicable tolerance.


Returning to our example, the basic tolerance for a gas pump that has been in service for more than 30 days is one cubic inch, plus one cubic inch per indicated gallon (Section 3.30, paragraph T.2.; for the term "basic tolerance," see Types of Tolerances, below).

If we draw a 5-gallon test draft, the effective tolerance will therefore be ±6 cubic inches, or approximately ±0.026 gallon.  To comply with the performance requirement, the test error must not exceed this amount.  

Since the test error may be either positive or negative, the quantity of product actually delivered by the gas pump for this test must be no less than 5 gallons minus 6 cubic inches (approximately 4.974 gallons) or more than 5 gallons plus 6 cubic inches (approximately 5.026 gallons).

The theory that underlies weights and measures tolerances is stated concisely in Appendix A, Fundamental Consideration, of NIST Handbook 44, Section 2.2, Theory of Tolerances.

	PRIVATE 
Tolerance values are so fixed that the permissible errors are sufficiently small that there is no serious injury to either the buyer or seller of commodities, yet not so small as to make manufacturing or maintenance costs of equipment disproportionately high. The equipment must be good enough to satisfy commercial needs, but should not be subject to such stringent tolerance values as to make it unreasonably costly, complicated, or delicate.


Here again we see the balancing of the public interest in economic terms with the need for accuracy to ensure equity in the marketplace (also ultimately in the economic interest of the public) -- a principle that is fundamental to weights and measures regu​la​tion and enforce​ment.  In general, weighing and mea​suring devices should be as accurate as possible, so long as the cost of this accuracy does not outweigh its bene​fits.

As fundamental as the economic principle underlying this theory of tolerances is, however, a number of other factors are consi​dered in the actual design of tolerances.  Although the design of tolerances is not, strictly speaking, the respon​​sibility of weights and measures inspectors, an under​standing of these factors will help you to explain tolerances to device users and to apply them in practical situations.

Factors Considered in the Establishment of Tolerances
The basic economic considerations described above generally determine how small the tolerance for a particular device can be: it must not be so small as to cause a dispropor​tionate burden to manufacturers and users.

Several other factors determine how large a tolerance must be: in order to be fair and equitable, a tolerance must be sufficiently large to allow for the effect of certain factors that may affect the accuracy of the device under normal operat​ing conditions.  Figure 5-1 lists the major factors that are considered.

In general, such allowances are made only for factors that can not be controlled by the user.  According to NIST Handbook 44, the owner or operator is respon​sible for selecting a device that is appropriate for its application, and installing, operat​ing, and maintaining the equipment in accor​dance with the manufac​turer's speci​fica​tions.  No allowance in toler​ances is made for inaccuracy resulting from the failure to follow these practices.
	PRIVATE 
-
Economic impact on manufacturers, purchasers, and device owners (e.g., cost of maintenance of equipment).

-
Random (repeatability) and systematic (linearity) errors that exist in the measurement process.

-
Environmental factors.

-
Starting and stopping errors.

-
Varying performance over a range of operating conditions.

-
Accuracy (and uncertainty) of standards.

-
Changes in accuracy over time as a result of the wearing of device parts.

-
Variability in test processes and procedures.

-
Tolerances that already exist for devices used in similar applications.


Figure 5-1.  Factors Considered In Establishing Tolerances
For example, the accuracy of many meters used for measuring liquid commodities falls off sharply if they are operated at flow rates below 20 percent of their rated maximum flow rate.  Consequently, NIST Handbook 44 requirements prohibit a device user from operating one of these meters at a rate of flow below that recommended by the manufacturer (see G-UR.3.1.).  Simi​lar​ly, the owner is responsible for non-authorized modifica​tions, improper installation, or failure to maintain a device correctly.

Uncontrollable factors that can affect accuracy include envi​ronmental conditions, operating conditions at the extremes of the range of conditions for which the device was designed, and normal wear of mechanical components.  In addition, the basic limits of accuracy of the device must be considered.  Also, these same factors may affect test equipment, which also has limits to its accuracy under normal conditions.

Finally, performance tests should be conducted under condi​tions that are as close as possible to the operating condi​tions of the device in normal service.  However, this is not always possible.  Allowances must therefore also be made for test conditions that deviate from normal conditions, and for variability in test processes and pro​cedures.

We have already discussed the fundamental consideration of economic impact.  Let's look at each of the other factors listed in Figure 5-1 briefly and discuss how their effects on accuracy are compensated for under NIST Handbook 44 requirements.

Repeatability

Most of us have had the experience at one time or another of stepping onto a bathroom scale, then stepping off and on again and noticing that the indicated weight is different -- usually by only a pound or so, but noticeably different.

Some​times shifting your feet on the platform slightly will produce the same indicated weight, but sometimes even when you make every effort to stand in the same place and balance your weight in the same way, successive tries will produce different results.

Of course, most bathroom scales do not even come close to meeting minimum accuracy requirements for commercial weighing devices.  But this commonplace example illustrates one essen​tial component of "accuracy" in a weighing and measuring device -- the ability to repeat the same indication under the same conditions.  This is referred to as the repeatability of the device.

The more repeatable a device, the more likely it will be to produce the same indication under the same conditions and the smaller the deviation when the indications do differ.  How​ever, if you make a large number of trials -- all under the same conditions -- no device will produce exactly the same results every time.  So every device has some limits to its repeatability.

Since the conditions of test are controlled, and as close as possible to identical for each trial, the observed devia​tions can not be attributed to any specific cause, and appear to be random.

If a large number of trials are made and these random errors are plotted on a graph, as illustrated in Figure 5-2, most of them will cluster around the average error, with a much smaller number of errors widely spread apart and relatively distant from the average.
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Figure 5-2.  Random Errors
In fact, it can be shown that in a large number of tests ap​proximately 99.7 percent of these random errors will fall within certain limits.  Consequently, it is possible to pre​dict that on any given test the error has a very high proba​bi​lity of falling within these limits.  Statisticians refer to these as "3-sigma" limits, because deviation from the average error at these limits is equal to three standard devia​tions.  A standard deviation is a statistical measure of dispersion, and is symbolized by the Greek letter lower case sigma (.

It is important to keep in mind that the errors we are talk​ing about cannot be attributed to any particular cause, and so cannot be controlled by actions of the device operator.  A tolerance, as a standard for performance under normal operat​ing conditions must therefore allow for such uncontrol​l​able errors.

Environmental Factors

Environmental conditions, such as ambient temperature and pressure, exposure to wind or sun, and electromagnetic inter​ference, can have significant effects on the performance of weighing and measuring devices.  For example, many electronic scales use a load cell to sense the load that has been placed on the scale.  Typically, the output of load cells will vary with temperature.  Consequently, the effects of temperature have to be considered when establishing the tolerance for scales.

All substances are subject to certain physical changes with changes in temperature: most expand when heated and contract when cooled.  This may affect the actual capacity of a measuring element when measuring liquids at different temperatures.  Changes in temperature also affect the viscosity of fluids, causing them to flow differently, and thus affecting the ac​curacy of meters.  And temperature can affect the behavior of springs and other tensioning components in scales, gauges, and similar devices.

Wind and sun affect the accuracy of weighing and measuring devices primarily by producing temperature differentials: for example, heating or cooling the outside of a container that holds material at a different temperature.  Wind can also cause significant evaporation of a liquid product that is measured in an open container.

Changing electromagnetic fields produced by electric motors, genera​tors, AC power supplies, and radio-frequency trans​mit​ters can interfere with electrical signals produced by elec​tronic weighing or measuring devices, causing false or erratic indications.

In a given situation, the amount of inaccuracy caused by en​vironmental factors depends upon:

· the physical properties of the commodity being measured and the materials of which the device is made,

· the design of the measurement device, and

· the magnitude, frequency, and duration of changes in the particular environmental condition.

The latter is especially important.  Any device that repeats measurements within acceptable limits can be cali​bra​ted to perform accurately under a given set of envi​ron​mental conditions that remain constant.  So it is not the presence or absence of particular environmental condi​tions that causes inaccuracy, but changes in conditions.  To the extent that change can be eliminated, inaccuracy resulting from environ​mental conditions can be reduced.

From a practical point of view, the effect of environmental conditions on weighing and measurement accuracy can be minimized by:

· manufacturing devices from materials that are relative​ly less sensitive to changes (e.g., use of special glass or metal that has a low coefficient of thermal expansion), or

· installing the device in such a way as to shield it from changing conditions (locating devices indoors, or if outdoors, in a place where they are not exposed to wind or sun).


You will remember that in accordance with User Re​quirements in the General Code, a weighing and measuring device used in commerce must be suit​able for the environ​ment in which it is used (G-UR.1.2.), and must be installed in such a way that its perfor​mance is not adversely affected (G-UR.2.1.).  To the extent that envi​ron​mental factors can be minimized or eliminated in these ways, they are controllable by the device user.

However, some devices cannot be fully protected from the effects of environmental conditions because of the nature of their service.  For example, vehicle-tank meters installed on fuel oil trucks are exposed to all kinds of weather condi​tions, and their mobility means that they are often subject to changing conditions -- one minute parked in full sun, the next in shade.  The same is true of truck scales and other weighing devices that must be used outdoors.

In the case of some devices, such as scales, an appropriate allowance for the effect of environmental conditions is built directly into the tolerances, taking into consideration the state of the art of the technology.  The amount of the allowance is determined by testing the device under varying conditions.

However, for many other devices, such as meters and measures, more accurate means of compensat​ing for these effects are available.  Wherever an accurate correction can be made in the field, based upon actual conditions, it is preferable to a general correction built into tolerances.

If changing conditions are likely to occur, accurate tempera​ture- and pressure-sensing devices can be used to monitor conditions during the operation of a device.  Knowledge of the physical properties of the commodity being measured and the device being used to measure it can then be applied to making appropriate corrections to indicated quantities, based upon actual conditions.

Some devices, especially liquid-measuring devices like vehicle-tank meters, loading-rack meters, and liquefied petroleum gas (LPG) liquid meters are equipped with automatic temperature compensating (ATC) equipment, which senses and corrects for temperatures that deviate from a predetermined value.  When examining devices that are equipped with ATCs, the performance of the ATC must also be tested.  This is usually accomplished by running one or more tests with the ATC operating and another test with the ATC disconnected.  Comparison of the test results indicates the performance of the ATC.

Starting and Stopping Errors

If you've ever had to push-start a car on a level surface, you know that it's easier to keep the car moving forward at a constant speed once you've gotten it rolling.  It's also easier to keep the car from rolling once you've stopped its forward motion.

This phenomenon reflects a basic principle of mechanics: ob​jects at rest tend to stay at rest and objects in motion tend to stay in motion.  The tendency of objects to maintain a constant velocity (whether at rest or in motion) is called inertia.

This phenomenon also occurs in weighing and measuring devices that have measuring elements that contain movable parts, espe​cially liquid meters, whose elements are driven directly by the flowing liquid.

When product begins to flow through the meter, a certain amount of the dynamic energy of the liquid is expended in overcoming the inertia of the measuring elements, which are at rest.  Similarly, as the meter slows when the flow is reduced at the end of a delivery of product, some energy is expended in bring​ing the moving elements to rest.  Since this energy is not transferred to the motion of the measuring element, but dissipated in the form of heat, the result is a slight error, generally in the direction of under​registra​tion.

In addition, the turbulence of the liquid flow varies as the meter is accelerated to its operating speed and again as it is brought to a stop.  This factor can also produce a slight error.

These are called starting and stopping errors.  Under normal operating conditions, starting and stopping errors are generally insignificant in proportion to the total quantity registered by the metering device.  However, test drafts prescribed by NIST Handbook 44 are usually much smaller than a normal delivery of product, and the starting and stopping errors may therefore become significant.

To compensate, tolerances for metering devices have an allowance for starting and stopping errors built into them.  Since the errors are independent of the quantity delivered, this allowance is a constant.

For example, the basic maintenance tolerance for a gas pump is 20 ml plus 4 ml per liter or 1 cubic inch plus one cubic inch per indicated gallon.  The first cubic inch is the allowance for starting and stopping errors.

Since this allowance is a constant, the larger the indicated delivery (that is, the larger the test draft), the smaller this allowance will be as a per​centage of the total effective tolerance.  This is consistent with the fact that starting and stopping errors are momentary.

Varying Performance over a Range of Operating Conditions

Some devices perform differently over the range of operating conditions for which they were designed.

For example, many metering devices are calibrated to perform best (with the smallest measurement errors) at and around their maximum recommended discharge rate, since this is the rate at which they are normally operated.  However, these same devices characteristically tend to "give" product (under​register) more at flow rates that are around 20 percent of their maximum recommended flow rates.  At even lower rates they tend to overregister, often drastically.  You can see these characteristic variations on the typical perfor​mance curve for one type of meter shown in Figure 5-3 (a positive-displacement meter, the type most commonly employed in metering systems used for measurement of petroleum products, such as gas pumps, vehicle-tank metering systems, loading-rack metering systems, etc.).

Obviously, the greatest accuracy is obtained when these meters are operated at full flow.  However, sometimes it is necessary to operate them at lower flow rates, even under normal operating conditions.

The manufacturer is required to mark such devices to indicate their maximum and minimum discharge rates.  In accordance with the General Code (G-UR.3.1.), the user of the device must only operate the device at discharge rates within this recommended range.

Because tolerances, as performance standards, are intended to test the performance of a device over the range of operating condi​tions for which it was designed and over which it is normally used, NIST Handbook 44 specifies special tests for many devices.

[image: image1.emf]
Figure 5-3.  Typical Positive-Displacement Meter Accuracy Curve
	PRIVATE 
Special tests are conducted to assess the performance of a device over a range of operating characteristics that are developed under normal conditions of service.


For example, special tests are conducted for most liquid-measur​ing devices to evaluate their performance over the range of discharge rates at which the device may be operated, as described above.  Test drafts are drawn at the minimum flow rate recommended by the manufacturer and marked on the device (but generally not more than 20 percent of the maximum flow rate).

Another example of a special test is the Product Depletion test (see 3.31. Vehicle Tank Meters N.4.5.), which is conducted for vehicle-tank metering systems that are equipped with multiple compartments.  This test simulates what happens during an actual delivery when one compartment is emptied and delivery is resumed from a second tank without resetting the meter.

Special tolerances, applicable to these tests only, usually include an al​low​ance for the expected error under the special conditions developed during the test (which simulates, as closely as possible, actual service conditions).  See below, under Types of Tolerances.

Accuracy of Test Standard

Testing of weighing and measuring devices requires the use of test equipment: weights, graduates, test measures, provers, etc.  This equipment is referred to as field standards, be​cause it is used in field operations, in place of stan​dards maintained by the jurisdiction in some permanent place.

Some of these field standards are themselves weighing or measur​ing devices (provers, test measures, graduates, etc.), and all of them are calibrated and verified by devices (for example, weights are calibrated using precision balances).

As a result, the same qualification mentioned above must be observed when we talk about the "accuracy" of test equipment: no field stan​dard is perfectly accurate or capable of error​less perfor​mance.

Like commercial devices, field standards are tested periodi​cally and must meet their own legal requirements in order to remain in use by enforcement agencies.  Among these require​ments are performance requirements similar to those for the devices that are tested (though usually somewhat more strin​gent).

Thus, field standards, like devices, are subject to toleran​ces, which permit a limited degree of inaccuracy.  When design​ing tolerances for weighing and measuring devices, the degree of potential inaccuracy of the test standard must be taken into account, since some of the tolerance allowed for the device being tested may be "used" by the field standard.

Field standards used for legal metrology, specified in NIST HB 105-1, must meet tolerances that are recommended by the NCWM and referred to as "Class F" tolerances.  These tolerances are published in the NIST Handbook 105 series.  For example, a 50-kg test weight has a tolerance of 5 grams according to Handbook 105-1.  Thus a 50-kg weight that is certified and used in field testing of scales and similar devices may actually weigh as much as 50.005 kg or as little as little as 49.995 kg.

This degree of potential inaccuracy is admittedly very small -- at most 0.01 percent of the nominal weight of the stan​dard.  However, you must keep in mind that tolerances for scales are also very small.

For example, a Class I scale with 100,000 1-gram scale divisions has an effective tolerance of only 1 gram when tested with a 50-kg test load.  A Class III scale with the same capacity and 10-gram scale divisions would have an effective tolerance of 50 grams with a 50-kg test load.  (We'll talk about accuracy classes for scales later in this chap​ter.)

We could obviously not use the Class F 50-kg test weight to test the Class I scale, since the inaccuracy of the weight --which could be as much as 5 grams -- would be reflected in the test error, and could take up as much as 5 times the total tole​rance of the scale (1 g).  We would have to use a far more accurate field standard to test this scale.

On the other hand, since the Class III scale has a tolerance that is 10 times the tolerance of the Class F test weight, the inaccuracy of the standard could only account for 10 percent of the test error, at most.

These examples illustrate two important points:

· a tolerance for a weighing or measuring device must be designed to include a sufficient allowance for the potential inaccuracy of field standards that are avail​able to enforcement officials; and

· care must be taken to select a field standard for use in testing a particular weighing or measuring device that is suf​ficiently accurate with respect to the ap​plicable tolerance for the device being tested.


As a general rule:

	PRIVATE 
The combined error and uncertainty of the test standard must be less than one third of the applicable tolerance of a device that it is used to test.


This general rule is included in NIST Handbook 44 Section 3.2 - Tolerances for Standards in Appendix A.  Fundamental considerations can be applied both to the design of toler​ances and to the selection of field standards.  However, it should be considered a minimum requirement: whenever practi​cal, the accuracy of the standard should be better than that specified in this guideline.

Changing Accuracy with Use

All mechanical devices are subject to wear as they are used, and this gradual deterioration will eventually affect the accuracy of the device.  The rate at which this deterioration occurs varies from one device to another.

To some extent, and only for some devices, the gradual loss of accuracy can be remedied by periodic adjustment or recali​bration.  However, at some point the deterioration will be so serious that errors will become larger and more erratic, and simple readjustment is no longer adequate.  At that point, the device will need to be replaced or over​hauled.

In order to minimize the cost to the owner of a commercial device of adjustment, recalibration, repair, and replacement, a limited allowance is made for the effects of normal wear on accuracy.  The allowance must be designed to provide relief when the device is still capable of an acceptable degree of accuracy for commercial service but to prevent devices that have deteriorated past that point from receiving approval.

Generally, this is accomplished by having two sets of toler​ances, one for new equipment and another, somewhat less strin​gent, for equipment that has been in service for more than 30 days.  These are referred to as acceptance and maintenance tolerances.  Maintenance tolerances include the limited al​lowance for the effects of normal wear on a device that is properly selected, installed, used, and maintained.  See below, under Types of Tolerances.

Variability in Test Processes and Procedures

Variability in test processes arises from factors that are inherent in the device under test, in the test itself, or in test equipment.  These factors cannot be controlled or adequate​ly compensated by correction, and may affect test results.

For example, the position of the load on a scale platform can affect the measurement.  Even if the device operator -- or the weights and measures inspector who is testing it -- makes a conscientious effort to position the load consistent​ly on the platform, some small but measurable variation in position may occur in successive trials.  If the device has been selected, installed, and maintained properly, and if it is in good condition, the effect of such variations will be very small in proportion to the test load, but may be significant in terms of the applicable tolerance.  Established tolerances therefore include an allowance for this uncontrollable varia​bility in the test process.

Similarly, it has been shown that certain design features of the large-capacity provers that are used to test certain liquid-measuring devices (such as loading-rack meters) can have a significant effect on the amount of evaporation that occurs during tests.  The amount of evaporation has an obvious effect upon the test results, since vaporized product will not be included in the quantity indicated by the prover.  It is there​fore possible that results for the same metering system, tested under identical conditions but with different provers, could differ significantly.  Because, at the present time, provers used by different jurisdictions are not stan​dard​ized with respect to these features, the established tolerances include an allowance for this variability.

Variability in test procedures arises from the practical neces​sity of permitting some latitude in the actual conduct of official tests.

For example, when testing an LPG liquid-measuring device, the inspector (or the assistant provided by the owner of the device) will have to manually reduce the flow rate of the system some​what before the end of the delivery, in order to avoid the hydraulic shock to the measuring elements that would result from an instantaneous shutoff.  The gradual throttling of the flow will have some effect on the measure​ment, the magnitude of the effect depending upon such factors as when the flow rate is reduced, and how quickly.

These factors cannot, from a practical point of view, be con​trolled precisely, and their effect cannot be predicted with sufficient exactness to make accurate correction possible.  Again, the effect will be small in proportion to the total quantity delivered, but perhaps significant in proportion to the applicable tolerance.  Therefore, the established tolerance for these devices includes an allowance for this variability in procedure.

Another example of variation in test procedure is the use of the substitution method for testing weighing devices.  You will learn about this method in detail in the course of your training in the examination of these devices, but a simpli​fied example will illustrate the aspect of this procedure that relates to the present discussion.

Suppose the examination procedure for a vehicle scale calls for a 40,000 test load, but the test weights you have avail​able total only 10,000 pounds.  Using the substitution method, you would apply the 10,000 pounds to the scale and make adjust​ments to provide a reproducible balance condition.  You would then carefully remove the test weights and substi​tute for them other material (e.g., a cart loaded with iron bars, non​standard weights, etc.) sufficient to restore the balance condition.  Then you would place the test weights back on the scale, producing an effective test load of 20,000 pounds.  You would repeat the substitution (establishing a reproducible balance condition, removing the test weights, and substituting additional material) two more times to achieve a total test load of 40,000 pounds.

As a practical necessity, the substitution method is accept​able procedure in situations where sufficient field standard weights are not available to perform a test.  However, even when practiced with care by an experienced inspector, some inaccuracy may be introduced by the repeated loading and unload​ing of the scale.  Since this inaccuracy is uncontrol​lable and unpredictable, established tolerances include an allowance based upon the potential error that could be introduced.

Existing Tolerances

Any device with a new design or technology that is introduced into a particular device category must perform as well or better than devices currently in use; consequently, the toleran​ces for new devices must not be any larger than those for existing devices that are used for similar applications.

Types of Tolerances
Tolerance Units

Tolerances are expressed in terms of one of three types of units:

· Appropriate unit of weight or measure.  For example, tolerances for retail liquid-measuring devices (Section 3.30) are expressed in terms of cubic inches; toleran​ces for fabric measuring devices (Section 5.50) are in terms of inches.

· Percentage of test quantity.  For example, tolerances for LPG and anhydrous ammonia liquid-measuring devices (Section 3.32) are in terms of percent of the indicated quantity; tolerances for odometers (Section 5.53) are in terms of percent of the interval under test.

· Relative units.  Most tolerances for scales (Section 2.20) are expressed in terms of numbers of scale divisions (the values of which would vary with the type of device being tested).  (Note:  The value of the scale division is the value of the smallest subdivision of the scale on an analog device, or the difference between two consecutively indicated or printed values on a digital device.)
Maintenance and Acceptance Tolerances

Maintenance and acceptance tolerances are provided in most of the codes in NIST Handbook 44.  Maintenance tolerances apply to devices that have been in service for 30 days or more since installation, or since major reconditioning or overhaul.  Accep​tance tolerances apply to equipment that has been in service for less than 30 days.

Maintenance tolerances are less stringent than acceptance tolerances, usually (but not always) twice as large as accep​tance tolerances for the same device.  Maintenance tolerances thereby allow for a reasonable amount of wear before the device is required to be adjusted, repaired, or replaced.

Tolerances for Special Tests

In some cases, special tests are required to develop the operat​ing characteristics of a device over a range that cor​responds to its recommended operating range.  The tolerances for a special test are based upon the expected performance of the device under a specific set of conditions, and may differ from the "normal" tolerances for that device, although this is not always the case.

For example, as mentioned above, special tests are prescribed in Section 3.31, paragraph N.4.2. for vehicle-tank meters -- to develop the operating characteristics of the meter at rela​tive​ly slow flow and during split-compartment delivery.  Because the relative performance of these devices under these conditions is expected to vary from their performance under "normal" test conditions, the toleran​ces for special tests are larger (see paragraph T.2.).

On the other hand, paragraph T.2 of the Liquid-Measuring Devices Code (Section 3.30) prescribes the same tolerances for normal and special (slow flow) for test drafts ≤ 40 L or 10 gal.
Accuracy Classes

In 1985, the NCWM adopted a major revision of the Scales Code (Section 2.20).  The centerpiece of this revision was the establishment of five accuracy classes for scales.  Class I scales are the most accurate and Class IV scales the least ac​curate.  Most devices that come under the heading of "commer​cial scales" in the U.S. belong to Class III, which is actually divided into two separate classes: III and III L.  Class III L is for large-capacity scales, and has tolerances that are partially different from Class III.

As you'll see, the tolerances for each successive class are more stringent, reflecting the expectation that a scale in a higher accuracy class will perform more accurately.

The accuracy classes are based upon the number and value of scale divisions.  As noted earlier, the value of a scale division is the value of the smallest subdivision of the scale on an analog device or the difference between two consecutively indicated or printed values on a digital device.  The number of scale divisions is determined by dividing the scale capacity by the value of the scale division.

Maximum and minimum numbers of scale divisions are also specified for each class (except Class I, which has no maximum).

The premise underlying this classification system is that given two scales with the same nominal capacity but different scale division values, the scale with the smaller scale divi​sion value should be more accurate.  Capacity is the maximum load that is to be weighed on the scale as assigned by the manufacturer.

For example, consider three scales, each of which has a nominal capacity of 200 kg.

	
	Value of Scale Division
	Number of

Scale Divisions
	Accuracy

Class

	Scale A
	1 g
	200,000
	I

	Scale B
	10 g
	20,000
	II

	Scale C
	100 g
	2,000
	III


This illustrates the general principle that for scales with the same nominal capacity, as the value of the scale divi​sion in​creases, the accuracy decreases.  Corresponding​ly, as the number of scale divisions increases the accuracy increases.

However, there is some overlap between accuracy classes.  For example, a scale with 6,000 1-g scale divisions could belong to either Class II or Class III.  It is up to the manufactur​er of the device to designate the accuracy class in this case.  Since the performance requirements (tolerances) for the dif​ferent classes are different, his decision would probably be based upon the actual accuracy of the scale.

Tolerances are expressed in terms of scale divisions.  The toleran​ces for each successive class are 10 times more strin​gent: tolerances for Class I are 10 times more strin​gent than tolerances for Class II, which are 10 times more stringent than those for Class III, etc.

Let's return to the examples we looked at above to illustrate how this works.  If we test each scale at one-half capacity (100 kg), the applicable maintenance tolerances are:
	Tolerances

	
	In Scale

Divisions
	In weight units (g)
	In grams as % of Test Load

	Scale A
	2
	2
	0.002

	Scale B
	2
	20
	0.02

	Scale C
	2
	200
	0.2


As you can see from looking down the right hand column, the tolerance for each successive accuracy class is 10 times less stringent than the preceding one.  Thus, in order to meet the applicable performance requirement, scales in each Class I must be 10 times more accurate than those in Class II, which must in turn be 10 times more accurate than those in Class III.

All scales manufac​tured after January 1, 1986, are required to be marked to indicate the designated accuracy class.  Because the requirement is nonretroactive, scales manufac​tured before that date are subject to somewhat different requirements.

For a more detailed discussion of accuracy classes, see the device courses on scales in the NIST Training Manuals.

Rounding Off Numerical Values
Rounding off, or rounding, is a common technique used to express numerical values in a form that is con​venient for com​pu​tation or com​parison.  For decimal numbers, rounding off involves dropping or changing the value of digits that are not considered significant from the point of view of ac​curacy.

For example, the value 5.6348 can be rounded off to the nearest thousandth, yielding a value of 5.635.  Here the digit repre​senting ten-thousand​ths (5.6348) has been dropped and the value of the preceding digit changed by 1, from a 4 to a 5.

The same number could also be rounded off to the nearest hundredth (5.63).  Here, two digits have been dropped, but the value of the preceding digit has not been changed (you'll learn why in a moment).  If desired, 5.6348 could also be rounded off to the nearest tenth (5.6) or to the nearest whole number (6).

Similarly, the number 3,684 could be rounded off to the nearest ten (3,680), hundred (3,700), or thousand (4,000).  Notice here that digits are not dropped, but changed to zeros.

Rounding off numerical values in this way is a perfectly accep​table practice.  However, rounding off a value often diminishes its accuracy.  So, you must be careful to round off only those digits that are not significant for the desired degree of accuracy.

There is no general rule for how many digits can be rounded off: it depends upon the accuracy required in a given situa​tion.  To take an obvious example, suppose you are comparing the digital money-value indicated by a computing-type liquid-measuring device with the value computed mathe​matical​ly.  In accordance with the LMD Code (S.1.6.6.(b)) and the General Code (G-S.5.5.), the two must agree to the nearest 1 cent.

If the indicated quantity is 12.65 gallons and the unit price is $1.269 per gallon, the value computed mathematically would be $16.05285.  Given the stated requirement -- agreement to the nearest 1 cent -- it would be appropriate to round off this value to the nearest cent ($16.05), but not to the nearest 10 cents ($16.10) or whole dollars ($16.00).

Although the number of digits that may be rounded off depends upon the specific situation, NIST Handbook 44 does present general rules for rounding off digits that are determined not to be significant.  The purpose of these rules is to minimize the inaccuracy introduced by rounding off.

These rules are presented in Appendix A, Section 10.  For decimal values, the rules may be summarized as follows.  If the value of the digit following the last digit or place to be retained:

a) is less than 5, the last digit retained is left un​changed.

b) is more than 5, add 1 to the value of the last digit retained

c) is 5 followed by any values other than zeros, add 1 to the value of the last digit.

d) is 5 followed by zeros only, or not followed by any digits:  add 1 to the value of the last digit to be retained if that value is an odd number; leave it unchanged if it is an even number.
Written out this way these rules may sound very complicated, but the underlying principles are not.

For Rules (a)-(c), the principle is simply to round off to the value that is numerically nearest to the original value.  For example, if rounding off to the nearest tenth (digits follow​ing last digit to be retained are underlined and bold):

· 2.534 is closer to 2.5 (difference of .034) than it is to 2.6 (difference of 0.066)  [Rule (a)]

· 3.582 is closer to 3.6 (difference of .018) than it is to 3.5 (difference of 0.082)  [Rule (b)]

· 4.6502 is closer to 4.7 (difference of .0498) than it is to 4.6 (difference of 0.0502)  [Rule (c)]

Rule (d) is just a convention (an agreed-upon method) for deter​min​ing the value of the last digit to be retained when the principle of expressing the nearest value can not be applied (because, e.g., 7.45000 is no closer to 7.4 than it is to 7.5).  The easiest way to remember this convention is to think "if odd, then add."

Now, let's see how some whole numbers would be rounded off to the nearest hundred.  Here digits are not dropped but turned to zero.  Review these examples carefully to make sure that you understand the rules.

	Round off
	3,428
	to
	3,400
	
Rule (a)

	Round off
	4,273
	to
	4,300
	
Rule (b)

	Round off
	1,351
	to
	1,400
	
Rule (c)

	Round off
	2,450
	to
	2,400
	
Rule (d) "even"

	Round off
	2,350
	to
	2,400
	
Rule (d) "odd"


It's important to observe these rules for rounding off exact​ly in order to avoid introducing further inaccuracy into the numerical expression.  When two or more digits follow the last digit that is to be retained, the number should not be rounded off in progressive steps, even though this might seem to be more rigorous, and therefore more accurate (in fact, it is not).  As prescribed in the rules, rounding off should always be done in a single step.

For example, if the number 3.2746 is to be rounded off to the nearest hundredth, the digit following the digit representing hundredths only should be considered in determining whether or not to add 1 to the value of the last digit: 3.2746 → 3.27 (Rule (a)).  It should not be rounded off first to the nearest thousandth and then to the nearest hundredth, in two steps: 3.2746 → 3.275 → 3.28 (note the different result).

The principles underlying the rules for rounding off stated above are also applied to rounding off common fractions.

Rules for Reading Indications
On a graduated scale-and-indicator type device, the indicator rarely falls exactly on a graduation, but somewhere between two successive graduations.  What value should you read in this case: the lower, the higher, or some intermediate value?

In many situations, the value of the nearest graduation provides sufficient accuracy.  Reading the value of the nearest gradua​tion is equivalent to rounding off numeri​cal values, as described above, and the same basic principles are applied.  In summary:

a) read the value of the graduation that is closer to the observed position of the indicator; or

b) if neither graduation is closer (the indicator appears to coincide with a point exactly between two successive graduations), read the value of the even-numbered graduation.

Consider the application of these principles to the following examples.  (The dotted line represents the midpoint between successive graduations; it would not actually appear on the scale.  The arrow represents the indicator of the scale.)

	───── 234

- - - -


─────  233


	───── 234


-  -  -  -

─────  233


	───── 234

-  -  -  -

─────  233


	───── 235

-  -  -  -

─────  234



	  Read:  233
	  Read:  234
	  Read:  234
	  Read:  234

	(a)
	(b)
	(c)
	(d)


Examples (a) and (b) represent the application of the prin​ciple that the closer value should be read; examples (c) and (d) represent applications of "odd-add" rule to the value of the smaller graduation when the indicator is apparently midway between successive graduations.

One special case is not dealt with by the principles stated above.  What do you do when the value of the graduated intervals on a scale is an even number?

For example, suppose that the value of the graduated interval on a scale is 2, and successive graduations have the values 0, 2, 4, 6, 8, etc.  In this case, the graduations all have values that are even numbers, so the "odd-add" rule can not be applied.

In such cases (which are not uncommon), an indication midway between graduations should be read as the equivalent half-value.  Consider the following example:
	───── 254

-  -  -  -

───── 252

	 Read:  253


Note that this exception applies only when the indicator is midway between the graduations.  If it is in any other posi​tion, the value of the closer graduation should be read.  For example:

	───── 254

-  -  -  -


───── 252

	  Read:  252


In this case, the value of the closer graduation should be read (read: 252), even though the indicator is closer to the midpoint than it is to either of the graduations.

Remember that this method of reading indications is only ap​propriate when the value of the nearest graduation provides sufficient accuracy.  In situations where a more accurate reading is required, you will need to visually subdivide the graduated interval and apply the principles described above to these smaller subdivisions.

For example, if the value of the graduated interval is 5 units, and your procedure requires a reading that is accurate to the nearest single unit, you would have to visually sub​divide the interval, as shown below by the dotted lines and values in parentheses.

	─────   15


(14)-  -  -  -  -  -   


(13)-  -  -  -  -  -

(12)-  -  -  -  -  -

(11)-  -  -  -  -  - 

─────  10




In this example, the indicator appears to coincide with a point midway between visual subdivisions, so you would apply the "odd-add" rule, and read 14.

As with numerical values, the required degree of accuracy depends upon the particular situation.  You should always be sure your reading provides a sufficient degree of accuracy for the procedure you are following.
Summary
· Tolerances are performance requirements; they fix the limits of permissible inaccuracy for a weighing or measuring device.  Tolerances are designed to protect both buyer and seller, and are as stringent as possible without making the cost of manufac​turing and maintaining equipment excessively high.

· In addition, a number of other factors are considered in design​ing tolerances, including environmental factors, the repeatability of the device, the effect of age and wear, test factors, and the accuracy of the field standards used to test the device.  These factors generally determine minimum toleran​ces.

· A number of different types of tolerances are specified in the various device codes, including acceptance and main​tenance tolerances, special tolerances, unequal tolerances for over​registration and underregistration, accuracy classes, etc.  The design of the device and factors described above determine the appropriate type of tolerance.

· NIST Handbook 44 presents rules for rounding off and reading of indications (in Appendix A).  The purpose of these rules is to minimize the inaccuracy introduced by rounding off.  The general principle is that numerical values are rounded off to the nearest of successive values; if the value to be rounded off falls exactly between successive values, and is no closer to either, the "odd-add" rule is applied.  The same basic principles apply to the reading of indications.

Review Questions – Chapter 5

Introduction to NIST Handbook 44
Circle the correct answer(s) for each question or respond as otherwise indicated.  If a multiple choice question does not specifically ask for "all correct answers" it may be assumed that only one of the answers listed is correct.

1.
The capability of a device to perform accurately on succes​sive trials under the same conditions is referred to as


 ____________________________.
2.
"Special tolerances" apply to:

a. devices that are equipped with special features.

b. devices that have been in service for less than 30 days.

c. errors for tests designed to develop the operating characteristics of the device.

d. allowances for the effect of environmental factors.

3.
When a device is tested, the difference between the quantity indicated by the device and the actual quantity, as measured by test equipment, is referred to as the


__________________________________ .

4.
As a general rule, the error of a standard should not exceed ________ of the minimum tolerance that is applied to the device under test.

a. 1 percent

b. one tenth

c. one third

d. one half

5.
According to the theory of tolerances described in NIST Handbook 44, a tolerance must not be so small as to:


___________________________________________________

6.
True or False.
Tolerances generally include allowances for factors that are not controllable by the operator of the device.

7.
Accuracy classes defined in the Scales Code are based upon: (Circle all correct answers)

a. maximum capacity

b. minimum capacity

c. value of scale divisions

d. number of scale divisions

8.
Round off the following values to the nearest hundredth:

a. 3.2726

b. 4.505

c. 6.7961

d. 9.6052

9.
When a test load is applied to a scale with 1 gram graduations, the indicator appears to coincide with a point exactly between two successive graduations.  In this case, you would read the value of the 

_______________ graduation.
a. even-numbered

b. odd-numbered
Answer Key for Chapter 5 Review Questions:

1.
repeatability

2.
c

3.
test error

4.
c
5.
make manufacturing or maintenance costs of equipment dis​proportionately high

6.
True

7.
c, d

8.

a.
3.27  


b.
4.50    


c.
6.80



d.
9.61
9.
a.
even-numbered graduation
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