Auditability Working Group

Minutes: 8/25/10

Present:

David Flater (NIST)

Karen Yavetz (NIST)

Marty Herman (NIST)

Sharon Laskowski (NIST)

Jessica Myers (EAC)

Ed Smith (TGDC)

Diane Golden (TGDC)

David Wagner (TGDC)

Patrick McDaniel (TGDC)

Ann McGeehan (TGDC)

Russ Ragsdale (TGDC)

Topics Discussed:

· Meeting minutes from 8/11/10 have been approved.

· Definition and scoping of auditability:
· Scoping issue – restored back into the draft (marked with a cross-through) everything having to do with error correction and recovery.  The issue of locating and curing the problem has been removed from the definition.
· Keeping error correction within scope? 
· Section 2.2 of the draft: a proposed single definition of auditability: “the transparency of a voting system with regards to the ability to verify that it has operated correctly in an election, and to identify the cause if it has not.” So, auditability is not being defined as voter verifiability.  (Voter verifiability is a component of auditability).
· Wagner – I’m not sure there is one definition of auditability.  There are levels of auditability.  Systems do different things. For example, cure and recovery is a potential capability of auditability.  But maybe its best not put cure and recovery in the definition.
· Golden – anything that’s in the definition has to be delivered in some way.  So I think the answer is to leave the cure out of the definition, but leave it in the section that lists the other possibilities.

· Consensus: agreed – leave the cure out of the definition.  Leave the cure in, as a characteristic of auditability.  
· Section 6 – Evaluation of Software Independence 
· Direct voter verifiability –
·  Is it being able to verify that the votes were recorded, in the manner intended.  Not necessarily how they would be interpreted by a scanner? 

· Or, with VVPAT on DRE’s, is it the requirement that you actually have it print something out on paper, which evidences how the machine is going to read the vote?  (How it’s actually going to be interpreted by the counting system)?  

· How do you know if the way the vote was recorded & interpreted matches the way it was cast by the voter?
· You need the ability of direct voter verifiability on a DRE. And opscans and paper may not necessarily give you this option… 

· Remember that Voter Verification, as it’s tied in with software independence, only has to do with voter verification of the vote as cast (not the interpretation of the vote). 

· Wagner – looking through the report now, it seems like one of the main things we need to do is an Evaluation (section 6 comes the closest to this).  We should come up with alternatives.
· Does the EAC wants us to split this based on alternative technologies (for example, evaluate Opscan vs. DRE)?  Do they want us to approach it based on possible requirements (for example, requiring software independence vs. IDV vs. no requirement at all, etc).

· Perhaps it would be helpful to the EAC if Table 1 listed each of the alternatives, and also provided an evaluation of that alternative (good, bad, or awful outcome, etc).

· This will help us in the future, if the EAC asks us to draft a set of requirements for a particular alternative.

· Potential alternatives: SI, IDV, and “nothing” (technology independent requirement).  Are there any other than those 3? (End to End crypto qualifies under SI).  

· The point of SI was that even if the software is flawed, you’ll be able to discover the problem.

· Discussion of Audit port in Table 1.  

· Audit port was included because it had been identified in one of our previous papers on SI.  But the audit port itself isn’t a solution.  

· Split process, witness & audit port – are IDV but not SI.  
· SI – does it mean no software, or the absence of the software that has to do with interpreting the vote?

· SI definition – “the quality of a voting system or voting device such that a previously undetected change or error in its software cannot cause an undetectable change or error in an election outcome.” So, that does not rule out the use of software in an SI system.  It just means that if the software misbehaves, there has to be some way for you to know that it happened.  

· Herman – what if you had 3 independent paths of software.  Triple redundancy is a well know path in hardware.  Any 2 of the 3 that agree, there’s your winner.

· Isn’t our objective to come up with ways to audit a system?  Other ways of auditing systems, other that SI? 

· Group agrees to put the definition of SI into section 6.

· More food for thought: Not every voter needs to verify their record, in order to get increased assurance in the system? Verifiability (the possibility) has to be there.  But Verification (of them all) doesn’t necessarily have to be there.

· Usability concern: some of the techniques that have been employed to enhance privacy and secrecy often scramble the association between what you get on a receipt you’re allowed to walk out with, and the vote you placed. This issue can be characterized as a usability concern.  Basically, any non-intuitive, difficult to understand component.

· Group agrees to separate U & A in that box in Table 1.
· We now have a roadmap to produce a report.
· Meeting adjourned at 2:50 PM.  Next working group call will be another 2 weeks.

