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1. Introduction

1.1 Definitions

We define some terms and abbreviation used throughout: 

Access Board 

The Access Board is an independent Federal agency devoted to accessibility for people with disabilities. See: http://www.access-board.gov 

DRE 

Direct Recording Electronic (DRE) Voting System. A voting system that records votes by means of a ballot display provided with mechanical or electro-optical components that can be actuated by the voter. 

EAC 

The Election Assistance Commission. See: http://www.eac.gov 

FEC 

Federal Election Commission. See: http://www.fec.gov 

HAVA 

The Help America America Vote Act of 2002. See: http://www.eac.gov/law_ext.asp 

HF Report 

Report on human factors in voting issued by NIST in response to section 243 of HAVA. Full title is "NIST Special Publication 500-256, Improving the Usability and Accessibility of VotingSystems and Products". See: http://vote.nist.gov/Final%20Human%20Factors%20Report%20%205-04.pdf 

HFP 

Human Factors and Privacy. This is is one of the three areas identified for standards development by the TGDC. 

IEEE 

Institute of Electrical and Electronics Engineers. Currently working on standards for voting equipment. See: http://grouper.ieee.org/groups/scc38/1583/p1583_-_stds.htm 

NASED 

National Association of State Election Directors. See: http://www.nased.org 

NIST 

National Institute of Standards and Technology. See: http://www.nist.gov and http://vote.nist.gov 

Section 508 

In 1998, Congress amended the Rehabilitation Act to require Federal agencies to make their electronic and information technology accessible to people with disabilities. Section 508 was enacted to eliminate barriers in information technology. See: http://www.section508.gov 

TGDC 

The Technical Guidelines Development Committee. Reports to the EAC. See: http://vote.nist.gov/TGDC.htm 

VSS 

Voting System Standards as issued by the FEC in 2002. Currently in force (as of February 2005). See: http://www.eac.gov/election_resources/vss.html 

1.2 Context and Purpose of Report

NIST has been tasked by HAVA with assisting the TGDC to formulate improved standards for voting systems. Any proposed changes to the current VSS must be approved by the TGDC and then formally adopted by the EAC. The TGDC has organized this work into three parts: 1) core requirements, 2) security and 3) human factors and privacy. 

The main purpose of this report is to provide an analysis of existing resources which can be employed to develop improved standards, testing, and guidance for voting systems in the third area named above. 

1.3 Technical Terminology

Below we briefly review some terminology used to describe various aspects of standards and testing. Much of this material is described in more depth in sections 2.3 and 2.4 of the HF report. 

Those familiar with the jargon of standards and testing should feel free to skip ahead to section 2. 

1.3.1 Standards

Standards are used to mandate certain properties of a class of objects or systems. The requirements within a standard may be categorized in several different ways, outlined below. Note that these are independent properties: e.g. a functional requirement could be high-level or low-level; a high-level requirement could be specific or general, etc. Finally, these are not meant to be precise distinctions, but they do give us a general vocabulary for discussing various desirable properties of a standard. 

	Type:
	Design Requirement 

Specifies something about the static structure of the object. E.g. "Any control buttons on a voting system must be at least one inch apart." 

Functional Requirement 

Specifies that the object is capable of performing a certain action. E.g. "The system shall allow the voter to cast a straight party line vote.". 

Performance Requirement 

Specifies not only that the object is capable of performing a certain action, but also sets a benchmark for how well it performs. E.g. "The voting system shall provide visual feedback within one second when the voter makes or changes a choice within a contest." 

	Level:
	High-Level Requirement 

Addresses the entire system in question. E.g. "The system shall have a mean time between failure of at least 1600 hours." 

Mid-Level Requirement 

Addresses major components or functions of the system. E.g. "The system shall allow the voter to cast a straight party line vote.". 

Low-Level Requirement 

Addresses small components and functions of the system. E.g. "DRE systems shall display a check-mark next to the name of the chosen candidate." 

	Specificity:
	Specific 

The requirement sets out a clear measurable criterion by which the object can be evaluated. E.g. "The system shall allow the voter to cast a straight party line vote.". 

General 

The requirement sets out a general criterion by which the object can be evaluated. E.g. "The system shall provide instructions to the voter that are clear and easy to understand". 


1.3.2 Testing

Just as standards can be characterized along several independent dimensions, so too there are several ways to categorize testing. Note that we are concerned here only with conformance testing, i.e tests whose primary purpose is to determine whether a system conforms to a given requirement. There are many other types of testing, such as: formative usability testing, debugging tests, quality comparison tests, etc. 

Again, the distinctions below are not intended to be completely precise, but only to suggest different emphases in how tests are conducted. 

We assume that all tests are, at some level, performed by a human agent (the "tester") even if with the assistance of sophisticated measuring devices. 

	Mode:
	Inspection 

An inspection test is one in which the system is in a passive state, and some static property is directly examined or measured. E.g. the tester measures the distance between control buttons. Inspection tests are usually associated with design-type requirements. 

Operation 

In an operational test, the system is activated and its behavior is observed and evaluated. E.g. the tester runs a large sample of ballots through a scanner to determine its error rate. Operation tests are usually associated with functional or performance-type requirements. 

	Judgment Required:
	Basic 

The tester may have to make direct observations, make small counts, or read instruments, but beyond these basic discriminations, no expert judgment is required to determine the test result. E.g. the tester measures the distance between control buttons. Since these tests depend only slightly on human judgment, they may fairly claim to be objective. 

Expert 

The tester must employ expert judgment, usually requiring a background in some technical discipline, in order to evaluate the system. E.g. the tester goes through the voting process to decide whether the instructions provided are clear or confusing. Such tests are inherently more subjective than those that depend only on measuring devices or basic observation. 

	Technical Complexity:
	Low: 

The test is conducted with the aid of at most elementary measuring tools. Test setup procedures are simple or non-existent. E.g. the tester measures the distance between control buttons using a ruler. 

High: 

The test is conducted with the aid of complex measuring tools whose use requires significant technical skill. E.g. the tester measures the figure to ground ambient contrast ratio for text. Complexity encompasses not only sophisticated hardware, but also complex procedures, such as the use of human subjects in usability testing. Note also that although a good deal of expertise is needed to conduct the test, expert judgment is not implied. 

	Result Metric:
	Binary 

The test result is basically pass/fail. E.g. the system either does or does not allow the voter to cast a straight party line vote. 

Numeric 

The test result may be expressed as a reasonably well-defined numeric quantity (or quantities), e.g. the distance between control buttons. Of course, if there is a benchmark for conformance, such as a minimum separation of one inch, then the numeric quantity gets mapped into a pass/fail result. 

Qualitative 

The result metric is a qualitative judgment or some sort, e.g. the clarity of the voting instructions could be judged as "very good", "adequate", "needs improvement", etc. As with numeric, this qualitative evaluation could then be mapped into a pass/fail result. 

	Reproducibility:
	High 

Test results vary only slightly when repeated, e.g. we would expect the measured distance between control buttons for the same model system to be quite consistent among test instances. 

Lower 

Test results may vary significantly among instances. Two possible sources for the variability are the reliance on expert judgment and the use of statistical techniques. An an example of the first case, two experts mught disagree in their evaluation of the clarity of instructions. An an example of the second, the measurement of error rates usually involves submitting large samples of input to the system. Even though the result for each individual test is precise (e.g. 3 errors in 100,000 trials), we would not expect exactly the same result each time. 


1.3.3 Relationship between Standards and Testing

An important point to keep in mind is that even though the characteristics of a standard may constrain the type of test that is appropriate, they will not usually determine it absolutely. I.e. given a particular requirement, we still need to think about the best way to test it. 

Take, for instance, the somewhat vague requirement that "the system shall provide instructions to the voter that are clear and easy to understand". One way to test this is to rely on expert judgment. But one could also construct a usability test in which subjects were directed to read the instructions and then answer some questions or perform some task based on their reading. Or, one could submit the text to a software system that generates some sort of "simplicity" metric. It is not just obvious which is the "right" way to test; the costs and benefits of each approach need to be evaluated. 



2. Goals 

2.1 Strategic Goals 

NIST's broad goal is to assist the EAC by improving standards and practices for voting systems within the US. In particular, NIST aims to support the Human Factors and Privacy (HFP) subcommittee of the TGDC through the following activities: 

1. By April 2005, recommend incremental additions and changes to the VSS that will better address the areas of usability and accessibility. The new material will generally be either design-oriented or simple functional requirements. 

2. Longer term, strenghten the VSS by proposing performance-based standards and test methods for usability. 

3. Longer term, provide guidance to ballot designers and equipment developers to improve usability. 

4. Longer term, provide guidance to poll workers to improve usability. 

The latter three imply a robust research program. 

2.2 Technical Goals

What kind of standards and tests should NIST aim for? Using the terminology developed in section 1.3, we recommend (other things being equal): 

· Performance and functional requirements over design requirements. The former more directly address the purpose of the system, rather than specifying the mechanism by which it is to be achieved. They are "technology-agnostic" and thus allow for technical innovation. For more on this point, see [ISO2004] and sections 2.3, 6.1, 6.2, and 6.3 of the HF report. 

· Higher-level requirements over lower-level. The former have the potential for addressing the "bottom line" issues - the overall effectiveness and efficiency of the system in question. For more on this point, see section 2.3 of the HF report. 

· Specific requirements over general. Specific requirements offer clear guidance to implementors and support objective tests. For more on this point, see section 2.3 of the HF report. 

· Tests requiring only basic judgment over those requiring expert judgment. The resulting tests are more likely to be objective and reproducible. 

· Tests requiring as little technical complexity as possible. Simple tests are less costly to run and are likely to be more reliable. 

· Tests with precise result metrics - again, in support of objectivity. 

· Tests with highly reproducible results. This is a good sign of objectivity and accuracy. Such results are more likely to be accepted by the implementor under test. 

The problem, of course, is that these goals are often incompatible. Although design requirements may be only indirectly related to the purpose of the system, they do tend to be easier to formulate, to be specific, and to lead to simple, objective, reproducible (albeit numerous) tests. Much the same may be said of low-level functional criteria. 

Conversely, high-level functional and performance criteria can directly address the true goals of the system; but very often the associated test regime is either subjective, relying on expert judgment, or somewhat complex, since it may involve measuring the behavior of the system as a whole. Also, to the extent that operational tests (normally asssociated with functional requirements) generate statistical results, the level of reproducibility may decrease. 

The suggested approach, then, is to be aware of the entire space of possibilities when formulating requirements. First we attempt to develop functional and performance-based standards that are susceptible to objective and feasible testing. If this best case is unattainable, then we can fall back to lower-level or design-oriented standardization. 



3. Existing Resources

There are very many resources to call upon for both the long-term and short-term goals listed in section 2.1 above. Those described here are judged most directly relevant and accessible, but we by no means rule out considering others as work progresses. 

Some of these resources have been analyzed already in the HF report. In those cases, we will offer a brief summary of findings here, but the reader is referred to the report itself for the full analysis. 

3.1 VSS

The characteristics of the VSS [VSS2002] are analyzed at length in section 4.1.2 of the HF report. There are three sections of the standard that directly address HFP. Other HFP-type requirements are scattered throughout the VSS, as documented in the HF report. 

3.1.1 Section 2.2.7 on Accessibility 

Section 2.2.7.1 contains specific low-level design requirements designed to allow voters with motor disabilities to reach the controls of voting machines. Section 2.2.7.2 has a mixture of low-level design and functional requirements for DRE systems, mostly to do with supporting voters with vision limitations. All of the clauses within section 2.2.7 should be reviewed as candidates either for direct adoption in new HFP requirements or to ensure that their underlying purposes are adequately addressed. 

3.1.2 Section 3.4.9 on Human Engineering - Controls and Displays

This short section starts with very general high-level requirements ("controls ... shall be conveniently located") and then lists a few more specific design requirements about color and visual displays. The issues addressed in this section should be consolidated into a more comprehensive section on usability. 

3.1.3 Appendix C on Usability 

This section contains the bulk of the material that may be adapted for new HFP standards. As with section 2.2.7, these must be reviewed carefully to make sure that valid concerns are not lost. 

Most of the requirements listed are low-level design requirements; as tends to be the case with low-level requirements, there are a lot of them. They are mostly specific and therefore testable. In some cases the requirement is too restrictive and overly constrains the solution space, e.g. "...the cursor should be automatically positioned in the first data entry field and when the voter hits the 'enter/return' key, the cursor should automatically move to the next data entry field;" 

The functional requirements vary greatly in specificity - some would require only basic judgment when being tested, but others are general enough that expert/subjective judgment would be needed. 

3.2 HF Report 

The HF report [NIST2004] contains a wealth of relevant material. It should be considered as a key resource for the HFP effort. Just to review the highlights: 

· Ten specific recommendations on what needs to be done in order to improve usability and accessibility of voting systems. 

· A proposed roadmap for implementing the recommendations 

· Review of concepts of usability and accessibility 

· Review of concepts of standards and testing, from which section 1.3 of this report was adapted, with some refinements. 

· An extensive discusssion on the usability and accessibility issues and requirements for voting systems 

· A review of existing standards relevant to the usability and accessibility of voting systems. This report relies on and extends that review. 

· A review of current research relevant to the usability and accessibility of voting systems. 

3.3 HAVA

Section 4.1.1 of the HF report covers the HAVA [HAVA2002] issues. Section 301 of HAVA contains several HFP-related functional requirements (mid- and high-level) that must be met by voting systems for the 2006 election. Since these are mandated by law, the only question is how to come up with a meaningful test regime in the short term. 

Most of the HAVA requirements are susceptible to a fairly simple operational test, requiring only basic judgment. E.g. the requirement that voters be notified of overvoting could be tested by having the tester attempt to overvote and verify that a warning occurs. 

By far the most challenging is sec. 301 (a)(3) on accessibility: "The voting system shall ... be accessible for individuals with disabilities... in a manner that provides the same opportunity for access and participation (including privacy and independence) as for other voters;". In the short term, the best that can be done is to consolidate and organize many of the pertinent design requirements available in the existing resources and develop inspection tests for them. Longer term, NIST should investigate whether there are any feasible operational tests that would better address accessibility issues (see section 4.4 below). 

3.4 IEEE

Section 4.1.3 of the HF report reviewed an earlier draft of the IEEE [IEEE2004] standards for voting equipment. This review is based on that earlier analysis and on the later draft version 5.3.2, dated Nov. 28, 2004. 

3.4.1 Overview of IEEE draft

Sections 5.3 and 6.3 of the draft cover requirements and testing for usability and accessibility. Annex B has some guidelines on ballot design and Annex E discusses summative usability testing. The latter is a product of a September 2004 workshop held at the UPA 2004 annual conference and is discussed in the next section. Note that the IEEE standard means to address only DRE voting systems. Other types, most notably optiscan systems, are out of its scope. 

Section 5.3 is probably the most extensive list of HFP related requirements for voting systems currently in existence. The types of requirement vary widely and no quick summary can do justice to the document. Most of the requirements can be characterized as low-level, design and specific, but there are a fair number of functional requirements as well, mostly low- to mid-level. The higher-level requirements tend to be less specific. 

The IEEE is to be commended for taking the issues of organization and testability seriously. The mere fact that the requirements are explicitly numbered is very useful. Each requirement is mapped to a type of test and more detail on how to test is given if required. Even if one disagrees with some of the content, the organization makes such discussion easier and clearer. 

3.4.2 Test Methods within IEEE draft

The IEEE draft identifies four types of testing methods - we map these to our "test dimensions" described in section 1.3.2 above: 

3.4.2.1 Inspection

As formulated by IEEE, the defining characteristics seem to be what we have called basic judgment, low complexity and binary results. This test type is used to test for the presence or absence of a required feature. We would expect high reproducibility. 

3.4.2.2 Test (Measure)

The defining characteristic seems to be a well-defined physical measurement technique, typically with a numeric result. This would imply basic judgment, but with perhaps higher technical complexity. We would expect high reproducibility. 

3.4.2.3 Expert Evaluation/Review

As its name implies, this corresponds to any test requiring expert judgment of the system. The IEEE draft implies a final binary result (pass/fail). As usual, expert review tends to imply lower reproducibility. 

3.4.2.4 Usability Testing

Usability testing would normally be an operational test, requiring basic judgment, but with high technical complexity, and a variety of result types. 

3.4.3 Issues within IEEE draft

Following is a selective survey of some points of interest within section 5.3. 

The goals enunciated in the second paragraph are all reasonable - but the third one "Ensure that voters are able to cast their votes accurately and efficiently" deserves more emphasis as the main goal which the others (e.g. "Provide feedback during the voting process that enable voters to complete all required tasks and correct any errors") support. 

Under 5.3.1, requirement #1 says "Systems shall be tested for usability..." (presumably by the vendor) - a worthy goal, but it leaves open the whole question of how that test should be conducted, what metrics to use, etc. As written, just about any usability test would be sufficient. 

Under 5.3.1, requirement #2: "Voting equipment shall provide features to ensure privacy while the user is voting. ..." - again, a worthy goal, but one couched in such general terms that formulating an objective test is very difficult. 

Examples of some clear design requirements: 

· Peak display luminance (brightness) shall be not less than 35 cd/m2 

· The minimum figure-to-ground ambient contrast ratio for text and informational graphics (including icons) shall be 3:1 (Test) 

· All controls, input devices and related labels shall be within the reach and vision distances for both 95th percentile males and 5th percentile females. 

Examples of some clear functional requirements: 

· The system shall provide unambiguous feedback regarding the voter’s selection, such as displaying a checkmark beside the selected option or dramatically changing its appearance. 

· Voters shall be informed if they have not voted in a race or have not voted the number of allowable candidates in any race. 

Examples of somewhat vague functional and design requirements: 

· The system shall provide clear and explicit instructions for voting procedures. 

· The means of entering a write-in candidate shall be clearly presented. 

· Voting controls shall be clearly differentiated from navigation and other controls, to prevent confusion except if they are special disability access controls intended for voters who can only operate a very small number of controls. 

Examples of perhaps overly-detailed requirements: 

· Controls used to delete voter input (including write-in entries or contest selections, but not including a single deselection) shall be clearly labeled and protected from accidental actuation. 

· Documentation shall be provided that all labels, instructions, warnings, cautions and error messages have been reviewed by a qualified expert, or have been usability tested, and have been found to meet the guidelines for clear, plain language communication, and can be understood by voters, including those unfamiliar with computer terminology or who read at a low literacy level. 

· Any system display fonts shall, as appropriate for the characteristics of the language or character set, a. Have true ascenders and descenders ... c. Have proportionally spaced letters ... 

· If provided, a cursor shall be visually distinct at all times and shall not move beyond the boundaries of the screen where it would become invisible. 

· While the system is responding (e.g. displaying a new page), additional voter input shall have no effect. That is, type-ahead capability shall NOT be provided. 

The task then is to sift through these varying requirements and adapt them to the technical goals stated above in section 2.2. Short-term, this probably means no more than selecting and clarifying low- and mid-level requirements. Long term, the emphasis should be on requirements that are high-level (avoiding where possible the "laundry list" approach that may overly constrain implementations) and specific (so as to inform implementors and enable objective tests). 

Finally, note that subsection 5.3.7 addresses equipment features to provide accessibility by the disabled. This subsection contains a very comprehensive list of design requirements, most of them in support of those with vision or motor disabilities. These requirements should serve as a very valuable resource, especially for the short-term effort to enhance section 2.2.7 of the VSS. 

3.5 UPA2004: Defining a Summative Usability Test for Voting Systems

This paper is a product of the UPA2004 Workshop on Voting and Usability and is published as Annex E to the draft IEEE standard [UPA2004]. It presents an overview of the many issues involved in the development of meaningful, objective, and reproducible usability tests. Throughout, significant gaps between known resources and goals are identified. This report should be regarded as a key resource for the longer term work of developing conformance tests for usability. Some of the issues discussed are: 

· The basic approach of how to compare results to voter intent 

· Key metrics to be captured 

· Sorting out effects of the voting equipment per se, as opposed to the ballot design and environment. 

· Demographics of test subjects 

· Number of test subjects required 

· Task structure and complexity 

· Data collection and analysis 

Although these issues are explained and some approaches are suggested, each of these design choices must be worked through and specific solutions developed. If already not obvious, let us emphasize that the development of usability tests that are credible, feasible, accurate, objective, and reproducible are central to the success of high-level performance-based usability standards. Such standards are identified by the HF report (section 6.10.2) as the "single most critical need" for improved voting systems. 

3.6 EU Guidelines

The Council of Europe Recommendations on Standards for E-voting (see [COE2004]) is a recently adopted set of guidelines that covers many voting issues from a broad perspective. The scope is not just voting equipment but rather includes a wide range of election administration issues, some pertaining to e-voting in particular, but many others to voting systems in general. 

The requirements are a good comprehensive set of high-level specifications, but most are written at a general level and would need to be made more specific to support a testing program. The focus is on security issues, although there are also recommendations supporting privacy, accessibility, fairness, and usability. A few examples of the latter are: 

· The voter interface of an e-voting system shall be understandable and easily usable. 

· The way in which voters are guided through the e-voting process shall be such as to prevent their voting precipitately or without reflection. 

· The e-voting system shall indicate clearly to the voter when the vote has been cast successfully and when the whole voting procedure has been completed. 

· Users shall be involved in the design of e-voting systems, particularly to identify constraints and test ease of use at each main stage of the development process. 

Although there are few detailed requirements that could be adapted for HFP purposes, the COE standard might prove useful to the security and core requirements subcommittees. 

3.7 ADAAG

The Americans with Disabilities Act Accessibility Guidelines (ADAAG - see [ADAAG2002]) for Buildings and Facilities contains scoping and technical requirements for accessibility to buildings and facilities by individuals with disabilities. It does not pertain directly to voting systems. However, there is a lot of material about wheelchair access, such as clearances, reach ranges and so on that could be applied to voting equipment. There is comparable material in section 5.3.7 of the IEEE draft. 

Several TGDC resolutions adopted at the January 2005 meeting referred to the ADAAG as a resource to be used when updating the VSS.Other ADAAG material should prove helpful if NIST develops accessibility guidelines for polling places. 

3.8 36 CFR Part 1194 Sec 508

In 1998, Congress amended the Rehabilitation Act to require Federal agencies to make their electronic and information technology accessible to people with disabilities. Section 508 [Sec508] was enacted to eliminate barriers in information technology. 

Section 4.2.1 of the HF report covers the section 508 material in some detail. Note that parts 1194.21 and 1194.22 impose very definite design and functional constraints on how software and web appliactions behave. Part 1194.31, "functional performance criteria", provides a high-level, but less specific requirement for a "mode of operation" that does not require certain abilities such as vision and fine motor control. 

As with ADAAG, this material should be reviewed to make sure that NIST recommendations to the TGDC are as complete as possible. Several TGDC resolutions adopted at the January 2005 meeting referred to 36 CFR Part 1194 (Section 508) as a resource to be used when updating the VSS. 

3.9 WCAG

WCAG - the Web Content Accessibility Guidelines - explain how to make Web content accessible to people with disabilities. They are intended mainly as guidance for developers, not as requirements to be measured after the fact. 

They do specify, however, certain "conformance checkpoints". These are lower-level, more specific requirements that support the higher-level, more general guidance. This approach of including both a general goal and some specific constraints that flow from it is a good one for structuring standards and NIST could use this as a model for its products. 

3.10 NASED Technical bulletins

The NASED Voting System Standards Board has issued two technical bulletins to clarify certain parts of the VSS. The first explains the design options available for complying with the requirements of Volume 1, Section 2.2.7.2 of the FEC VSS to provide a range of color, contrast and text sizes in order to accommodate voters with low vision or color blindness. The second clarifies certain issues regarding the production of multilanguage ballot displays and the accessibility of such displays. 

These documents show how general requirements need to be made precise in order to avoid confusion among implementors and testers. The particular issues raised and solutions adopted should be reviewed carefully by NIST as it updates standards relating to ballot presentation. 

3.11 FEC/AIR guidebooks

In 2002 the FEC, recognizing that usability issues were not adequately addressed by the VSS, contracted with the American Institutes of Research (AIR) to produce guidance on several usability topics. AIR produced three such documents in 2003 [AIR2003]: 

	Title
	Primary Audience 

	Developing a User-Centered Voting System 
	Developers 

	Procuring a User-Centered Voting System 
	Election officials 

	Usability Testing of Voting Systems 
	Developers, election officials, testing authorities 


These are indeed guidebooks that offer a broad view of issues to consider when approaching the tasks of developing and procuring a usable voting system. They are probably not very relevant for the development of strict requirements, but should prove very useful in the longer term effort of providing guidance beyond the scope of voting equipment standards. 

3.12 Generic Usability

See sections 4.2.2-4.2.6 of the HF report for a detailed review of some of the generic usability standards that have been issued in the past few years. These standards provide little material suitable for direct adaptation. At best, as in the case of some of the standards for video display, they provide a model for how a formal design standard might be organized and written. 



4. Gaps

As we have seen, there is a good deal of material upon which to draw as NIST proposes updates and enhancements to the VSS. Nonetheless, there are certain areas which have not been adequately addressed. NIST will have to perform research and develop novel solutions for some of these problem areas. 

4.1 Better Organization for VSS

A persistent problem for the VSS and many related standards is lack of overall organization. Many standards read too much like "laundry lists" with requirements of wildly varying generality following one another. The IEEE draft at least has the beginnings of a good approach, but more needs to be done. 

NIST should develop a methodology for presenting requirements of varying generality, perhaps a hierarchical approach, in which lower-level requirements are associated with the higher-level goals they are meant to serve. A definite numbering system should be used. Requirements that are intended to be tested directly should be distinguished from those that are "lofty goal statements" rather than enforceable standards. 

4.2 Performance Standards for Usability

As mentioned above, usability standards too often wind up being a long "laundry list" of design choices, which may or may not have real relevance to the ultimate goals of effective and efficient operation. The advantages of performance over design standards are discussed at length in the HF report and need not be rehearsed here. 

NIST should work towards developing high-level performance standards that are specific and testable. This implies the adoption of very definite metrics of success for effectiveness and efficiency, and also user satisfaction. Currently, no such high-level requirements for voting exist. 

4.3 Good Test Methodology for Summative Testing

This issue is covered in depth in [UPA2004]. See section 3.5 for a list of issues to be resolved. 

4.4 Better Standards and Tests for Accessibility

HAVA explicitly adopted equal access as a requirement. And yet, as with usability, accessibility standards have emphasized (easily testable) design requirements over performance requirements. Perhaps this is the best that can be done - formulating true performance standards and operational tests for accessibility would be even more difficult than for usability. 

Nonetheless, as a long term project, NIST should investigate the extent to which new HFP standards can incorporate functional-type requirements that are specific and testable to address accessibility issues. NIST would then need to explore the feasibility of developing some operational tests to support such requirements. The tests could perhaps be based on expert judgment (rather than precise metrics), and used as an adjunct to the design requirements. After all, it is a truism in the usability world that one really can't measure or predict usability without actual users. Even if not used for summative/conformance testing, the VSS could require implementors to conduct formative accessibility testing, just as the IEEE draft requires implementors to conduct some form of usability testing during product development. 

4.5 Privacy Issues 

Many of the standards reviewed posit voter privacy as a high-level goal. This is often supplemented by lower-level requirements. These cover a range of issues from the mundane (opaque curtains, earphones) to very esoteric schemes for reconstructing voters' choices. One gets the impression, however, that this issue has not been subject to the same level of intense analysis as, say, accessibility. 

NIST should take on an explicit task to examine voter privacy issues. Note that privacy has implications for usability, accessibility, and security. In particular, NIST might wish to distinguish in situ privacy while voting from post hoc issues about discovering voters' choices from the voting records. 
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