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Good afternoon, 
Here is my comment after reviewing the Artificial Intelligence Risk Management Framework, 
NIST-2021-0004-0001. 
It is attached in the PDF file. 

Best regards, 
Christine 
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SUPPLEMENTARY 
INFORMATION:


Genesis for Development of 
the AI Risk


Management Framework


At the same time, new AI-based technologies, products, and services bring 
technical and societal challenges and risks, including ensuring that AI 
comports with ethical values. While there is no objective standard for 
ethical values, as they are grounded in the norms and legal expectations of 
specific societies or cultures, it is widely agreed that AI must be designed, 
developed, used, and evaluated in a trustworthy and responsible manner to 
foster public confidence and trust.


AI ethical values or ethical principles have been defined by industry and government agencies. Ethical 
values or ethical principles are an integral part of the public trust. Therefore, they should be listed and 
included as part of the AI RMF. 
A few hyperlinks to AI Ethics are listed here: 
https://www.intelligence.gov/images/AI/Principles_of_AI_Ethics_for_the_Intelligence_Community.pdf
https://www.defense.gov/Newsroom/Releases/Release/Article/2091996/dod-adopts-ethical-
principles-for-artificial-intelligence/
https://www.microsoft.com/en-us/ai/responsible-ai?activetab=pivot1:primaryr6
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