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Introduction 
The Artificial Intelligence Measurement and Evaluation Workshop was a three-day virtual 

workshop that took place June 15-17, 2021. The workshop brought together stakeholders and 

experts to identify the most pressing needs for AI measurement and evaluation. 

NIST is assigned responsibility by statute to advance underlying research for measuring and 

assessing AI technologies. That includes the development of AI data standards and best 

practices, as well as AI evaluation and testing methodologies and standards. NIST is working 

collaboratively with the private and public sectors to help prioritize and work on its AI activities. 

The full workshop agenda as well as all of the available video recordings of the panels are 

available on the Artificial Intelligence Measurement and Evaluation Workshop page. 

Background 
Each day of the workshop started with a keynote address, followed by 4 panel discussions. Each 

panel discussion had a moderator and three to six panelists. Each panel began with the 

panelists providing some introductory remarks on the topic of the panel followed by a 

discussion led by the moderator. Throughout the workshop, a slack workspace was open to all 

workshop participants, where they could ask questions and provide their own comments and 

thoughts on the topics under discussion. Appendix A: References from Panelists and Participants 

contains a list of suggested references and links that were provided in the slack channel or by 

panelists during each of the panels. 

Panel Summaries 
This section contains brief summaries of the discussions for each of the panels from both the 

panelists and the slack discussions. 

2 

https://www.nist.gov/news-events/events/2021/06/ai-measurement-and-evaluation-workshop
https://www.nist.gov/news-events/events/2021/06/ai-measurement-and-evaluation-workshop


     Panel 1 - Measuring with Purpose 

The panelists discussed the unique challenges of machine learning (ML) and artificial 

intelligence (AI) systems when it comes to risks, such as bias, robustness, and explainability. 

There are risks in AI systems where existing regulations apply, such as safety components of 

regulated products, health systems, and areas of law enforcement. The panelists suggested AI 

systems could focus on efficacy measures such as: what customers want and what their 

concerns are. The panelists suggested focusing on measures that matter and not what is easy to 

measure. The evolution of metrics is key to maintaining efficacy of those measures. A hybrid of 

various risk-based approaches with respect to characteristics that are desirable in the system 

was suggested as a possible best option. 

Tess DeBlanc-Knowles of White House Office of Science and Technology Policy moderated and 

introduced the panel, highlighted the importance of AI technologies to the public and private 

sectors, and emphasized the need for trustworthy AI. The ability to measure and evaluate the 

performance of AI throughout the lifecycle of an AI system was stressed as a key component of 

establishing trust. Various needs to address existing gaps in the common understanding and 

evaluation of metrics and benchmarks for reliability, and the description and impacts of failure 

modes, among other issues were mentioned. The moderator also expressed a need for shared 

infrastructure for the development and testing of AI systems. 

Michael Hind of IBM Research began by introducing a comparison of ML work with traditional 

software evaluations. Both traditional software and ML evaluations involve verifying that the 

actual output matches the expected output for a given input, but there is a difference in testing 

corner cases, which could be well-defined in traditional software, but are often not well-defined 

or are unknown for ML. Hind identified a non-exhaustive list of risks which included bias, 

adversarial robustness, explainability, uncertainty, privacy, generalizability, and data quality. 

When performing evaluations of AI systems, it is important to know who the consumer of the 

evaluation will be and what is the desired outcome for the tasks the system will be performing. 

Salvatore Scalzo of the European Commission discussed the European Commission’s proposed 

framework on AI released on the 21st of April, 2021. Key regulatory concepts included: internal 

market legislation, a layered risk-based approach, and a level playing field for EU and non-EU 

players. The framework takes a broad definition of AI in order to cover as many techniques and 

approaches as possible with an enumeration of those techniques and approaches which are 

covered as an updateable annex to provide legal certainty. The risk-based approach intends to 

allow low or minimal risk applications to go ahead unhindered and to layer additional 

responsibilities and obligations as the risk increases from minimal risk, to transparency risk, to 
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high risk, to unacceptable risk. Transparency risk (e.g., impersonation/bots) is where there is an 

obligation to inform or be transparent about the use of AI in situations where the AI will be 

used. High risk applications (e.g., medical devices, recruitment) will be subject to compliance 

and conformity assessment requirements. Unacceptable risk applications (e.g., social credit 

scoring system) are prohibited. The framework mandates a number of obligations for providers 

including quality management, technical documentation, conformity assessment, system 

registration, and post-market monitoring. 

Jane Pinelis of the US Department of Defense (DoD) Joint Artificial Intelligence Center (JAIC) 

began by pointing out that a robust test process is one which verifies that the systems under 

test will work across a full system of conditions. The DoD has a challenging set of operational 

requirements and unique mission sets further complicating comprehensive testings. Testing is a 

concern and in order to deploy at the speed of relevance, the US will be challenged by systems’ 

lack of performance guarantees that outweigh any benefits, if behaviors are not known, 

understood, or recognized. AI brings with it new failure modes, inherent dependence on 

training data and methods which directly tie to data quality and representativeness. The JAIC 

has created a test and evaluation framework for AI that has improved operational testing within 

the DoD. Some principles include using Design of Experiments methods and “Survival Analysis”. 

Four pillars of testing at the DoD are: 1) testing the algorithms on reserve test data, 2) system 

integration, 3) human systems integration, and 4) operational tests. The JAIC publishes 

best-practice guides and provides shared access to technology including cloud-native test 

harnesses. 

Bill Scherlis of Defense Advanced Research Projects Agency (DARPA) described four areas of 

focus. The first area is AI evaluation and trustworthy AI in the context of mission applications. 

Adversarial AI is a well-established research area; AI models can be spoofed, and this drives the 

need for secure and trustworthy AI. Modern ML is not trustworthy and is not likely to become 

so to a sufficient extent for mission autonomy. DARPA is trying to develop systems with a certain 

amount of autonomy with the requirement of trustworthiness. DARPA has a program called 

“Assured Autonomy” and another called Guaranteeing AI Robustness Against Deception (GARD) 

which focuses on modeling various kinds of attacks and malicious inputs and how to achieve 

resilience. The second area concerns data, how to protect, how it is used, and how to do ML 

with much less data. “Learning with less labeling” and self-supervised transfer learning both aim 

to reduce the extent of labeled data required. The third area is overcoming some of the intrinsic 

challenges of pure ML, including opaqueness. Explainable AI is an attempt to make models 

more transparent, but there is a danger that the natural language explanations can provide an 

appearance of robustness that may not be valid. DARPA is looking at hybrid systems which 

blend statistical approaches with symbolic AI approaches. The fourth area DARPA is interested in 
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is human interactions with systems. While progress is being made, the problem is getting more 

difficult to solve as tasks become more complex and systems become more capable and their 

roles become more intertwined with human team members. 

Jack Clark of Anthropic introduced his work on “Frontier Models” and performing test and 

evaluation for large scale computationally intensive model developments. There is a need to 

perform more than one set of tests against a model. Anthropic has found in their work that it is 

better to have many somewhat reliable tests than to have a small number of very reliable ones. 

When a single system is tested fifty different ways there is an opportunity to characterize it. In 

addition to using existing tests, Clark believes new tests need to be developed and it is best for 

those coming up with the tests if they are co-located with the technical developers of the 

model. Thoughts on future trends included how to decide whether a system is giving an 

accurate explanation of an output instead of something we wanted, investigating large models 

which appear to display the “few shot learning” trait (a large model and with minimal new class 

data has good capacity for identifying the new class). 

Chuck Howell of the MITRE Corporation (MITRE) started by inviting everyone to review the 

report for the National Security Commission on AI, where he served as a member of the 

research and analysis staff for the committee. Howell then introduced the idea of tool 

qualification and how this is an important concept in avionics, where the tools used to develop, 

assess, and test the avionics box are themselves competent and appropriate for use. For 

example, when looking at a particular recommendation or classification of an image and 

attempting to investigate why the models arrived at a particular output, when the tools used to 

perform this analysis are themselves subject to scrutiny, they often come up short. MITRE is 

looking for “rhyming challenges” and opportunities where problems and solutions in some 

other domain could potentially be applied in the AI domain. 

Panel Discussion: The moderator asked, “Where can federal policy play a role in advancing AI 

evaluation?” The discussion began on the topic of difficulty for companies to build the 

appropriate data sets for test and evaluation, especially when looking at fairness and bias. 

Government could help with constructing these data sets and providing shared computational 

resources to help in performing the test and evaluations. The point was raised that there are 

often unclear problem descriptions and that it would be helpful to develop clear requirements 

that would assist engineers and scientists in knowing what to look for. The ability for 3rd parties 

to perform “glass-box” testing1 was also raised and setting up some capacity for performing this 

1 Glass-box testing is defined by ISO/IEC/IEEE 29119-1:2013 as, “dynamic testing in which the tests are derived from 
an examination of the structure of the test item.” 
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type of testing. Transparency was also mentioned as an important consideration and the need 

for  systems to have hooks and other capabilities to allow for ease in test and evaluation. 

The next question presented dealt with the definition of data quality in data sets. There was 

general agreement that data quality is important and that mechanisms for documenting the 

data sets and the constraints and limitations of the data sets was important. 

Finally, a conversation around whether to emphasize robustness above performance in testing 

benchmarks was worthwhile had some disagreement from the panelists who felt that a risk 

based approach may be ideal in that what factors to focus on in test and evaluation would be 

driven by the risks presented by the system. 

Slack Discussion: One point raised in the slack discussion that was not mentioned by the 

participants was the idea that data sets must be dynamic, with the example given that a corpus 

of text from the 1920’s used to parse common speech in 2020 would not be an ideal data set to 

start from. Additionally, there was some conversation about how to measure the quality of a 

data set. 
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        Panel 2 - Overview of Past & Current Evaluations 

This panel discussed a key challenge to current and past evaluations: building sufficiently large 

test collections is unfeasible. An approach suggested by the panelists was to look for the easiest 

solution to understand, verify that solution, and maintain it. The panelists discussed the desire 

to build evaluations from impactful effects on the system and looking to provide feedback that 

is intuitive and actionable. The panel suggested there is a desire for a Risk-Based Evaluation 

Framework which could be easily implemented. The panelists highlighted that accuracy does 

not always imply understanding. 

Mark Przybocki of NIST moderated the panel. In his opening remarks, he described the NIST 

Evaluation Research Paradigm as a cycle with stages: planning, data, evaluation, workshop, and 

(back to) planning. Mark then described several evaluation models that are used by NIST 

depending on the maturity of the technology and the goals of the evaluation.  These evaluation 

models include: challenge problems, honor system approach, system delivery, progress tests, 

ongoing leaderboard, and human in the loop or assessor evaluations. 

Ellen Voorhees of NIST described the work of the Text REtrieval Conference (TREC), a 

long-running set of natural language processing (NLP) evaluations. Each evaluation of offline 

retrieval used a test collection, which is a benchmark task that consisted of documents, queries, 

and relevance judgements. TREC pioneered the use of pooling to build large test collections and 

has gone on to build hundreds of collections for dozens of different tasks. TREC has shown that 

an emphasis on individual experiments evaluated in a common setting can leverage a relatively 

modest investment by the government into a significantly greater amount of research and 

development. 

Peter Bajcsy of NIST described the work of TrojAI, an evaluation for detecting trojan behaviors 

in AI models. The experiments were designed for image classifications, with an image having a 

background with a superimposed foreground, and then some triggers (such as polygons) put in 

the foreground images. In addition to submission and evaluation, they prepared an interactive 

web-based trojan simulator, a baseline trojan detector, and a survey of relevant publications. 

Jonathon Phillips of NIST discussed his thoughts on “Evaluation to Experiments” and a 

discussion of face recognition evaluations, including the FERET evaluation as well as the series 

of Face Recognition Vendor Test (FRVT) Evaluations, which NIST designed. One of the key 

elements of FERET was data collection. The data was partitioned into two sets: one data set was 

given to researchers to develop algorithms, and the other was sequestered for testing of the 

algorithm under proctored evaluations. Jonathon then talked about how they applied a 
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psychological experiment to facial recognition algorithms to measure the racial bias of facial 

recognition algorithms. Last, Jonathon talked about how using empirical methods can help build 

insight into these AI methods and how they would perform. 

Michael Sharp of NIST discussed an overview of Industrial Artificial Intelligence (IAI) 

Management and Metrology. Industrial Artificial Intelligence is a subset of AI applied to 

industry. The difference that distinguishes IAI from other Artificial Intelligence is that IAI is 

meant to solve a known problem or provide an explicit benefit to an industry or company. As a 

consequence, practical use is a higher priority than philosophical elegance, and justifications for 

modeling choices must come from the context of the application. Michael then discussed how 

many domain goals can be broken down into the framework of risk management. The same risk 

can be measured in monetary loss, it can be measured in performance output loss or gain, and 

it can be in terms of the impact to the public perception of an organization. Risk can be 

informed with access to these metrics. 

Jonathan Fiscus of NIST discussed metrology lessons from past evaluations. The most striking 

lesson is that often we have to invent new evaluation protocols for new technologies. This 

requires a community effort. Going more granular, start with a small problem. The concept of 

beginning with a small, solvable problem and scaling it as technology improves has been used 

multiple times. Also, accuracy does not imply understanding. The biggest point, learned from 

the multimedia event detection evaluation, is that big data doesn’t mean understanding; they 

are inversely related. We need to focus on small problems and solve those to get better 

technology. 

Megan Zimmerman of NIST discussed test methods, metrics, and evaluation of AI in Applied 

Robotics. These evaluations of AI are grounded on specific applications, based on tasks where 

benchmarks and tests are provided. In Robotics, there are three main processes: perception, 

cognition and reasoning, and physical control. Most of their work has been benchmarks 

provided either with task boards or simulated environments. They discussed that their work and 

collaborations aim to help establish more benchmarks for assessment tasks. 

Panel Discussion: The Panel Discussion with these panelists was combined with that of Panel 3. 

Slack Discussion: During this discussion people raised issues of ethics and trust in AI and the 

necessity for ethics and trust in AI. The conversation mentioned that one needed to think about 

who the benefits are accruing to. 
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       Panel 3 - Discussion of NIST/Community Future Work 

The panel discussed different AI domains, such as ML/Neural Nets/NLP, and the requirements 

for different evaluation techniques in each domain. There are fundamental limitations of what 

each domain does, based on the algorithm but especially on the problem sets of each domain. 

The metrics used in evaluation of one domain may not apply to another. Some AI domains are 

very task oriented, and the expectations and abilities of the systems change so much that 

evaluating these systems will always lag the underlying changes. The panel suggested there is 

no single innovation for the evaluation of AI for instilling trust in the use of AI. Some suggested 

approaches are adding transparency to the system and demonstrating the value of an AI 

system. 

The moderator and the panelists in Panel 3 are the same as in Panel 2. Panel 3 is the discussion 

component of Panel 2. 

Panel Discussion: The panel started with the discussion of how the underlying approach of AI 

can change when being evaluated in different areas. The physical limitations (the speed of a car, 

etc.) can be used and considered in the evaluation design. There is also a goal to make an 

environment that is specific enough to be evaluable yet general enough to be compared to 

other environments (sometimes the environment can be too specific). Last, the panel 

mentioned the desire to separate out the application-agnostic parts (such as packaging and 

receiving submissions) and the application-specific components (such as having 

evaluation-specific metrics). 

Another core concept discussed is what would have the largest impact of trust on the use of AI. 

The panelists first mentioned that having ethics guidelines are important. Another panelist 

mentioned that whether a system is trustworthy is different from if users trust a system: users 

could trust a system that is not trustworthy and vice versa. The panel mentioned that showing 

users the value of the tool or providing ways for users to interact with the tool can help users 

trust systems. Last, the panel mentioned that there are metrics within human-robotic 

interactions which attempt to determine the trust humans have in a particular system through 

the use of surveys to develop a quantifiable measure of trust. 

The panel ended with a discussion of designing evaluations for application-agnostic tasks vs. 

evaluations of specific systems in particular domains. One panelist discussed a case where they 

had to simplify a task to a stark abstraction of the original task in order to make progress, and 

that this abstraction may be necessary at the beginning in order to make progress with some 

speed. Additional domain specific evaluation can and will attempt to bring the full-complexity of 
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the problem back to focus once advances on the core abstract problem have been made. 

Another panelist mentioned the challenge that the pace of change in the frontier for the 

development of new models is faster than the development of evaluations that can adequately 

perform an evaluation to reassure stakeholders that the models are of high-quality. 

Slack Discussion: The slack discussion of Panel 3 was in the Panel 2 channel, see Panel 2 for 

slack discussion. 
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      Panel 4 - Evaluating AI During Operation 

This panel focused on making a connection between evaluating AI and operation as well as the 

broader problem in machine learning (ML): retraining. The panelists discussed a need for ML 

systems that are continually learning. A key challenge is defining how, when, and which data is 

used to retrain the model. The panelists suggested that another challenge is model drift. 

Panelists discussed the trade-off of cost and other impacts to an organization using an AI system 

in operating environments. Panelists highlighted the use of poor models because they're doing 

a good enough job and the core question of what is good enough? 

Antonio Moretti of Walmart moderated the panel on evaluating AI during operation and 

introduced Clarence Agbi of Capital One, Sergey Karayev of Turnitin, and Josh Tobin of Gantry, 

the panelists. He introduced the panel members and gave highlights on AI evaluation during 

production and operational environments, Machine Learning Operations (MLOps), operational 

evaluation metrics, model quality, data drift, latency, throughput, scalability issues, and issues 

around security and robustness. 

Josh Tobin of Gantry described that static ML models are used in academic settings and 

continuous ML and active learning models are used in production environments, where models 

are regularly trained on new data, since data is never static and is constantly changing and there 

is data drift compared to training data set. He also discussed the use of MLOps in production 

and continuous learning and continuous evaluation. He co-organized the full stack deep learning 

class program and posted few references related to it. 

Sergey Karayev of Turnitin described the ML work that he is doing for an education tech 

company that uses AI assisted grading of tests and exams automatically. He described the model 

development and how they handle privacy and security based on regulations, how they train 

and retrain their models based on data drift, and how they monitor the system and the 

correctness of their prediction.  He also co-organized the full stack deep learning class program. 

Clarence Agbi of Capital One described evaluation of models at a level that goes beyond the 

model itself. He then mentioned that all the development is to support or improve the business 

and the business metrics are at the heart of evaluations in production. He talked about his work 

in highly regulated industries, where you can’t deploy a system without thinking about its 

effects on users or the effect on business. He then described the development of ML systems as 

mainly based on business use cases. He finally highlighted the use of poor models in business 

because they're doing a good enough job and making profits for the business. 
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Panel Discussion: The first question discussed: how does the business model affect the issues 

around model deployment? And can you give examples of metrics that you will use? The 

discussion revolved around different applications and the importance of evaluation metrics and 

the cost of creating annotations. 

The next discussion was on continuous ML and active learning models vs. static ML and the 

importance of it in business applications. There was general agreement that continuous ML is 

important for business applications, where data is constantly changing compared to static 

models, which are popular for kaggle challenge data sets. 

Then, the next discussion topic was regarding the core question of what is a good enough AI 

application for a business. 

Finally, there was discussion of the question, for a business, how does ML or data science relate 

to the core product? 

Slack Discussion: There were discussions related to continuous ML, scalability issues, and issues 

around security and robustness. Another discussion was on business applications and metrics. 

Additionally, online references were posted on a number of topics discussed in the panel. 

12 



     Panel 5 - Evaluation Design Process 

The panel discussed the evaluation design process, robustness, difficulties in bias, fairness, and 

subpopulations. It's important to look beyond one accuracy number in robustness. There are 

many important parts to doing an evaluation which is not just running a single number on one, 

calling it "benchmarking" and calling it a day. It's important to report negative results when it 

comes to machine learning (ML) models. It is also important to continue to improve the existing 

complex data sets and recognize their shortcomings. 

Nicholas Carlini of Google Brain moderated the panel on evaluation design process and 

introduced the panelists which consisted of Matthias Hein of University of Tübingen, Deborah 

Raji of Mozilla Foundation, Shibani Santurkar of Stanford, and Ludwig Schmidt of University of 

Washington. He then discussed topics related to the evaluation design process, how to set up 

an evaluation, benchmarking, data sets, robustness and evaluation metrics beyond accuracy. 

Matthias Hein of University of Tübingen discussed his main research area, which is to make 

machine learning robust, safe, and explainable, and his main focus at the moment is robustness, 

in particular, adversarial robustness. He is working on elevating and providing tools to the users 

to automatically assess adversarial robustness, and his other main focus is reliability and 

certainty quantification, in particular, detection of out of  distribution inputs. 

Deborah Raji of Mozilla Foundation described her interest in algorithmic auditing, and 

discussed how the community has been formulating or articulating that goal, which is by 

evaluation or assessment with the objective of holding institutions accountable. We all know 

during the ML development process, ML engineers are making lots of different decisions, and 

she wants to design evaluations so that we can assess the quality of those decisions from the 

outside or from the inside. She has worked on projects with teams internally within 

corporations trying to understand these decisions and to map them to certain consequences 

and articulate that through evaluations. She also mentioned her work with the Algorithmic 

Justice League for people that want to evaluate the system as outsiders without access to that 

system and how they go about designing those evaluations. 

Shibani Santurkar of Stanford talked about her focus on making ML models more robust and 

reliable. She started with thinking about adversarial robustness, but recently she has been 

thinking about the broader notions of robustness in terms of how to ensure that models work, 

not only on the test benchmarks, but also on real world applications. 
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Ludwig Schmidt of University of Washington talked about his interest in AI evaluation starting 

with the release of ImageNet benchmark and data set. One thing that has always worried him is 

the way the community evaluated ImageNet, and that is the opposite of how evaluation is 

taught in ML class. The research community usually reuses the validation set and test sets many 

times, which could lead to overfitting. This process has helped him figure out how not to overfit 

the model, but many other interesting questions of ML data sets and evaluation have guided his 

research recently. 

Panel Discussion: The first question discussed was, why do we need to think about evaluations? 

Why can’t we just say, all of our vision models are going to be evaluated on the ImageNet test 

set, call it a day and just move on with our lives? 

The panelists responded that it’s possible that this would lead to overfitting on the ImageNet 

test set and not making progress on types of images not present in ImageNet. 

Then the panelists were asked: one piece of actionable advice from each of you - If you could 

have evaluations done however you want it to be, what would that one thing be that people 

do? 

The panelists offered the following advice:  (1) Do not concentrate on a single metric, instead 

agree on a set of metrics (e.g., several robustness metrics) and then measure using all the 

agreed upon metrics.  (2) Perform disaggregated analysis, including on sub-populations and 

intersectional sub-populations, instead of focusing on only a single measure.  (3) Make 

evaluations as easy and reproducible as possible. (4) Build a set of evaluation benchmarks 

where it is the norm to evaluate on all the benchmarks to assist in comparing algorithms (rather 

than picking a choosing). 

The panelists had a discussion about algorithmic auditing, robustness and fairness and 

evaluations. 

Then, the panelists also had discussions about privacy, health data and privacy, federated 

learning, differential privacy, etc. and privacy and regulations. 

Finally, the complex question was discussed: How do you apply auditing in complex spaces, such 

as medical devices or software regulation, where even the initial evaluation of these products 

has unresolved biases? 
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Deborah Raji responded that it’s a difficult and still open question, but it involves a 

multidisciplinary approach, asking and heavily documenting, especially asking and answering 

qualitative questions. 

Slack Discussion: One thread of discussion focused on robustness and evaluation metrics 

beyond accuracy. Another thread was a discussion on overfitting the model and on adversarial 

robustness. 
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      Panel 6 - Metrics and Measurement Methods 

The panelists discussed a set of components which could be used to measure AI systems. These 

components are: a clear and defined task, a very good metric to measure how well the system is 

doing what it is designed to do, and data. The range of metrics goes from the Measures of 

Performance (represents quantitative measure of core technology — easy to repeat, defined 

objective, cheap, suitable to a machine consumer) to Measures of Effectiveness (more 

application focused, represent quantitative/qualitative measure of how technology helped final 

application — hard to repeat, fuzzy objective, expensive, suited to human consumer). The 

panelists discussed a potential conceptual loop about machine learning (ML) research: collect 

data, train the model, evaluate, and then deploy. The notion of what should be measured 

depends on the purpose of the evaluation. The rise in the benchmarks will typically be at the 

beginning of new technology; the panelists discussed whether or not the AI space is in the 

benchmarking phase. 

Craig Greenberg of NIST moderated the panel. In his opening remarks he introduced the 

panelists and then discussed the goal of the panel, which is to discuss which aspects of the AI 

systems can and should be measured and evaluated and how that can and should be done. 

José Hernández-Orallo of Universitat Politècnica de València discussed measurements and 

metrics: what and how to test. José argued that for AI, evaluation should move from being 

task-oriented to capability-oriented. In a capability-oriented evaluation, each system has a 

capability profile, and systems are matched with problems whose problem profiles overlap with 

the capability profiles. José discussed a project of measurement layouts, which tries to identify 

not only the capabilities, but capabilities in terms of probabilities, and skills of a system. More 

nuanced metrics (beyond additive metrics) must be developed and used. 

Douglas Reynolds of the National Security Agency (NSA) / MIT Lincoln Laboratory focused on 

the practical side of evaluations, which drives ideas from inception to being something useful. 

The virtuous research and development (R&D) cycle involves a mission or need that is turned 

into a challenge problem, unclassified R&D, classified R&D, a prototype, to deployment, to a 

new challenge problem. The final number is not the purpose. It is a motivator, but more 

importantly, the number needs to promulgate out the best ideas. More than just accuracy 

needs to be measured, additional things which might need measurement include throughput, 

memory, and other system aspects. The components needed for an AI/ML evaluation are a 

clearly defined task, a very good metric that measures how well the task is accomplished, and 

the data for learning and for performance evaluation. The types of metrics range from measures 
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of performance (technology focus, quantitative error rates, etc.) to measures of effectiveness 

(quantitative or qualitative measures of how technology helps a final application). 

Sameer Singh of University of California, Irvine talked about testing and explaining NLP models 

as a way to evaluate them. Sameer described a mismatch between what the accuracy models 

say and what the systems look like in practice, and provided examples involving different 

queries to the system.  Sameer would like to make this process of identifying these problems as 

early in the pipeline as possible, and would like to make it as part of the evaluation of these AI 

systems.  The first solution Sameer has been working with is called behavioral testing. 

Behavioral testing involves taking an original test instance and having a trained system produce 

a prediction on that instance. You then change the test instance in a specific way, obtain a 

prediction from the system, and then compare to see if the prediction on the new instance is 

the expected prediction. Sameer also looks at explanations and sees (through human 

explanations) if those explanations of the systems are correct or not. 

Panel Discussion: The first question discussed what are the properties of AI systems that can 

and should be measured. Jose mentioned that we want the traits that predict or explain system 

behavior (how to identify these metrics is a question). Doug mentioned that what should be 

measured depends on the purpose, audience, and needs of the evaluations. As evaluations 

mature, things other than accuracy matter. Sameer mentioned that some things are not 

addressed in evaluation. One of those is calibration: are those probabilities meaningful? 

Another is how a system would behave on future unseen instances (which may mean getting 

more data or changing data) 

The panel discussed what properties metrics might possess. Desirable properties include: 

simplicity (the metric be as simple as possible); additive (the sum of the metric on two smaller 

sets is the same as the metric on the combined set); that the metric have a ratio scale; and that 

what the numbers mean is easily understood (easy to explain the meaning to a human). 

The panelists were then asked to offer concrete suggestions for NIST with the following 

responses. To identify the language of specifications for ML is needed. What are the aspects for 

which accuracy measurements are desirable? What are our tolerances? What can be tested? 

Have benchmarks with multi-modality (different distributions, not necessarily different data 

types). NIST has a position of a reference for the community to help provide guidelines. How 

was that result achieved? How much data and compute was used? 

Slack Discussion: One discussion was on behavioral validity and its definition. Another was a 

discussion on the differences between tasks and capabilities. 
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      Panel 7 - Data and Data Sets 

The panelists discussed the needs for machine learning (ML) to be robust, private, and fair. 

Privacy is contextual so privacy-preserving data sets are problematic. Balancing privacy with 

useful ML models while securing what genuinely needs to be private is a central challenge. The 

panelists pointed to a concern that benchmarks/data used in academics are unrealistic; 

resolutions, sample-set size, and perspectives may not match reality. Simulations might provide 

better benchmarks, allowing for testing of counterfactuals. The panelists suggested synthetic 

data can be useful for building robustness, but it is still difficult to train an ML with worst-case 

guarantees. The panelists concluded with a discussion on the value of realistic data sets. 

Aleksander Madry of MIT moderated the panel on Data and Data Sets and introduced the 

panelists. He then discussed topics related to the data sets, how to create data sets with privacy 

in mind, simulated data sets, differential privacy and federated learning, and issues related to 

benchmarks/data sets used in academic settings. 

Marzyeh Ghassemi of MIT discussed her research focus on what is called health ML, which is 

ML in a high-stakes context, where you need to make sure that it's robust, private, and fair. She 

then talked about how ML is often powered by data, and data unfortunately carries with it the 

personal and systemic biases that were part of the generative process. In health, we start from 

problem selection, what kinds of problems we think about or focus on. It goes through team 

formation, it goes through cohort selection, who is able to participate in studies? What kind of 

data we're able to collect, algorithm design, whether we do a maximum or whether we remove 

outliers when we are looking in the learning process. Then in post deployment considerations, 

thinking about what kinds of evaluations we do, are we looking at average performances? Who 

has that disadvantage? In many settings in ML, we focus on doing well on an average case. But 

that doesn't really track well in a health setting because often those who are maybe far from 

the average are often minority or minoritized populations who already are underserved or 

disadvantaged. We don't want to propagate or worsen biases that may already exist. There are 

some socio-technical solutions to this, and a lot of her work focuses more on the potential 

technical solutions. She highlighted health data sharing and access, and privacy is a concern 

with data, especially health data. But health data is often de-identified to a HIPAA standard, at 

least in the United States, and sometimes sold to private companies that are able to use that 

data to build really great prediction models. She thinks it is a huge disadvantage to not have 

large data sets that are openly accessible to accredited academics in an equal normalized way. 

Tom Goldstein of University of Maryland discussed his work on security for data sets. He talked 

about how bad actors are able to manipulate data set, what kind of issues in your model can 
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elicit strange behaviors and the ways of protecting against those kinds of attacks. Recently he 

has been interested in issues of bias and fairness in ML and how they arise from issues related 

to data set creation. Finally, he is also interested in private data set beliefs and in particular 

differentially private or other notions of privacy and ways of creating data sets so that 

institutions can share data sets through different groups.  He mentioned that we have this 

tendency to set academic standards or ethical standards higher, in such a way that we deprive 

academics from having access to the same data sets when perhaps companies are using them 

for research. He then mentioned to be careful about what kind of standards we impose on 

academics. 

Emre Kiciman of Microsoft Research discussed how to advance the integration of causal 

reasoning methods with ML and applying these to problems of robustness in AI generally, but 

then using these technologies to expand the use of AI and causal methods for decision-making 

in a variety of critical domains. He then highlighted problems in the area of evaluating causal 

methods. He then talked about the obvious one which is the challenge of getting data about 

counterfactuals. Then he talked about how causal reasoning is about understanding maybe 

what would have happened if you did something versus if you did something else, and we only 

ever get to observe one outcome and we have to find ways of thinking quantitatively about the 

comparison between these two observations. He then discussed that for a hard data set that's 

grounded in the real world, where we only get to observe outcomes following an action that we 

actually choose. But he thinks there's another interesting challenge in evaluating causal 

methods and it's one that's related to problems that we're seeing recently. Causal methods are 

really interesting in that they start to reason formally about some of the assumptions that we 

make about how the underlying data generating process works. How well that level of 

abstraction matches the raw data that they have on hand. Finally, he discussed how this could 

open up very interesting opportunities to think about what algorithms do well under different 

situations. 

Nicolas Papernot of University of Toronto discussed his research spanning a number of areas 

that have been already mentioned going from security with topics like adversarial examples, but 

also poisoning of data sets and then finally, the privacy aspects that we've discussed so far. He 

then gave the definition of robustness in ML. For instance, in health care it is beneficial to have 

metrics that go beyond the average case in evaluating the model's performance. Then he talked 

about robustness and in security in general, we have the same need for a worst-case analysis of 

the performance of the system. Then he discussed, what is missing from a lot of data sets 

currently is that the data sets really look at an isolated functionality of the system. He then 

talked about how the model itself is being evaluated directly at its inputs and outputs, but we 

are not capturing how the model itself is integrated into a system and then deployed in a 
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real-world environment. He then discussed the difficulty of evaluating how much progress we 

are making because we could very well be getting a perception of progress at the level of the 

model but when it comes to deploying that model in the realistic production pipeline, then that 

robustness would not carry any real-world worst-case guarantees with respect to the 

performance of the system that is deploying itself. Finally, he mentioned benchmarks need to 

capture that part as well as the system if we really want to evaluate the end-to-end 

performance of the system. 

Panel Discussion: The first question discussed what properties of AI systems that can and 

should be measured. The panel discussed the data ecosystem - creation, ownership, access and 

the notion of regulation and what role regulation has played in the data set creation, especially 

for health care data in term regulation. 

Then the discussion was about privacy-producing data sets and regulation, about synthetic data 

and issues and the importance of data sets for health care. There was discussion about causal 

reasoning methods and ML. 

Then the discussion was on the data ecosystem - creation, ownership, access and so on, the 

notion of regulation and what role regulation plays in why things are the way they are. 

Slack Discussion: One discussion in the slack was on privacy-producing data sets and regulation. 

Another was a discussion on robustness and security. 
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        Panel 8 - Limitations, Challenges, and Future Directions of 
Evaluation 

[Note: This panel was not recorded, therefore there are gaps in the report for this panel.] 

The panelists began by highlighting a central challenge: lack of transparency involved with 

machine learning (ML) makes it hard to understand why a system made a particular decision. 

The panelists highlighted the need for decision making tools that ensure trust in the operations 

of the AI system. Panelists highlighted that the AI systems work in very different ways than 

humans do and work in very different ways than traditional explicitly coded software does. AI 

systems are not classifying things the way humans do and that's where we have problems with 

robustness. The panel discussed the potential for a single general-purpose definition of fairness. 

Panelists suggested fairness should be defined on a case-by-case basis. 

Soheil Feizi of the University of Maryland moderated the panel. After some introductory 

remarks the moderator asked the following questions: What are the limitations of current AI 

evaluations? What are the best ways to address challenges? What are the important policy 

factors that need to be considered? 

Eric Horvitz of Microsoft Research responded first that the current AI systems are too brittle, 

the failure modes are not well described, and the systems are dependent on the context in 

which they were developed and do not transfer well outside of the training environment. 

Horvitz observed that a reliance on local evaluations will be necessary along with a continuous 

monitoring of these systems to ensure conformance with specifications and that measurement 

needs to extend beyond classical measures which average across test cases and expand to also 

focus on pockets of failures where there are potentially significant costs. In response to the 

policy factors question Horvitz emphasized that it is necessary to describe and solve issues 

around civil liberties and civil rights. 

Daniela Rus of MIT replied next that the lack of transparency involved with ML makes it hard to 

understand why a system made a particular decision. Rus offered that the lack of transparency 

leads to brittleness and that new tools may be needed to enhance the system in order to 

develop a better understanding of models. Rus observed that ML is not like software, as a ML 

program changes in response to the data fed into the training model. Rus identified several 

challenges including: measuring ML models for safety critical systems, understanding and 

measuring uncertainty of a model, and how a model is correlated with the data, including any 

bias found in the data. Rus also suggested strategic use of tooling within the decision-making 

process to ensure trust in the operation of the model. 
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Kamalika Chaudhuri of University of California San Diego echoed previous comments by 

observing that current ML models work in very different ways than humans do and are also 

different from how software functions. ML models do not classify things the way humans do 

and this leads to problems with robustness. Chaudhuri then added that there is a lack of 

specification and there is a need for different benchmarks targeted to different use cases. 

Percy Liang of Stanford commented that we should start by thinking about the goals of 

evaluation: is it to provide feedback and incentives for improving a system or is it to assess the 

absolute quality of a system? The nature of the goal determines the type of evaluation that is 

appropriate.  Some types of benchmarks encourage direct improvement on a system, whereas 

some benchmarks encourage the development of general ML techniques and thus have indirect 

impact on downstream systems.  Both are valuable, but one should be intentional about what 

the goal is. 

Chris Meserole of Brookings began by asking the question “What are the evaluation and 

measurement goals that would be more useful for policy makers?” Meserole continued that 

there are a broad variety of evaluation metrics that should be examined, including the ability to 

view a black-box sample, evaluate a model for heterogeneous effects, and measure the 

performance in real-world settings. Along with the increasing size of models is an increase in 

the state space of the model and a metric that is scale invariant is needed. 

Panel Discussion: The moderator then commented that there are a lot of assumptions as part 

of constructing a system: assume there is a cost function, a reward function, etc. These systems 

are then deployed into an open world and are observed as being fragile. How can this gap be 

closed? The discussion emphasized caution and that there was likely no perfect solution and 

that robustness may be difficult to achieve. Suggested solutions included randomized control 

trials, sensitivity studies, and careful use of benchmarks. 

The next question inquired about how to perform an evaluation of the interpretability of a 

system. A panelist offered that a user study could be conducted to show decisions made by the 

model and determine whether the user understands why that decision was made, but that 

ultimately the method for evaluating interpretability is still an active area of research. Another 

panelist discussed that interpretability has to be about the principles under which a system is 

constructed and to understand how to build large systems of components that individually 

make sense. A final thought on interpretability was that interpretability only needs to match the 

legal regimes and that a full granular understanding of the algorithms was not completely 

necessary. 

22 



The next discussion area touched upon fairness and developing a definition of fairness which 

prompted the question of whether there is a universal definition of fairness. The response was 

no, but a reasonable definition is needed to make progress on this issue. Another panelist 

offered that fairness should be process-oriented with the definition of fairness used being 

relevant to the situation for where the system is applied. 

Slack Discussion: The slack discussions touched on the point that robustness claims can be hard 

for users to interpret as well and how can users be helped in making sense of them. Another 

discussion mentioned that benchmarks may not be testing for the desired outcomes and may 

themselves be flawed. 
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         Panel 9 - Measuring Concepts that Are Complex, Contextual, and 
Abstract 

The panelists highlighted a challenge in the AI system measurement space: unknown-unknowns 

(the things we do not know, that we do not know) in ML cause cascading problems in the 

models. Resolving false positives and false negatives is difficult in many cases. Measuring the 

“understanding” of an AI/ML system presents challenges and opportunities. Understanding is 

the interpretation of a situation including context, insight and foresight. Humans expend 

enormous effort to build and manage shared understanding. That effort is a continuous, 

interactive process. Humans can discuss and maintain a shared context of understanding, 

repairing and aligning a shared understanding frequently in conversation. Existing models often 

simply classify, and cannot expose a model that humans can understand. The problem for 

measuring useful understanding is expensive, but not impossible to scale. Panelists suggested 

there is a lot to learn from embracing uncertainty, controlling internal validity less, and relying 

less on statistical conclusions. Instead, panelists suggested considering external validity and how 

results from experiments could generalize. 

Ellen Voorhees of NIST moderated, stated the panel topic as the measurement of concepts that 

are complex, contextual, and abstract, and introduced each panel member, in turn, directly 

before each of their presentations. 

Lora Aroyo of Google Research (NYC) gave a short position statement on uncovering unknown 

unknowns in machine learning (ML), where unknown unknowns are defined as high-confidence 

mistakes.  The speaker explained that unknown unknowns are important in practice, in part 

since these errors can cascade downstream in a system, and that there are approaches to 

addressing them, e.g., with automated approaches and human reporting, as well as with 

crowd-sourcing. She described a project titled “Crowdsourcing Adverse Test Sets (CATS) 4 ML”, 

which set out to scale human efforts for detecting unknown unknowns, and showed some 

examples of unknown unknowns that were detected and described some of the challenges 

discovered. 

David Ferrucci of Elemental Cognition described his work in machine language understanding, 

defining understanding as the interpretation of a particular situation in order to provide the 

context, insight, and foresight required for effective human decision-making. The speaker noted 

that understanding is hard for both humans and machines because it is complex, contextual, 

and abstract, that it sometimes fails, and that it may be an interactive process that needs to 

take humans into account. The speaker then gave examples of errors machines made when 

performing various tasks that demonstrate the challenges of machine understanding: even 
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machines that perform well on current benchmarks. The speaker argued that current 

benchmarks inadequately assess understanding, and presented an approach to defining and 

evaluating understanding grounded in the content needed to perform tasks. The speaker 

described an experiment that looked at machine performance on tasks that required 

understanding spatial, temporal, causal, and motivational content. The speaker ended by noting 

the important but challenging nature of measuring understanding, both in the context of 

humans and machines, and that large investments are potentially necessary to address the 

inherent challenges. 

Ben Carterette of Spotify described his efforts to measure delight, which he emphasized as 

challenging, even to put into words, and contrasted measuring delight with simpler measures of 

positive experiences, for example clicking “thumbs up”, which users often do not interact with, 

and more indirect measures, such as (not) skipping past the media they are engaging in. The 

speaker noted that delight can be contextual, varying for people, e.g., across cultures, and 

individuals, e.g., by mood, and then posed the question of measuring delight or engagement 

within the framework of experimental validity (broken out into statistical validity, internal 

validity, external validity, and construct validity). The speaker ended with the position statement 

that a lot could be gained from embracing uncertainty, exerting less control of internal validity, 

relying less on statistical conclusions, and thinking more about external validity and how results 

from experiments can generalize; measures used are often distant proxies for what is actually of 

interest, and rather than tighten up those measures, it is worth instead trying to model what is 

unknown about how to approximate what is of interest (despite there being more uncertainty 

and it perhaps no longer being possible to determine winners of leaderboards). 

Panel Discussion: The moderator then asked, “What is your approach to abstracting away from 

a task in order to make an evaluable task?”. The discussion began with acknowledging that it is a 

difficult challenge and the suggestion of starting with concrete examples and seeing how things 

can generalize. It was then suggested that considering how humans naturally perform tasks and 

including in evaluation data sets data points where humans disagree could be fruitful, drawing 

in to question the reasonableness of assuming there is a single gold standard/ground truth. An 

additional suggestion is to leverage previous efforts at task abstraction to understand what are 

the levers that can be pulled. 

The moderator agreed that, by definition of a complex task, it is necessary to consider data 

where humans disagree, noted that this can happen in surprisingly simple instances, and shared 

that this is something acknowledged by the information retrieval community and dealt with by 

choosing a single person’s response, and that this approach has not been universally accepted 

(including, for example, by the natural language processing community).  She then asked, how 
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do you deal with the challenge of not having a single right answer when running an evaluation. 

The panel responded by noting a tension between doing science and publishing results vs 

effectively addressing practical needs, particularly when someone is required to take 

responsibility for the decisions made by an AI, the value and inherent challenge of considering 

distributional (rather than binary) truth (both in system development and evaluation), and that 

uncertainty modeling as well as suites of metrics might be a good approach to addressing these 

challenges. 

The moderator continued by asking two questions from the audience: how often do offline 

evaluations generalize to online evaluations at Spotify? (Ben Carterette responded that it’s 

variable), and in the CATS4ML challenge do you ask participants for a reason why they think a 

datapoint will be difficult? (Lora Aroyo responded yes, and that this information was helpful.) 

The panel concluded with the panelists each emphasizing the importance of the challenges 

being addressed and their appreciation for the efforts being made to address them. 

Slack Discussion: There was some discussion regarding the challenges of crowdsourcing and the 

potential introduction of additional bias, as well as the challenges of dealing with 

inter-annotator disagreement and multiple correct answers when labeling ground truth. 
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        Panel 10 - Measuring with Humans in the Mix 

The panelists suggested a trustworthy AI system needs to be fair, easy to understand, that it's 

not being compromised, and it needs to be able to communicate how certain it is. Panelists 

discussed the understanding and measurement of the societal effect of AI systems. Current 

issues include current jargon and metaphors. The presentation of trust to different people 

might be very different and how the system explains trust will be different depending on the 

audience. The panelists suggested that explanations could be viewed as an education effort --

trying to educate on a particular thing at a particular time. 

Margaret Burnett of Oregon State University, panel moderator, introduced the theme of the 

panel: how AI meets actual humans, including who do you measure, what do you measure, and 

where do you measure. She introduced each panelist in turn directly before their introductory 

remarks. After the opening remarks by the panelists, the moderator introduced herself, and 

noted the discrepancies between the demographics of AI developers (predominantly white or 

asian men, all college educated and well above the socio-economic median) vs US AI consumers 

(who are gender balanced, roughly 50% college educated, and are much more racially and 

economically diverse), and that the needs of many US AI consumers are not being met. She 

concluded by noting that different people have different learning and information processing 

styles and attitudes towards risks, and it is important for AI to be able to support the range of 

approaches and needs, and not just those that are indicative of the AI developers. 

Madeleine Clare Elish of Google began by sharing a story of a specialized nurse at the Duke 

hospital ICU, who the panelist shadowed in order to study how an AI driven system, Sepsis 

Watch, actually worked in practice. The panelist noted that sepsis is the leading cause of death 

in hospitals and that it is notoriously difficult to diagnose and treat quickly, and then described 

how the Sepsis Watch system worked: that the deep learning model reported the patient’s risk 

of sepsis to the nurse, who relayed that information to a doctor, who then instructed the nurse 

on how to care for the patient. The panelist emphasized that Sepsis Watch is an example of a 

socio-technical system, which means that the technical component of the system cannot 

effectively be evaluated outside its social and organizational context, which is needed to 

measure the actual impact the system has on patient care outcomes. 

Rachel Bellamy of IBM started by asking the question, when measuring AI with humans in the 

mix, who are the humans in the mix? The panelist answered that clearly the humans are end 

users interacting with the AI systems, e.g., the people at a bank when someone applies for a 

loan where the decision is made by an AI system, the hiring or admissions committee when 

people apply for a job or college admission where the applications are filtered by an AI system. 
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The panelist continued that of course the people affected, i.e., those applying for the loan, job, 

or college admission, are also in the mix, as is society at large. She described some of the 

failures of AI systems with respect to humans, e.g., gender bias in recruitment software, along 

with others, and highlighted the need to measure and evaluate the societal effects of AI 

systems. The panelist continued by describing work at IBM on trustworthy AI, which consists of 

asking whether the AI is fair, whether it is easy to understand, whether it has not been 

tampered with, and whether it is certain, noting the challenge of measuring each of these. She 

concluded by emphasizing the importance of involving people who understand the important 

contextual and societal information relevant to the AI system at the beginning and throughout 

the development of the system. 

Robert Hoffman of IHMC started by asserting that several of the issues that came up in day 3 of 

this workshop form clusters of psychometric issues, including: (i) questions about parametric 

significance testing (noting that the notion of practical significance is a little over 100 years old, 

though work describing how to measure practical significance is only being done now), (ii) the 

distinction between a measure and a metric, (iii) the need for operational definitions, (iv) 

conceptual issues and metaphors (e.g., a machine cannot be a “team member”, but is instead a 

tool), and (v) cognitive issues involving explanation and sense making. He emphasized that you 

can measure human performance using known measures and machine performance using 

known measures, but this alone is insufficient–instead the measurement needs to be done at 

the work system level, and it must include the human-machine interrelationship. 

Panel Discussion: The discussion began with an audience member stating that viewing 

machines as team members is an example of anthropomorphism, which is common in AI and 

can lead to over trust. Robert Hoffman responded in agreement, sharing examples of machine 

“attention” and “perception”, noting that machines cannot “pay attention” nor “see” things. 

and that they lack concepts (e.g., confusing chopsticks with a hat rack because they have no 

concept of what chopsticks are). The AI makes mistakes no human would make. 

The next question from the audience was whether there are challenges to integrating AI 

systems into human processes, e.g., as described in the Sepsis Watch example. Madeleine Clare 

Elish responded that it is mistaken to believe that any AI system is not integrated into a human 

process, and emphasized the importance of language, noting that describing the deployment of 

an AI system gives the wrong impression (that they can be dropped in without consideration to 

context), and instead we ought to talk about the integration of an AI into a system (which 

implies the need to consider context). Rachel Bellamy added that there are huge benefits to 

integrating AI, since humans are limited in ways that machines are not. Robert Hoffman added 
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that in the introduction of new technologies, it is always the case that new forms of error, roles, 

structures, and challenges are also introduced, and that this is inevitable. 

The next question asked whether the level of trust in an AI system ought to be affected by who 

does the trusting. Rachel Bellamy responded that how the factors affecting trust are presented 

to the person might need to be very different for different people. The moderator noted that it 

is also important to consider what is being trusted, e.g., if it’s a bank manager trying to decide 

on a loan application vs the person applying for the loan, the trust questions will be different. 

Madeleine Clare Elish added that trust is not quantitative, it is a relationship. The panelists and 

moderator noted that trust is a complex and situational concept and emphasized that the goal 

is not to increase trust, but instead to accurately calibrate trust in AI. 

The next question was about progress in explanations provided by AI systems, and it was noted 

that explanations are not things in themselves, but exist with respect to the person receiving it, 

and that there may be some value in viewing explanations through the lens of education. 

The next question was about measuring human acceptance of AI. Madeleine Clare Elish 

responded that ongoing and iterative engagement with stakeholders throughout the AI 

development process is key for acceptance. Rachel Bellamy noted the existence of work on 

measuring socio-technical systems, and how this work applies to AI, but that there are a few 

additional challenges for AI. 

The discussion continued with a question about qualitative vs quantitative methods. Robert 

Hoffman responded that the distinction between these is historical and misguided and what are 

considered qualitative methods are going to be essential. Rachel Bellamy shared the importance 

of interacting with real users, and Madeleine Clare Elish shared that measurement is both 

necessary as well as problematic, and that it’s important to hold space for uncertainty and not 

quantify too soon. The moderator added that qualitative methods are useful for finding 

unknown unknowns (you don’t have to know the question, which is needed for qualitative 

methods) and that qualitative methods provide more information at the expense of not being 

as good for comparison. 

The panel concluded with the question: are there challenges in helping developers understand 

that there are societal implications for the work that they are doing? Rachel Bellamy responded 

that there are many metrics, but knowing which metrics to use requires knowledge of the 

domain and context, and that developers need to be open to working with people with that 

knowledge. Robert Hoffman added that conferences aren’t enough, there needs to be a 

(funded) task force. 
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Slack Discussion: There were several comments in the slack about the role humans should play 

in AI systems and the role trust and context play. 
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Panel 11 - Software Infrastructure Overview, Existing Tools and 
Future Desires 

The panelists discussed the need for new techniques to be developed to improve adversarial 

robustness of AI models. There has been a deep learning revolution, that is ushering in a new AI 

revolution, but one which we are not prepared for in terms of security and adversarial attacks in 

particular. The panelists discussed the tradeoff between accuracy and robustness of models in 

light of robustness. Models are more sensitive, and thus less robust. If you measure and 

evaluate based on accuracy alone, the models will not be robust enough. The panelists 

highlighted a potential approach to explainable AI benefits through concepts such as “Model 

Cards” that represent the abilities of a model in an easily digestible format. 

The panelists discussed the desire to go beyond simple benchmarks in AI evaluation, going 

beyond a simple quantitative measure. There is an appetite for having open APIs and tools that 

can help with different kinds of evaluation. Lots of small, diverse measurements are the way to 

go forward. 

Harold Booth of NIST moderated the panel and began by describing the panel topics covering 

software infrastructure, existing tools as well as future desires, and the landscape, challenges, 

and needs of tools and infrastructure for the purpose of measuring, testing, and evaluating AI 

systems. He introduced each panelist in turn directly before their introductory remarks. 

Pin-Yu Chen of IBM presented on the topic of holistic adversarial robustness of AI models. The 

speaker noted the excitement around using deep learning in various settings, as well as the new 

sources of vulnerability it introduces to the systems using it, for which a majority of 

organizations are unprepared. The speaker showed several adversarial examples of images and 

noted that this type of “Achilles heel” for AI is present in a variety of modalities, and explained 

that improvements in accuracy do not correspond to increased adversarial robustness. The 

panelist continued by emphasizing the importance of adversarial robustness and its real-world 

impact. He then gave a view of adversarial robustness from the perspective of the model life 

cycle and offered an appeal toward a holistic view of adversarial robustness, likening the attack 

and defense of the model to the bug finding and fixing process that many software engineers 

are more familiar with, and suggesting that lessons learned from autonomous vehicles could be 

useful. The panelist closed his opening remarks with his view of how the challenges can be 

approached at multiple levels (distributional shifts, single threat models, multi threat models, 

and global robustness). 

Harsha Nori of Microsoft began by describing InterpretML, a tool for training intrinsically 

interpretable models as well as for explaining models that are not intrinsically interpretable. He 
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then began to describe the challenge of choosing among the metrics for accuracy, and noting 

that there are orthogonal concepts that people also wish to measure (e.g., fairness) that each 

have their own challenges and complex interrelationships, some of which are incompatible with 

one another, and that a dashboard with metrics describing each is insufficient for a holistic view 

of a model. The speaker then expressed his view that interpretability can enhance model 

evaluation in a way that is metric agnostic, and then walked through a case study identifying 

which edits to wikipedia were malicious, showing that an intelligible model was useful for this 

circumstance. 

David Pitman of Google described what Google is doing for explainable AI and how it relates to 

evaluation, particularly how to develop tools that allow non-experts in explainability to utilize 

model explanations to evaluate their models. These range from tools for model developers to 

debug their models to tools that are meant to be easily digestible in order for less technical 

people to gain some information about the model, including where it performs well and where 

it performs less well. The speaker emphasized the need to view these things through the lens of 

responsible AI and that having a range of tools for this is useful, since a programmatic way of 

looking at things might, for example, be able show how inflection points in the data have 

impact, but this is a local view, versus a more holistic view of how the model is performing 

overall. 

Panel Discussion: The panel discussion began with the moderator asking: what methodologies 

are used to build tools that enable developers to improve their models? David Pitman began by 

describing how he decides which tools to build, how to assess the tools, and then described 

how to make tools as useful as possible. Pin-Yu Chen agreed and added that end users have 

overly high expectations of AI models, in part due to misconceptions on the meaning of the 

system measurements, and how users can better calibrate their trust in AI systems. Harsha Nori 

also agreed and added that tool developers have a responsibility to encode best practices into 

their tools in order for users to get the correct interpretation of the tools output. 

The moderator then asked: what capabilities need to be added to evaluation tools in order to 

measure beyond just benchmarks? Harsha Nori responded that benchmarks are restricted by 

the ability to define metrics. It will be necessary to keep advancing metrics, and something that 

is helpful about benchmarks (but is not necessarily limited to benchmarks) is that they make 

tools easy to compare with one another, and interoperability and standards (and openness 

generally) can help facilitate that for non-benchmark style tools. Pin-Yu Chen added that a lot of 

progress has been driven by not only reporting results on benchmarks but also reporting 

measures of robustness, e.g., using perturbation tests. David Pitman responded that we’re at a 

watershed moment in our ability to evaluate models, and one possibility is to continue to seek 
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to represent performance using a single value (e.g., p-value or area under receiver operator 

characteristic (ROC) curve), however these systems have become so complex that this is no 

longer a sufficient way to evaluate them and it would be nice to see tools develop that go 

beyond a single quantitative measure. 

The moderator then asked what sorts of standards are needed for these tools, what is ready to 

be standardized today, and what needs to wait for the future? David Pitman expressed his 

positive view of model cards then added the importance of the standards being able to describe 

and compare a wide variety of different types of models and of being able to communicate the 

evaluation results to a wide variety of non-technical stakeholders. He added that there does not 

yet seem to be much consensus and that NIST working with industry to build such a consensus 

would be valuable to all. Harsha Nori agreed and added that it’s hard to standardize this early in 

the game, so a pursuit of standards would need to be flexible enough to accommodate the 

changes that are sure to come, and it’s worth thinking about what we want to know about a 

model that is not contained in the model itself so that information can be captured. Pin-Yu Chen 

agreed and added that if standardization is too difficult at the moment there may still be an 

opportunity to benefit from some formalization of guidelines. 

The discussion turned to tools for probably approximately correct (PAC) bounds, how to find out 

more about model cards, the relationship between explainability, privacy, and model 

complexity, and how to reconcile ethical principles, single number quantification types of 

evaluation, and more qualitative evaluations. 

The panel concluded with a discussion of the challenges of having evaluations be inductive (e.g., 

that results in one area apply to others), and how it’s important not to lose sight that the 

objective of evaluation is to understand a model, and the importance of considering 

multi-objective evaluations. 

Slack Discussion: There were several threads on the challenges and importance of robustness 

and interpretability, as well as the connections and analogs between model testing and 

software testing. 
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Panel 12 - Practical Considerations and Best Practices for 
Measurement and Evaluation 

Panelists discussed the notion of having a system which is tested initially for performance, but 

then can move through the steps of evaluation. AI is not just an algorithm, but is part of an 

embedded system. Panelists highlighted a central challenge that data can be hostile. There can 

be threats within the data. Another key challenge is having access to a sufficient amount of data 

in the test environment to give an accurate picture of live data. There is a need for a process to 

keep the model updated. There is a need for a human baseline. Panelists discussed the need for 

a baseline, and suggested with one, it's difficult to make an argument on how much time and 

money are saved through AI systems. 

William “Bill” Streilein of MIT Lincoln Laboratory moderated and introduced the panel. The 

panel was described as focusing on the practical considerations needed to manage an AI system 

and mechanisms and constraints when performing test and evaluation of such systems. 

Matt Gaston of SEI Emerging Technology Center, Carnegie Mellon University (CMU) began by 

introducing the idea of the creation and definition of an AI Engineering discipline that would be 

engaged with the deployment of AI systems as reliably and responsibly as possible. SEI is 

focusing on three areas of AI Engineering: scalable AI, robust and secure AI, and human 

centered AI. 

Sven Krasser of CrowdStrike began by describing the goal of CrowdStrike is to stop breaches and 

they use AI models in the service of that goal. Some measurements of CrowdStrike’s 

performance are the result of third-party measurement regimes. Some of the challenges with 

this particular task include the adversarial nature of the task, and the idea of concept drift as 

new attacks, threats and techniques are developed. Identifying what makes sense to measure 

as part of the development of a good model is challenging, and some measurements may also 

extend to the modeling process itself to ensure that the process is designed to produce a good 

outcome. Some questions that need to be answered and that measurement can help with 

include: what to do with unknown data, consistency of the model, and comparability of 

solutions. 

Sanjeev Mohindra of MIT Lincoln Laboratory spoke to AI assessment as an evaluation of AI 

systems which are composed of data, algorithms, computing, and the humans who will use the 

AI. Framing as a system forces thinking about the lifecycle of a system and the need to perform 

assessment before and after deployment, and, looking forward, the continuous monitoring and 

assessment of AI systems will become more important over time. Thinking about performance 
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with the inclusion of the human aspect of the system is important since although an AI model 

may be fooled by an adversarial input it is not necessary that the whole system, which includes 

the human users, be fooled. Items highlighted as data concerns included sufficiency, fairness 

and bias, and areas of assessment for models included not only accuracy, but also robustness 

and resilience. Another question is how does the AI communicate to a human team member to 

ensure the system operates appropriately. 

Jane Pinelis of Test and Evaluation of AI/ML at DoD Joint Artificial Intelligence Center (JAIC) 

highlighted that testing of AI brings new challenges such as dependence on data quality, 

representativeness of the data, and new failure modes. When systems are tested by the JAIC 

they evaluate properties such as operational effectiveness, integrity, robustness, resiliency, 

adherence to DoD AI ethical principles, and human system integration. Historically, testing of 

non-AI enabled systems benefited from leveraging existing best practices from academia and 

industry, but with the rapid development of AI technologies, the need to push forward the 

science, data knowledge, workforce, skills and infrastructure has surfaced. In response the JAIC 

has developed framework for test and evaluation of AI enabled systems with four main 

components: test of the AI model itself (e.g., accuracy, precision, recall), system integration 

(e.g., reliability, functionality, interoperability, compatibility, security) , human-system 

integration (e.g., trustworthiness, explainability, mental models), and operational tests (e.g. 

mission accomplishment). 

Richard Tatum a Civilian at the US Navy, Naval Surface Warfare Center, Panama City, Florida is 

interested primarily in trust and developing an understanding where systems will work properly 

and where they will break down. When performing verification of systems as a monolithic 

system, testing of systems was more difficult and would have trouble passing tests when 

deployed into a stochastic test environment. By breaking down these systems into more atomic 

capabilities they wanted to simplify testing, but then needed to establish total system 

performance based on testing of these atomic capabilities and determine if these atomic tests 

are a good measure of system performance. Some of the approaches to metrics included 

performing a gap analysis (identifying what is missing), or comparing performance to other 

systems. 

Panel Discussion: The moderator began the discussion with the question of what are some of 

the practical aspects relevant to amassing data needed to determine operational performance, 

as well as other data such as adversarial examples, testing for robustness, and other properties. 

The ensuing discussion mentioned testing only on operationally relevant data, reserve 

operationally relevant data that is not representative to what the system was trained on to 

determine out-of-domain performance, identify natural perturbations in the data such as cloud 
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cover and dirt on the camera, measure and evaluate the data not just the system itself, track 

and evaluate data sets as they evolve over time as the result of augmentations, provenance of 

the data as it is used as input into model creation, understand the distribution of the data and 

evolve models to understand the tails if they are events important to the performance of the 

system, understanding what is in the corpus vs what is in the field, be wary of adversarial data, 

be aware of cases where not enough meaningful data is available to perform proper testing, 

synthetic data can be a challenge and is not necessarily an answer, and sensitivity to initial 

conditions. 

The next question asked what role synthetic data has in the test and evaluation of AI systems. 

The discussion acknowledged the tension with having enough data for training and reserving 

data for test, and that synthetic data can have a role in providing an additional source of data 

that is operationally relevant and that one possible use would be to blend synthetic transforms 

with existing data sets instead of generating synthetic data from a model. An important aspect 

of the use of synthetic data is understanding where in the process the synthetic data is used and 

being aware of any legal or other constraints. 

The next question asked how do you know a model is worth pursuing or evaluating to 

deployment, what are the metrics that are most relevant in making that decision? The 

responses emphasized to first understand the task to be solved and then the first question to be 

answered is whether the solution needs to be machine learning, and once that is answered in 

the affirmative other metrics of interest would be cost of inference, does the model cover new 

areas or fortify weak areas, what is the increment of true positives by deploying the model, 

what is the cost to remediate (addressing false positive/negatives), and what is the retraining 

complexity (difficulty of ensuring the next model is an improvement). Performing a risk 

assessment of the model, understanding the assumptions of the model, risk of deploying vs not 

deploying, cost to maintain, and value to the organization of deploying. 

The next question asked what is the role of the human in the human-machine teaming aspect of 

the system, and at what point should the human element be brought into the test and 

evaluation process? Establish a baseline without the solution and then use that baseline as a 

measure against which the system is measured. Additionally, an understanding of the human 

workflows and how they will change once a new system is deployed is an important part of the 

process of determining whether the deployment of a particular solution is “worth it,” and 

“worth it” may be range from the system can perform slightly worse to the system must 

perform significantly better than the existing process. An important part of analysis is to ensure 

that the touch points into the system are meaningful and provide sufficient insight into the 

operation of the model and that the human is able to observe, orient, decide, and act 
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appropriately using the system to accomplish a given task. Another concern regarded how to 

evolve a system over its lifecycle as the objectives for a system change and that a possible 

solution is to monitor the system performance over time and evaluate whether the 

performance degrades as the situation for which the system was initially applied changes. A 

final point raised was having a clear path for incorporating human feedback into the behavior of 

the model. 

A final question asked what are the measurements that can be used to recognize whether a 

system performs in an ethical manner and determine if a system possesses attributes such as 

being reliable, governable, traceable, equitable, and responsible. The response suggested 

viewing responsible AI as a source of requirements and many of these requirements may 

already be operational requirements, and develop metrics which address these requirements. A 

key aspect is to help users of the system make good decisions on whether and how to use a 

system, through training and documentation, and providing transparency into what is going on 

within a model. 

Slack Discussion: A major note of agreement in the thread discussion was noting that not 

everything should be implemented using an AI and that simpler solutions should be preferred 

when those solutions are able to accomplish the same tasks. 
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Keynote Summaries 
In this section we summarize the three keynote presentations of the workshop. 

Keynote 1 - Jason Matheny (Deputy Assistant to the President for Technology and 
National Security; Deputy Director for National Security in the White House Office of 
Science and Technology Policy; and Coordinator for Technology and National 
Security at the National Security Council) 

The speaker highlighted the National Security Council's report on AI and its recommendations 

for NIST as they relate to AI standards and best practices. The speaker noted that as a society 

we spend so much time and money on back-office applications, and as such it is a prime 

opportunity for AI. Also, in cybersecurity where defense can be expedited by AI. The speaker 

highlighted the need for AI systems to be trustworthy, explainable, robust, as well as maintain 

privacy. Lastly, the speaker noted the importance of participating in international standards as a 

way to get ahead of technology governance. 

Jason Matheny: The keynote speaker mentioned that our progress in AI has been a function of 

how we measure performance and how we set standards for performance. The speaker 

referenced the website ai.gov that has resources, as well as the National Security Council’s 2021 

Final Report. (See Appendix for the full URLs of these references). 

The keynote speaker sampled from some of the key recommendations of the NSC AI Report. 

The first recommendation was that NIST should provide and regularly refresh a set of standards, 

performance metrics and tools for qualified confidence in AI models, data, and training 

environments and predicted outcomes. The second was that NIST’s testbed program for AI 

should be expanded to accelerate the development and adoption of interoperable, secure and 

reliable AI technologies as well as to generate data for AI enabled cyber defenses in differing IT 

infrastructure environments. The third recommendation was that NIST should provide 

and regularly refresh a set of standards and tools over time as the science of how to test 

systems across responsible AI evolves. The fourth recommendation was to establish third-party 

testing centers to allow independent third-party testing of national security related AI systems 

that could impact US persons. 

Next, the keynote speaker talked about the challenges to measurement that the speaker thinks 

we are facing or will face in the future, some of which intersect with security issues. The speaker 

also talked about which areas measurement will be most important. One application is the 

back-office process areas such as finance, contracts, and logistics. In those applications, the 
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security is of lower risk. Cybersecurity is another important application of AI. Another is the 

application of AI to accelerate Science and Engineering. Some require new metrics. 

The keynote discussed challenges in AI. The first of these challenges is causality, understanding 

how events are caused. The second of these challenges is explainability, i.e., explaining to a 

human why it generated the result that it did. The third challenge is handling rare and extreme 

events, as many ML systems are optimized for the average case. The fourth challenge is 

robustness to spoofing and adversarial attacks. The fifth challenge is privacy protection. 

The speaker ended with some observations on challenges in building international standards. 

Keynote Q&A: The first question was how to see that the human and AI teaming can be 

optimized for extreme cases. Humans sometimes have scope neglect (compressing together 

small probabilities or neglecting high-consequence low-probability events). It would be nice to 

train models better in those cases to assist us. 

There was a question about the speaker’s meaning for the term “testbed”. It is all of these: the 

data, the software, the platform, and the experts that can interpret the system. The 

Government operates on test ranges for other technologies. 

The next question was about the current work being done to address the challenges the 

speaker mentioned as well as recommendations for current and future directions for AI testbed 

and evaluation. The speaker mentioned that we should be building the infrastructure and 

centers of excellence with the skills, data sets, and measurement tools. The other place we 

need work is benchmarking. He likes the AI index, and wants to track the performance of 

different AI on different applications in different places in the world 

Slack Discussion: There was some discussion during the keynote with some references for 

causality. (All slack references are included in the reference list compiled in the Appendix, which 

include these references.) 
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Keynote 2 - Fei-Fei Li (Sequoia Professor, Stanford University; Co-Director of 
Stanford’s Human-Centered AI Institute) 

The speaker highlighted ImageNet as a benchmark data set in the field of computer vision. It 

helps to see how well algorithms do image categorization. As time goes on, the speaker noted, 

programs need to evolve to keep pace with a changing landscape; there are new needs, new 

techniques. The speaker cautioned for vigilance against historical bias in society and be aware 

that bias is present in the entire pipeline of the AI system. 

The following is a summary of the Q&A session between Elham Tabassi (Chief of Staff, 

Information Technology Laboratory, NIST) and Fei-Fei Li. 

Fei-Fei Li provided some historical background information about the genesis of ImageNet. Li 

began with a quote from Einstein: “The formulation of a problem is far more often essential 

than its solution…” and the idea of what were the important questions in the field of computer 

vision and AI. The driving force of ImageNet was then to answer the question of object 

recognition. The goal was to create a benchmarking data set that could enable advances toward 

the development of object recognition capabilities. 

Reflecting on what could be done differently based on the experience of assembling ImageNet, 

examples of things which could be improved were to push on the dimension of contextualizing 

objects in a more cluttered setting, improved handling of privacy concerns (e.g. blurring of 

faces), and to better manage bias in the data set. There is now more awareness of how to 

curate data and assign labels to mitigate bias. The discussion then covered steps for mitigating 

bias which include recognizing historical bias, understanding the source of the data, and paying 

attention to different attributes of the data where bias could surface. Even with these efforts 

bias may still be present, therefore transparency in the training pipeline and ensuring humans 

are still responsible for decision making. 

Slack Discussion: The primary thread picked up in the slack discussion focused on bias and how 

to manage bias in order to provide for fairness, based upon some predetermined criteria of 

what fairness meant for the particular application context. 

40 



            
    

Keynote 3 - Lynne Parker (Director, National AI Initiative Office, White House Office 
of Science and Technology Policy) 

The speaker highlighted that government agencies are encouraged to continue to use AI when 

appropriate to benefit the American people. Principles have been published in the form of an 

executive order to establish common requirements for the entirety of the civilian government. 

These principles emphasize that AI use must be reliable, safe and secure, regularly monitored, 

transparent, and accountable. The speaker discussed the plethora of tools and techniques in AI 

but a lack of guidance on how to use them. One challenge on human AI teaming is making sure 

humans have the appropriate level of trust of the AI system. 

Lynne Parker: The speaker began by stating three key goals the National AI Initiative Office 

seeks to advance: 1) for the US to continue to lead in AI research & development, 2) for the US 

to lead the development and deployment of trustworthy AI, and 3) to train the current & future 

US workforce for integration AI technology. The talk focused on a sub-part of the second goal, 

namely for the US to lead the development and deployment of trustworthy AI in the public 

sector, and posed the key question: what needs to happen for AI to be confidently deployed in 

the public sector? 

In response to this question, the speaker described three things that need to happen. First, 

there’s a need for agreed upon fundamental principles that guide the use of AI in the public 

sector, which she shared does exist for the Federal Government, in the form of an Executive 

Order (EO-13960), “Promoting the Use of Trustworthy Artificial Intelligence in the Federal 

Government”, which establishes common requirements for the entirety of the civilian federal 

Government.  These principles emphasize that the use of AI in the public sector must be: lawful, 

purposeful and performance-driven, accurate, reliable and effective, safe and secure, 

understandable, responsible and traceable, regularly monitored, transparent, and accountable. 

The speaker stated that while this is an important first step, principles are not enough, and the 

second thing that needs to happen is to determine how to turn these principles into practice 

and assess whether the principles are in fact being upheld. She explained that because the 

Federal Government is large and diverse, there is a need for best practices that can be used by 

each agency to ensure that AI is adopted in a manner that works effectively and consistently 

delivers services to the American people and to foster public trust in AI. The speaker then 

highlighted and described a proposed framework from the Organization for Economic 

Co-operation and Development (OECD) network of experts on AI, which categorizes tools as 

technical, procedural, or educational, and structures information about each tool (e.g., 

description, origin, category, scope, target users, policy area, alignment with principles, 

adoption potential, and expected benefits). This breakdown allows comparisons of tools within 
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and according to their category, and qualitative and quantitative assessments of tools are 

important future work. 

The third thing that needs to happen for AI to be confidently deployed in the public sector is to 

turn best practices into formal policy guidance for federal agencies. The speaker emphasized 

that everyone working toward moving from best practices to policy guidance must ground their 

approach in a broader awareness of what AI can and cannot do. For example, a policy guidance 

statement that “tools must be explainable” is almost vacuous. The federal Government has 

prioritized AI R&D to support progress toward policy guidance. The technical community can 

play a key role in helping to inform non-technical policymakers about the evolving state of the 

field and by contributing some time and expertise to the federal government to help build up 

federal expertise in this area, maybe even by survey for a while in an official capacity in 

Government. 

Keynote Q&A: The moderator asked a question from the audience, noting recent EU regulations 

on AI and inquiring about the plan for the US to develop similar policy and guidelines beyond 

Government applications. The speaker responded that last year a memo was issued regarding 

the guidance for regulation of AI in private sector, which laid out requirements for agencies to 

produce their own plans for looking at, among other things, the use cases of AI that their 

regulatory authorities need to pay regular attention to and then also previewing what some of 

those plans might be; expect more information on this from various agencies to become public, 

perhaps as soon as this summer. 

The moderator then asked, what are the requirements and challenges for human-AI 

collaborations, and what sorts of measurement and evaluation do you see is needed for those 

requirements? The speaker responded that one of the key challenges to human-AI teaming is 

for humans to give the appropriate level of trust to the AI systems (and not over- or under-trust 

the system), so measurements of trustworthiness or proxies, such as human mental models or 

the reliability of the human-AI teams performance, as well as how these things evolve over 

time, are key challenges. 

Slack Discussion: A few questions were posed in the general slack channel, including about US 

plans to develop policy and guidelines similar to those that were recently introduced by the EU, 

research in over and under trusting AI, and how to tell whether an autonomous system’s goals 

are shared by society. 
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