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People are increasingly introduced to each other offline thanks to online platforms that make algorithmically-mediated introductions
between their users. Such platforms include dating apps (e.g., Tinder) and in-person gig work websites (e.g., TaskRabbit, Care.com).
Protecting the users of these online-offline systems requires answering calls from prior work to consider ‘post-digital’ orientations of
safety: shifting from traditional technological security thinking to consider algorithm-driven consequences that emerge throughout
online and offline contexts rather than solely acknowledging online threats. To support post-digital safety in platforms that make
algorithmically-mediated offline introductions (AMOIs), we apply a mixed-methods approach to identify the core harms that AMOI
users risk facing, the protective safety behaviors they employ, and the prevalence of those behaviors. First, we systematically review
existing work (𝑛 = 93), synthesizing the harms that threaten AMOIs and the protective behaviors people employ to combat these
harms. Second, we validate prior work and fill gaps left by primarily qualitative inquiry through a survey of respondents’ definitions
of safety in AMOI and the prevalence and implementation of their protective behaviors. We focus on two exemplar populations who
engage in AMOIs: online daters (𝑛 = 476) and in-person gig workers (𝑛 = 451). We draw on our systematization and prevalence data
to identify several directions for designers and researchers to reimagine defensive tools to support safety in AMOIs.
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1 INTRODUCTION

A subset of social computing systems involve algorithmically-mediated offline introductions (AMOIs) in which people
are algorithmically matched for offline meetups, crossing the digital-physical divide. For example, people find romantic
partners through online dating apps, household service providers (e.g., to repair household items or care for children)
through online gig-work platforms, and housing through onlinemarketplaces [204].While the interaction initiates online
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via an app or online platform, the goal of the matched individuals is to gravitate towards in-person interactions. While
social computing platforms that enable AMOIs have brought considerable benefits, like increasing social connections
and amplifying opportunities for labor, they also facilitate various harms that transcend digital boundaries and into
the physical world. In this work, we take a mixed-methods approach to study safety in AMOIs, focusing on two
representative interactions: online dating and in-person gig work.

The harms enabled by social computing systems, especially those that facilitate AMOIs, have a significant negative
impact on users. A growing body of research examines the impact of online hate and harassment [52, 186, 187],
mis/disinformation [184], stalking [67], intimate partner violence [37, 199, 200, 227], censorship [58] and privacy
violations by automated systems [226] on users’ mental health and physical safety [36, 206]. In AMOIs, threats to users’
safety cross between digital and physical realms: a client met through a gig work platform can engage in physical
assault while online harassment on a dating platform can result in trauma experienced both digitally and physically [44].
Such threats impact people’s overall well-being, future interactions with digital systems, and their trust in the digital
platform that mediated the harm [44, 152, 178].

Because threats to people’s safety in AMOIs cannot be easily classified as strictly-digital or strictly-physical, mitigating
them requires a highly interdisciplinary understanding of both the harms and current strategies people use to stay
safe. Prior work investigating these questions has been conducted in disparate areas including computer security,
HCI/CSCW, psychology, sociology, and criminology. Systematization, or synthesis of existing work, is powerful in
providing such an understanding, allowing the research community to approach measurements and technical solution-
building with theoretical grounding and shared language, especially in areas where definitions of key concepts are
still under discussion [42, 163, 186, 212, 222]. This work aims to contribute such a systematization to guide CSCW
researchers and practitioners in better safety by design [13] for AMOI systems, including highlighting opportunities to
embed useful protective interventions in online platforms that mediate offline interactions.

Prior work has systematized different aspects of digital harm. These works aim to help us make sense of the severity
of harmful online content [163], the varied definitions of privacy harms [42], the types of online hate and harassment
attacks [186], and the factors that increase users’ risk of digital attack [212]. Our work contributes to the broader
conversation in which these frameworks are situated by considering high-risk interactions that cross the digital-physical
divide and the behaviors users engage in to mitigate the harms arising from these interactions.

To do so, we systematically review 93 prior works on AMOI to contribute a synthesized taxonomy of the harms
people face (Section 4) and the protective behaviors in which they engage (Section 5) throughout the process of an
algorithmically-mediated offline introduction including prior-to-meeting, during meeting, and post-meeting. Our analy-
sis identifies several protective behaviors: self-disclosure, obfuscation, screening, vetting, environmental precautions,
covering, emergency alerts, surveillance and documentation, blocking, and reporting – to defend against four harms:
physical, emotional, financial, autonomy.

To validate our taxonomy and fill gaps in the existing body of chiefly qualitative work, we collect empirical data
from online daters (𝑛 = 476) and in-person gig workers (𝑛 = 451) to measure the salience of the harms identified in
prior work, how prevalent adoption of these behaviors is in online daters’ and gig workers’ safety workflows and the
mechanisms by which they carry out the behaviors. For example, our model highlights not just why users self-disclose,
but also where they do so (e.g., online messaging, in app profile, during offline meeting).

Drawing on our results, we present directions for future research and design opportunities to help guide researchers
and practitioners at the intersection of CSCW and security and privacy (S&P) in supporting the safety of users who
engage in AMOIs (Section 6). We discuss the tensions and tradeoffs in introducing novel technologies to mitigate
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tech-facilitated harm and how to better align safety interventions with users’ existing strategies. We also illustrate how
users’ protective behaviors in AMOIs relate to security behaviors used to combat phishing and attacks on organizations
and how these similarities can be leveraged to design more proactive, rather than reactive, safety defense mechanisms
within social computing systems that support AMOIs.

2 TERMINOLOGIES AND SCOPING

Here we provide context on key definitions we leverage in our work: safety and algorithmically-mediated offline
introductions.

2.1 Definitions of Safety: From Critical to Context-Driven Perspectives

In this study, we ground our definition of safety to reflect the multidimensional nature of people’s well-being while
acknowledging the complexities of what it means to be safe online [178, 219]. Decades of interdisciplinary research
across privacy, security, criminology, social sciences, and legal studies, have engaged in methodologies to understand
factors that aid or hinder people’s sense of safety. In psychology, Maslow’s Hierarchy of Needs describes safety as
psychological needs that differ for each individual based on their current stage of life and which can only be addressed
after basic survival needs (e.g., access to food, water, shelter) are met [119, 144]. Advocates for public policy have
leaned on rights-affirming frameworks to inform conceptualizations of safety to extend understandings for protection
within digital spaces [86]. Along this line, the United Nations (UN) has championed expanded definitions of safety to
acknowledge intersecting realities among technical and relational aspects of online safety. The intersecting nature
of the dimensions of safety makes it difficult to study one aspect without missing important details about how the
nature of harms affects people overall. Experts in human rights and gender-based violence from the UN have conducted
studies around online harassment in multiple contexts and note that: “This abuse is often overlapping in its forms, may

involve offline threats and attacks, and can lead women and girls to limit their participation and sometimes withdraw

completely from online platforms” [136]. Thus, in scholarship and in practice, thoughts on online safety continue to
evolve from static definitions towards more holistic orientations.

This evolution could be observed within computing disciples as well. Coles-Kemp and colleagues argue that the
post-digital enmeshing of our digital and non-digital worlds and the use of technology in a multitude of daily contexts
have also embedded security issues into day to day life [44]. Thus, they motivate a need for security research to be more
reflexive and participatory by considering safety beyond solely technical contexts including digital threats perpetuated
by bad actors, such as phishing, scams, and social engineering attacks. For example, we must understanding what makes
people feel more secure rather than pushing “one size fits all” narratives of risk. Strohmayer et. al. "suggest a paradigm
shift is needed; from a focus on security to safety in pervasive computing, which is necessary to meaningfully and
proactively protect people who use technologies in our complex world" [178]. They draw on feminist security and justice-
oriented safety literatures to present the topic of ‘safety’ as a challenge and vision for the future of security research
in our post-digital world. Meanwhile, social computing scholarship on safety has focused on targeted interpersonal
harm like bullying and hate speech or content-based harm from viewing offensive or undesirable content on social
media [163]. More recently social computing studies have drawn connections between the behavior that threatens online
safety to better characterize the resulting harms [95, 139, 163]. In our work we align with this approach, understanding
and conceptualizing safety and harm within the context of the interaction and space in which it occurs.
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2.2 AMOI Scoping

Algorithmically-mediated offline introductions (AMOIs) are a subset of a broader class of digitally-mediated interactions
that have been previously considered by prior work. These digitally-mediated interactions include various interpersonal
interactions via online systems, such as social networking sites and online forums. Usually, digitally-mediated interac-
tions on these systems are carried out online; however, sometimes users may decide to meet offline. For example, a
journalist may interact with a potential source on Twitter and later decide to talk with them offline; similarly, a content
creator or social media influencer may decide to host a meet and greet with online followers in an offline location. While
these examples illustrate digitally-mediated offline interactions, they are not examples of algorithmically-mediated

offline introductions because the platform on which the interaction initiates does not actively match individuals for
offline meetings. Furthermore, while individuals who meet on social networking sites and online forums may decide to
meet offline, the platform is not inherently designed to serve this purpose, unlike platforms that support AMOIs.

In this paper we focus on two groups of individuals who engage in AMOIs, online daters and gig workers who
perform in-person domestic jobs (e.g., cleaning, organizing, handiwork, carework) where they interact with clients
inside their homes and/or other intimate settings. We chose to focus on these two groups because the interactions they
engage in are clearly AMOIs: both groups seek matches on online platforms and apps with an intent to meet their
matches offline. Following this definition, we excluded Airbnb hosts from consideration in this paper. Some hosts are
engaged in AMOIs (e.g., those who deliver keys to renters in-person and those who cohabitate with renters in their
homes). However, not all do (e.g., those who use contactless key delivery and rent out private apartment units). We also
excluded rideshare drivers and food couriers. While these user groups also engage in AMOIs, there is a short window
between when they are matched and when they must accept a job. We wanted to prioritize selecting groups that have
the ability to engage in prior to meeting protective behaviors.

3 METHODS

To build a taxonomy of harms and protective behaviors in AMOIs, we systematically collect and analyze literature in
this domain, as summarized in Section 3.1. To validate, expand, and take first steps toward quantifying key concepts in
this taxonomy (e.g., use of particular behaviors) we deploy a quantitative survey informed by the literature. We use
similar approaches to those of [186, 212] to collect and systematize the literature, and use the results of our survey to
supplement gaps in prior work. Our methodology is summarized in Section 3.2. We conclude with a summary of our
work’s limitations in Section 3.3.

As our contribution centers on providing a taxonomy of post-digital safety in AMOIs, we take a somewhat non-
traditional approach to structuring our paper. We present a structured taxonomy of the harms experienced and protective
behaviors used in AMOIs, leveraging our analysis of both related work and our survey results to justify and quantify
the components of this taxonomy.

3.1 Literature Review

We conducted an electronic search of academic literature to identify post-digital harms and protective behaviors. Due
to the interdisciplinary nature of this work, our search was conducted in databases spanning computer and social
sciences such as Google Scholar, ACM Digital Library, ScienceDirect, Springer Link, and IEEE Xplore Digital Library. We
considered articles available in English but adopted no restrictions on publication dates or venues. Relevant keywords
included strings that were appended by the relevant interaction across the digital-physical boundary and “safety,”
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“harm,” or “scams” (e.g. "online dating safety" or "gig work scams"). We found additional literature by reviewing the
related work section of each paper in our dataset. We specifically sought papers that discussed the safety concerns,
safety definitions, and/or protective behaviors of people engaged in AMOIs such as gig workers, sex workers, ctivists,
those dating online, and those in abusive intimate relationships.

Data Abstraction. For all papers, we reviewed the titles, abstracts, and concluding arguments for relevance.
Ultimately, we reviewed 93 papers and abstracted data related to (1) harms and (2) protective behaviors. In identifying
harms, we examined mechanisms of harm (e.g., How are the harms caused? Who or what creates these harms?).
We likewise sought to understand what protective behaviors are used to protect against these harms. This included
identifying (a) the phase in which the behavior is used (e.g., What behaviors are used before, during, or after an offline
interaction?), (b) the harm mitigated by the behavior; and (c) the protective mechanism (e.g., How is this behavior
executed? What online or offline tools and resources are required?)

We performed affinity diagramming [89] to understand the relationship between harms, protective behaviors, and the
phases in which they occur. We identified four types of harm (Section 4), one mechanism through which harm occurs
(Section 4), and ten protective behaviors by which users try to mitigate harm (Section 5). These findings informed our
survey questions, as further described in Section 3.2. Through this iterative process, we also uncovered key differences
in different groups’ experiences with safety and gaps in the body of work we reviewed.

3.2 Survey

The prior work in this area is highly partitioned: the majority focuses on the experiences of a single population (e.g.,
online daters) and/or a single aspect of safety (e.g., data privacy). As the vast majority of prior work uses qualitative
methods to examine safety in AMOIs, quantification of the threats and behaviors encountered in AMOIs is limited.
Further, detailed information on the implementation of behaviors is scattered, most often buried in participant quotes,
if at all. To offer a larger-scale validation of the harms and protective behaviors detailed in prior work and fill in gaps
of knowledge on these threats, behaviors, and their implementations across multiple populations we surveyed two
representative AMOI populations that cover two different classes of interactions (romantic and labor) common to AMOI:
online daters (𝑛 = 476) and in-person gig workers (𝑛 = 451). Our survey methods were approved by our institutional
ethics review board.

Survey Questionnaire. To validate our systematization of the four harms and one mechanism of harm we identified
in the literature review and to understand which harms were most salient to people engaged in AMOIs, we asked
respondents to explain what safety means to them in the context of the interactions in which they engage. Additionally,
we asked questions to assess the role of safety in respondents’ decisions to engage in AMOIs and the prevalence of
their unsafe experiences.

To understand the prevalence of the ten protective safety behaviors we identified in the literature review, we asked
respondents several questions regarding whether they engage in those behaviors and how they implement them. Our
questions and answer choices were informed by the results of our literature review when possible; in cases where
behaviors and/or their implementation might not have been fully explored by prior work, we developed logical answer
choices. We aimed to obtain a comprehensive understanding of how different behaviors are used in different contexts.
Therefore, both our participant populations answered the same questions, except for minor wording changes and
answer choice options to reflect differences in context. We also included one attention check question in each survey,
following best practice in survey methodology [151]. We discarded responses from those who did not answer the
attention check question correctly. The exact wording of our survey questions are in Appendix A.3.
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Data Collection. We recruited our sample of online daters using Prolific, a crowdworking platform (𝑛 = 372), and
Lucid, a marketplace for survey panels (𝑛 = 104). We recruited our sample of gig workers (𝑛 = 451) only from Prolific.
Our surveys ran for 4 months, from August to December 2021. We recruited respondents who met the following criteria:
(1) were located in the U.S., (2) had used a dating or gig app within the past two years, respectively, and (3) had met
in-person with someone they met on a dating or gig app. Because our survey respondents are online daters or gig
workers in the U.S., we aimed to recruit samples with demographics roughly representing the U.S. using the 2020
Census [28]. For complete demographic information, see Appendix A.5.

For participants on Prolific, we first ran a short screening survey to identify participants who met these criteria;
respondents were paid $0.15 for a 1 minute survey ($9/hour). Qualified respondents were sent our main survey and
compensated $2.85 ($10.05/hour). For respondents recruited by Lucid, we are not privy to Lucid’s compensation structure;
we paid Lucid $5.50 per survey completed.

When analyzing our results, we noticed there were two questions we did not ask to both groups but should have: one
of these questions was left out entirely from the gig work survey, another was only asked to a subset of respondents
in both groups but should have been asked to everyone. There was also one question where we did not include the
same answer choices to both daters and gig workers. To strengthen our analysis, we decided to re-field these questions
in September 2022 to the Prolific respondents from our prior survey. We re-fielded a total of three questions to both
groups (included in the survey questionnaire in Appendix A.3). To incentivize our original respondents to complete the
survey, we paid at a slightly higher rate than for the original survey: $1 for a 3 minute survey ($20/hr). We received
responses from 140 daters (38% of original sample) and 217 gig workers (48% of original sample) over a two week
period. The year gap between fielding these two surveys is both a benefit – repeated measures surveys often use a 1
year gap period to reduce the likelihood of participants recalling prior answers to related questions in a previous round
of the survey [111] (and we intentionally did not remind participants of their prior participation) – and a detriment:
participants’ behavior may have changed between the original survey and the follow up period. We reran one question
from the original panel in our re-fielding to both groups; the response to this question – which measured the prevalence
of vetting behavior – did not change significantly (Daters: 𝑝 = 0.873, 𝑋 2 = 0.025; Gig workers: 𝑝 = 0.948, 𝑋 2 = 0.004)
between the original data collection and the re-fielding period: Among our original sample 85.3% of daters and 79.8%
of gig workers reported vetting; in our re-fielded sample 84.3% of daters and 79.3% of gig workers reported vetting.
Regardless, for full transparency and clarity, we use a dagger (†) when reporting our results to indicate re-fielded data.

Analysis.We used a mixed methods approach to analyze our data. First, we used deductive thematic analysis [22]
to analyze respondents’ responses to the open-ended question, “What does safety mean to you in the context of [online

dating/in-person gig work?]”. We used the harms identified in our literature review as the initial codebook. Using
the codebook, one researcher independently coded all responses from the dating survey, and a different researcher
independently coded all responses from the gig work survey. The two researchers then reviewed a random sample of
100 responses in the survey data they did not code and evaluated inter-rater reliability, achieving an average Cohen’s
Kappa of 0.656 (substantial) across codes.

We then conducted descriptive analyses with statistical comparisons to analyze respondents’ use of protective safety
behaviors. We measured the proportion of people in each sample who reported engaging in a particular behavior and
the tools they used to do so. The online dating and gig work surveys used the same questions. However, for some
questions, we phrased answer choices differently (or presented slightly different answer choices), to be more applicable
to each context. In Tables 2—4 we group corresponding answer choices to facilitate comparisons between samples. In
Appendix A.4 we explain the groupings, including the full text for all survey questions and responses. We compare
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proportions between the two groups using 𝜒2 tests, where 𝑝 ≤ 0.05 indicates a significant difference. We applied
Bonferroni-Holm correction to the resulting p-values to reduce the Type I error rate.

For one survey question (Screening Heuristic in Table 2) some answer groups were relevant to just one sample. For
example, “job pay rate” is only relevant in gig work; “availability of social media info” is only applicable in online dating
platforms where users can link social media info to their app profile. Naturally, for these answers, we did not perform a
comparison between groups.

3.3 Limitations

We carefully implemented safeguards in our research, but acknowledge its limitations. Our literature review may have
missed work related to AMOIs that did not surface from our search terms. Therefore, there may be experiences and
definitions of safety that are not represented in our results, affecting the validity of our taxonomy. We encourage future
work examining additional relevant post-digital safety experiences and conceptions in AMOIs. The survey portion of
our work faces limitations inherent to many survey studies, such as social desirability bias, under-reporting, and recall
bias. To reduce the former we carefully worded questions to avoid suggesting there are right or wrong answers, instead
asking respondents to answer the questions based on their personal experiences. To mitigate potential under-reporting
and recall bias, we limited our survey to those who had engaged in AMOIs within the last two years, and frequently
asked respondents to recall specific situations they may have encountered in the past. We also presented the questions
strategically, making sure to ask all questions about a particular behavior together. While we purposefully recruited
respondents to match the demographics of the US, our work might not capture the full range of age groups, cultural
backgrounds, and types of interactions involved in AMOIs. Future work might consider expanding our work through
interviews and co-design sessions with people who engage in AMOIs other than online dating and gig work.

4 TAXONOMY OF HARMS

For nearly all of those we surveyed (96.6% D (daters); 97.6% G (gig workers)), safety affects their decision to meet
someone offline. Furthermore, 59.4% of daters and 51.9% of gig workers report having had an experience that made
them feel unsafe while meeting someone offline. Thus, it is critical to consider the harms that make them feel unsafe
and how they are manifested.

In this section, we make two contributions toward understanding harms in AMOIs. First, we synthesize findings
from prior work to identify four AMOI harms: harm to physical, emotional or financial safety or harm to autonomy.
Building on the tradition of threat modeling to understand security risks in software and technical systems [167, 175]
and socio-technical systems [62, 66, 128, 169, 178], we describe not only the harms themselves but how these harms may
be perpetrated by several actors: platforms that enable AMOIs; Meets, those who an individual intends to meet offline;
and scammers and aggressors who pose as Meets to intentionally cause harm. We provide quotes from our respondents’
definitions of safety to further describe each harm. Second, we measure the salience of these harms in online daters’ and
gig workers’ definitions of safety in an effort to characterize people’s priorities within the AMOI safety design space.
For each harm, we report its salience in the appropriate subsection, and summarize the salience of all harms in Figure 1.

The harms we identify align closely with two existing taxonomies from other contexts: data privacy violations and
interactions with offensive online content. In their taxonomy of privacy harms, Citron and Solove identified seven types
of harms resulting from privacy violations, including physical, economic, psychological, and autonomy [42]. In line
with Citron and Solove’s conception of data privacy as a violation through which such threats occur, prior work and our
participants call out data privacy violations as one mechanism through which these harms can occur. In their taxonomy
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Fig. 1. Prevalence of the concerns our survey respondents reported in their definitions of safety

of harmful online content, Scheuerman et. al., similarly identified four types of harms resulting from interaction with
offensive or undesirable content on social media: physical, emotional, relational, and financial [163]. Therefore, rather
than redefining these categories, we reference these existing definitions and show how they manifest in AMOIs through
prior work and quotes from our respondents’ definitions of safety.

4.1 Physical harm

Physical harm has been defined as that which results in bodily injury [42, 163]. In AMOIs, physical harm includes
assault and/or abuse (sexual and otherwise) [39, 70, 72, 114, 124, 154, 228], injury and/or death [2, 11, 25, 170], spread of
disease [40, 48], and other forms of violence.

Physical harm may be (1) premeditated, (2) opportunistic, or (3) situational [179]. Premeditated physical harm arises
when the Meet purposefully seeks to assault and uses digital platforms to find targets. Opportunistic physical harm
occurs when the Meet becomes belligerent or violent, without initially intending to cause harm. This may occur if
they become angry or upset, and compounded by other factors such as excessive alcohol consumption. An online
dater well-described their concerns with these two forms of physical harm: “For me, [safety] means not getting in a

toxic (psychologically) relationship or a relationship where the woman can become physically dangerous in unconventional

ways (ex. stalking, stealth attacking with a knife/gun). For others, it would be preventing physical/sexual violence, alcoholic

coercion into sex, or abusive relationships” –D184.
In the case of gig work, the nature of the work may also pose situational physical harm risks: for example, exposure

to harsh cleaning chemicals [195, 198] or transporting packages on bikes [195]. Gig workers commonly described health
and injury concerns arising from the spread of COVID-19. “Safety means adhering to basic social distancing, sanitation,

and mask protocols in order to minimize the spread of covid-19 for me and my client” –W199. Physical harm was the most
prevalent safety concern reported by gig workers (52.3%).
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4.2 Financial harm

Financial harm in AMOIs is similar to both Citron and Solove’s definition of economic harm [42] and Scheuerman
et. al.’s definition of financial harm [163]. In particular, financial harm refers to monetary or material loss. Those
engaged in AMOIs face financial harm from (1) scams that take place on the platform and (2) physical robbery. Scams
on platforms include those tailored to the user’s specific use case, such as scammers posing as a potential date or
client [43, 134, 176, 195, 216]. As one respondent notes, “A lot of online dating apps have a lot of scams and bots that

will initiate a conversation with you and eventually try and get money. Or blackmail. Safety from these people [is] a must”

–D225. Platform scams may also exploit the vulnerabilities that lead the user to be engaging in AMOI such as financial
precarity or curiosity and loneliness [150, 192, 216]. For example, prior work studying the risks of online dating notes:
“a Tinder user wrote in their bio: ‘Send me $5, see what happens’ [and] manag[ed] to raise a significant amount of
money” [176].

People may also be the targets of digitally-mediated physical robbery from actors they meet through the platform
and others they interact with in the physical environment [11, 92, 164, 225]. Actors may leverage knowledge of how
platforms work, or of how people use the platforms, to create harm. For example, actors may congregate in areas where
they know gig platforms route their drivers [56]. One respondent in our study said, “[Safety means] that I do not get

harmed or robbed while being out and doing gig work” –W376.

However, financial harm was not prominent in our respondents’ safety definitions. Only 0.84% of daters and 7.76% of
gig workers mentioned financial harm in their safety definition. This contrasts with the significant attention to financial
scams in prior research on both groups, especially gig workers.

4.3 Autonomy harm

Citron and Solove define autonomy harms as those that restrict, undermine, inhibit, or unduly influence people’s
choices [42]. This includes coercion, manipulation, and limiting information such that an individual is not able to make
choices freely.

In AMOIs, autonomy-related harm may stem from either the platform or Meet. Such harm can occur in either digital
spaces (platforms and algorithms that control what users can and cannot do) or physical spaces (an individual may exert
control over another by limiting access to their digital devices and accounts), or across an enmeshing of both. For example,
platforms may limit individuals’ autonomy through algorithmic management [9, 40] or deplatforming [1, 16, 18, 19, 24].
Algorithms may prioritize profiles based on features such as photo quality or the amount of personal information
shared [194]. This pressures users to share more information than they would prefer, eliciting concerns around data
privacy [113], and the increased amount of information a potential Meet will have access to [69]. On labor platforms,
such management may also depend on clients’ numeric ratings of workers; as a result workers feel pressured to maintain
good reviews at the expense of safety [105, 225]. Workers often hesitate to stand up to or report a belligerent client for
fear of receiving a low rating and reduced access to work opportunities [9, 112].

Individuals may limit another person’s autonomy by controlling access to their devices, a common threat in intimate
partner violence [37, 186]. In these situations an abuser may limit a target’s access to resources (e.g., banking information),
or try to prevent them from being able to document their experiences to report later [120, 186]. While this form of
control usually occurs in digital space, the consequences can be experienced in the physical world [186].

Finally, autonomy may be harmed by lack of knowledge about the physical space of interaction. One commonly
reported concern among our survey respondents was wanting to be familiar with locations where they meet an
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individual so they can be self-sufficient in reacting to unsafe situations. For instance, several gig workers said that they
want to know where the nearest emergency room is located so they can get help if they are injured on the job: “Safety
means I know where my working location is and where I can access emergency services close by” –W244. Some online
daters in our sample described wanting to feel that they can safely exit a space: “It’s important to always have an escape

plan and ensure you don’t get stuck” –D112.

Interestingly, there is little to no prior work on daters’ experiences with autonomy harms. We identified this harm
(Section 4.3) based on literature studying various forms of gig work. Yet nearly a quarter (23.90%) of daters in our
sample include autonomy harms when defining safety, compared to 16.0% of gig workers.

4.4 Emotional harm

Emotional harms refer to various negative mental responses, such as anxiety, fear, and worry. People who engage in
AMOIs may suffer emotional harm as a result of hate and harassment, manipulation and deceit, and fears over the
prospect of experiencing harm. In most cases these harms are caused by Meets. However, platforms may also cause
emotional harm by pushing people towards behaviors and interactions that are harmful to their mental health or
relational goals [26, 40, 198, 225], or by creating feelings of isolation, exploitation, or competition [75, 83, 112, 149, 164,
198, 225].

Emotional harm can occur even before a person engages with a Meet offline, via disparaging and disrespectful
messages [117]. This form of online hate and harassment has offline effects; it may cause hesitation, distrust, and fear
in future offline interactions even with a different person [186]. Similar harm occurs offline via insulting comments
on physical appearance, or expressions of entitlement related to social class and gender [5, 126, 225]. One gig worker
expressed their desire to engage with Meets who will be kind and supportive: “[Safety means] Making sure that I, my

client, anyone else around and the work space is clear, supportive, kind, loving, professional, and can work together to find a

common goal” –W186.

Meets may distort the truth via strategic manipulation and deceit, which can devastate the person believing the
false reality [35]. Interacting with a Meet who has distorted the truth can lead a person to have unfavorable feelings
towards future Meets [140]. For example, it may lead to self-other asymmetry – a bias where one believes that others
are more likely to engage in deceptive behaviors than they would [165]. Among respondents, both gig workers and
daters underlined the importance of avoiding deceitful Meets: “Safety means making sure the person you are meeting is

who they say they are, and can be trusted... If anything feels off, it’s a sign to move on” –D343. Similarly, just the prospect
of experiencing harm can cause emotional harm [137, 217]. One gig worker explained, “I’m scared of being set up and it

being someone who just wants to hurt or assault me and not a job” –W196. Emotional harm was the most prevalent safety
concern reported by online daters (57.4%).

4.5 Data-privacy violations

Citron and Solove’s harms taxonomy details the harms arising from privacy violations like misuse and accidental
sharing of users’ data [42]. People who engage in AMOIs are at risk of experiencing privacy violations: platforms that
support AMOIs require the collection and distribution of personal details about users to effectively generate matches for
romantic relationships, labor, and more. Thus, platforms may require users to share social media profiles, government
identification, device permissions for location tracking, and other personal information as part of their profiles or the
sign-up process [124, 161, 194].
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Behavior Citations Mitigated Harms
F P E DP A

Pr
io
r

Self-Disclosure [34, 53, 61, 69, 129, 134, 194, 213–215]
Obfuscation [1, 7, 16, 18, 19, 24, 43, 83, 91, 93, 101, 102, 129, 134, 148, 157, 161,

196, 197, 205, 208, 213–215, 230]
Screening [4, 9, 48, 73, 76, 80, 91, 92, 124, 126, 131, 134, 145, 146, 195, 209, 229]
Vetting [4, 7, 16, 43, 69, 80, 84, 91, 106, 112, 125, 132, 134, 141, 145, 161, 179,

180, 193, 195, 202, 216, 223, 224]

D
ur
in
g Enviro. Precautions [3–5, 7, 14, 60, 91, 92, 103, 110, 124, 130, 133, 134, 164, 185, 190, 221]

Covering [30, 32, 48, 65, 91, 123, 124, 156, 164, 173, 182, 195]
Emergency Alerts [33, 74, 97, 98, 115, 130, 195, 220]
Documentation [7, 14, 82, 112, 124, 141, 145, 161, 162, 179, 180, 195, 209]

Po
st Blocking & Reporting [7, 14, 38, 73, 82, 84, 112, 122, 124, 126, 141, 161, 162, 164, 166, 172,

177, 179, 180, 191, 193, 202, 207]
Table 1. Taxonomy of harms in AMOI—(F)inancial, (P)hysical, (E)motional, (D)ata (P)rivacy, and (A)utonomy—and the protective
behaviors used to mitigate them. Citations are provided for each behavior.

Prior work and our empirical data show that people engaged in AMOIs are concerned about the misuse and abuse of
personal information and the resulting harms [43, 91, 225]. Our survey respondents call out threats to data privacy as a
mechanism through which harm can occur, and in some cases reference only threat to data privacy – encompassing
the spread of resulting harms. Expressing this well, an online dater in our study defined safety as “having enough

information to learn about a person, but not enough to be able to locate and potentially interfere with someone’s life unless

they choose to specifically share that. Any personally identifying information that someone provides to a dating service

should be very secure from intrusion” –D188.

In our survey, few gig workers defined safety as related to data privacy (0.89%) compared to daters (26.2%). The
lack of data privacy concerns among in-person gig-workers warrants further study, especially in light of prior work
that has found significant data privacy concerns among crowdworkers: gig workers who perform primarily online
work [158, 159, 161].

5 A TAXONOMY OF PROTECTIVE BEHAVIORS

In this section, we present ten protective behaviors, identified from prior work, that people who engage in AMOIs
use to protect themselves from the harms described in Section 4. We systematize these behaviors by the phase of the
interaction during which they are implemented: (1) prior to meeting, (2) during the meeting, and (3) post-meeting.
Prior to meeting protective behaviors encompass all strategies that occur before meeting offline, including deciding
whether to continue an interaction with a potential Meet and deciding to meet offline (Table 2). Methods for ensuring
safety during the meeting – while meeting offline– can be set up beforehand, such as texting a friend about the meeting
location or intended duration. They can also be triggered during the meeting, such as by using an emergency button on
an alarm app or wearable device (Table 3). Post-meeting safety strategies occur after an offline meeting has concluded;
these include blocking and reporting (Table 4). For each behavior, we also identify from the literature which harms
from Section 4 users aim to protect against. Table 1 and Figure 2 summarize the results of our systematization. Table 1
focuses on the relationship between behaviors and the harms in Section 4. Figure 2 focuses on the temporal structure of
how behaviors occur. Figure 2 is further used to discuss future work in Section 6.3.

We use our survey data to extend the literature by measuring the prevalence of respondents’ adoption of the ten
behaviors (Figure 3) and filling in gaps of knowledge regarding how they are implemented. Tables 2, 3, and 4 summarize
these prevalence proportions for behaviors prior to meeting, during meeting, and post meeting, respectively.
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Connect? Continue?

Report

BlockVet

Screen
Self 

Disclose

Obfuscate

Enviro. 
Precautions

Document

Emergency 
Alerts

Cover

Mitigate?

Prior to Meeting During Meet Post Meet

Decision point; 
color indicates whose decisionRepresented from the perspective of 

User Behavior

Matches

User

Potential 
Meet Meet

Meet?

Matching
Algorithm

Action

Fig. 2. Process flow diagram showing—in finer detail—when the behaviors of Table 1 occur during an AMOI. Note that the temporal
structure of behaviors is complex: multiple behaviors can happen simultaneously, and some behaviors happen at multiple times.

Fig. 3. Prevalence of safety behaviors our respondents engage in to mitigate the harms described in Section 4
.

5.1 Protective Behaviors Prior to Meeting

Prior tomeeting in-person, people use a variety of protective behaviors in an effort to ensure they are safewhen ultimately
engaging in offline interactions. The goal of prior to meeting protective behaviors is to gauge the safety of a future
offline interaction to prevent harm upfront. These behaviors include self-disclosure (intentionally revealing information
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about themselves in hopes that the other person will use it to screen them); obfuscation (hiding or misrepresenting
information about themselves); screening (using a variety of decision heuristics to evaluate the information presented
by a digital platform about the person they are considering meeting); and vetting (seeking out additional information
about a potential Meet to verify information obtained directly from the platform).

5.1.1 Self-Disclosure. Self-disclosure of personal information both serves to facilitate matching on AMOI platforms
and as a protective safety behavior to protect against all harms in Section 4. The algorithms that curate matches in
AMOIs rely on user-provided information to facilitate matches. The information people self-disclose determines who the
matching platform or marketplace suggests they connect with, and ultimately who they interact with offline. Therefore,
people purposefully choose to disclose aspects of their identity for the purpose of obtaining the most compatible
matches and to make themselves more attractive to a potential Meet [134, 194]. For example, online daters might
self-disclose information that would make them more attractive to a match (e.g., hobbies, physical attributes, etc.); gig
workers might self-disclose information that would increase their likelihood of getting hired, which could relate to the
type(s) of job they seek (e.g., self-disclosing the number of children they have on a carework site).

Self-disclosure as a protective safety behavior typically occurs in the initial stages of an interaction, when individuals
are still interacting with the potential Meet strictly online; people may self-disclose information they believe may
put them at risk of harm if it were discovered offline (e.g., LGBTQIA+ identity or race/ethnicity) [34, 53, 69]. They
hope that by sharing this information, Meets will only agree to engage with them further if they are accepting of their
identity [213]. However, self-disclosure can also be a continuously developing process; people might start to reveal
more about themselves once a certain level of trust has been established [15, 153].

Individuals must balance self-disclosure with privacy and control over their personal information. For example, some
people share their HIV status on social networking and dating apps [213–215]. However, they express privacy concerns
around platforms having access to this sensitive information [213]. Additionally, self-disclosing can be emotionally
taxing: individuals who share sensitive information may face stigma in their community [61, 129, 213]. We found
no literature that describes self-disclosure behavior among gig workers, however our survey data suggests a notable
proportion of gig workers who engage in AMOIs do so as detailed below.

Self-Disclosure Prevalence. 63.2% of daters and 36.9%† of gig workers (𝑝 < 0.001) said they self-disclose information
prior to meeting someone offline for safety reasons. People use three methods to self disclose (Table 2): in their app
profile, in an online or text conversation with a potential Meet, or during the first introduction meeting offline. The most
commonly reported method by which online daters self-disclose is within private online communication (e.g., online
messaging and texting) (40.4%). Among gig workers, the most commonly reported method by which they self-disclose
is in an online profile within the app (22.6%†). Overall, fewer gig workers report self-disclosing than online daters.
This may be because most gig platforms offer workers little control over their profiles. The 36.9% of workers who
report self-disclosing might be using one of the few platforms with customizable profiles (e.g., some carework and
handiwork platforms). The differences between where participants self-disclose might be explained by the different
digital communication tools used by each group to interact with Meets. Gig workers typically communicate through
the app where they are hired, either because the platform requires it, or to mitigate financial harm from scams [94].
Online daters may be more likely to share phone numbers and social media information with a Meet, thus facilitating
their ability to self-disclose via online messaging and texting.
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Question Response Daters (%) Gig Workers (%) p-value Significance

Where Self-Disclose In online profile within app 35.1 22.6† 0.084
In text or online messaging 40.4 15.2† < 0.001 ***
During an offline meeting 23.9 12.9† 0.080

Where Obfuscate In app (omitting) 42.7 28.8 0.001 **
In app (misrepresenting) 17.4 12.0 1.000
From text or online messaging conversation (ommitting) 34.5 31.0 1.000
From text or online messaging conversation (misrepresenting) 20.2 14.9 1.000
During offline meeting (omitting) 23.4 22.0 1.000
During offline meeting (misrepresenting) 11.6 13.5 1.000

Screening Heuristic Specific phrases in profile 25.5
Meet’s location or hometown 57.1
SES of job location 39.2
Job pay rate 71.2
Similarity of job to others done in past 46.1
Availability of profile photo 95.2 77.8 < 0.001 ***
App profile is not blank 83.2 63.0 < 0.001 ***
Enough info in profile for online search 34.3 52.1 < 0.001 ***
Availability of social media info 35.6

How Vet Online: Search engine 72.1 88.0 < 0.001 ***
Online: Social media lookup 86.7 80.2 1.000
Online: Background check/court records search 21.2 23.1 1.000
Socially: Online whisper networks 10.9 21.2 0.009 **
Socially: Offline support networks 40.2 38.4 1.000
Directly: Ask for PII directly 20.7 13.4 0.598

What Vet Personal info 72.0† 51.7† 0.052
Additional media 95.8† 65.1† < 0.001 ***
Location 46.6† 55.8† 1.000
Reputation 28.0† 75.0† < 0.001 ***
Personality 51.7† 40.7† 1.000

Table 2. Protective behaviors used prior to meeting. Proportions shown are out of the total number of people who answered the
question. Blanks indicate that proportions for those responses were not measured because those responses were not relevant for
those groups. Proportions across the two groups are compared with 𝑋 2 tests corrected with the Holm–Bonferroni method. Zero *
indicates no significant difference, one * indicates p < 0.05, two ** indicates p < 0.01, three *** indicates p < 0.001. † indicates refielded
data (see Section 3).

5.1.2 Obfuscation. In contrast to self-disclosure, some people may wish to obfuscate personal information by either
omitting [134] or misrepresenting [148, 197] parts of their identity. Related literature on privacy-preserving strategies
among social media users suggests that obfuscating is used to protect against physical, autonomy, and data privacy
harms [101, 205].

Omission.When using omission as an obfuscation tactic, people omit information they believe may cause an unsafe
encounter with a potential Meet, such as religion, job, and sexual preferences [43]. Specific strategies used to omit
information include removing online profiles [83, 102] and censoring, or hiding, images and personal information
that they do not want accessed by a potential malicious actor. For example, people sometimes use emojis and specific
in-group language in text communication or profiles [7, 129, 213–215] to hide information from potentially malicious
actors while sharing it with people who they do want to access it.

Misrepresentation.When usingmisrepresentation as an obfuscation strategy, people present inaccurate information
about themselves to Meets. Somemay simply provide a different name, or lie about how they look and their qualifications
for a job, sometimes referred to as privacy lies [157, 161]. Others use more involved impression management strategies
such as maintaining differing online personas across multiple platform profiles with different social media information,
photos, and phone numbers or devices [230].
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Obfuscating comes at a cost: potential deplatforming if obfuscation violates platform rules. Deplatforming leads to
loss of income in the case of digitally-mediated labor [1, 16, 18, 19, 24]. Therefore, individuals must weigh the financial
costs they may incur from obfuscating information against the safety protections it could provide.

Obfuscation Prevalence. Rates of obfuscation among our samples are similar to their respective rates of self disclosure.
64.6% of online daters and 53.9% of gig workers (𝑝 = 0.069) obfuscate by either omitting (60.0% D; 50.3% G) or
misrepresenting (34.0% D; 28.4% G) parts of their identity. Table 2 shows how respondents obfuscate, which we
summarize below.

The most common place where daters omit information is in their profile within the app (42.7%). Significantly fewer
gig workers report doing this (28.8%), perhaps because most gig platforms offer workers little control over their profiles,
and opaque matching algorithms play a much larger role in determining which clients workers are visible to [93, 208].
Because of this, gig workers may be less able to decide what information they want to show or hide to others. Instead,
gig workers are more likely to omit information in an online or text conversation with a potential Meet where they do
have greater control over the sharing of their information (31%).

On the other hand, relatively few daters or gig workers misrepresent themselves in their profiles (17.4% D; 12.0% G).
Instead, among both groups, the most common place where individuals present inaccurate information is in an online
text or conversation (20.2% D; 14.9% G).

5.1.3 Screening. While deciding whether they want to meet with the person presented in a platform profile, people use
certain heuristics, which we term decision heuristics, to evaluate, or screen, the potential Meet’s profile [4, 92, 126, 134,
145, 146, 195, 229]. Screening is done using information the potential Meet has decided to self-disclose via the platform
and that the platform has chosen to display; when screening, individuals are not actively seeking out information about
a potential Meet but instead are evaluating the information presented to them via a series of heuristics. Screening is
used to avoid entering into situations that can cause any of the harms described in Section 4. For example, a person
might want to avoid someone who seems likely to cause emotional harm through racial or religious discrimination.
Others may look for “red flags” that indicate potential for harassing, discriminatory or other unwanted behavior that
could cause emotional or physical harm [4, 73, 145]. Prior work identifies three primary heuristics used to screen Meets:
indicators of ethical alignment, informal lessons, and information availability. We describe each of those below.

Ethical Alignment. The heuristics most commonly reported in prior work are those used to screen for ethical
alignment. Specifically, prior work suggests that in digital environments, emotional safety in particular is maintained by
an iterative process of boundary regulation where lines “are drawn in relation to a shared set of affective and relational
knowledge” [146]. Interactions are more likely to be perceived as emotionally beneficial when a connection is made
by a party who respects and maintains established boundaries. Thus, people may look for details that indicate ethical
alignment between themselves and a potential meet such as the presence of reassuring information and actions (e.g.,
use of the gender-inclusive term “cis-man” in a profile) [57, 142, 213]; the absence of concerning information or actions
(e.g., no weapons or concerning objects in profile photos) [145, 146]; or perceived reciprocity and openness of the Meet
regarding the sharing of personal information [209].

Informal Lessons. Additional prior work identifies that people draw on their previous experiences with similar
AMOIs, or on the experiences of those they know, to determine whether an offline engagement with a Meet will be
safe. This is similar to how non-expert computer users leverage family and friends’ stories of experiences with security
incidents to make security decisions [147]. This type of screening heuristic is context dependent. For example, gig
workers often decide whether to engage with a Meet offline if the job pays similarly to other jobs they or other workers
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have done in the past; a pay rate that is too much higher may indicate the job is a scam [131]. Similarly, in online dating,
a potential Meet that lives overseas might indicate a catfishing attempt [49].

InformationAvailability.A small body of prior work reports that people use the information provided in a profile as
a heuristic for safety and trustworthiness. People assess both the content provided in a profile, as well as the quantity of
information provided. Prior work finds that in the context of identifying deepfake profiles on social media, users search
for text inconsistencies in profile information such as repetitions, grammar mistakes, and contradictions [127, 192].
Other work finds that people look for the availability of specific information, such as a profile photo [48], as a heuristic.
Not having this information decreases people’s trust in the potential Meet’s profile and can raise phishing concerns [168].
When platforms do not provide enough information about a potential Meet for people to screen them (as is often the
case on gig work platforms [225]), individuals engage in vetting to seek out additional information (Section 5.1.4). Thus,
prior work finds that people also use as a screening heuristic the presence of enough information on an individual’s
profile to vet them [145].

Screening Prevalence. Screening is a nearly universal behavior: nearly all respondents in both groups surveyed report
screening Meets (99.8% D; 99.1% G; 𝑝 = 1.00) using one or more of the three heuristics. Table 2 details the precise
implementation of these heuristics, which we summarize below.

Ethical alignment factors were frequently reported as screening heuristics in prior work on online dating and our
empirical data confirms this. For example, 25.5% of online daters report screening potential Meets based on specific
phrases or words included in their profile. Because gig platforms are typically limited in the amount of information
they share with workers about potential clients, we did not ask questions regarding ethical alignment factors to gig
workers. Instead, gig workers prevalently report using informal learning as a screening heuristic. For example, 71.2%
of gig workers report using the job’s pay rate as a screening heuristic; 46.1% report using the similarity of the job to
others they have done in the past.

Both gig workers and online daters use similar information availability heuristics. 83.2% of daters and 63.0% of gig
workers look for a non-blank profile. Many people in both groups look specifically for the presence of a potential Meet’s
profile photo in the app, although daters do this significantly more than gig workers (95.2% D; 77.8% G). On the other
hand, a significantly greater percentage of gig workers than online daters use whether there is enough information
in the potential Meet’s profile for them to do their own online search as a screening heuristic (34.3% D; 52.1% G). As
mentioned above, online dating platforms typically provide more information about potential Meets to users of their
app over gig work platforms, potentially reducing the relevance of this heuristic for those online dating.

5.1.4 Vetting. Individuals often want information about a potential Meet beyond that presented by the platform to
support their screening process. Platforms may not provide enough information about a potential Meet for people
to screen them passively. Therefore, people take action to seek out the information they need to trust a potential
Meet sufficiently to proceed with the interaction. We call this practice of actively and externally seeking additional
information beyond that available on the platform vetting.

Vetting is used to try to prevent financial, physical, and emotional harm [43, 84]. People use three types of strategies
to vet: they seek information online, beyond the platform(s) they use for AMOIs; they draw on their social capital,
consulting their social support networks (e.g., friends and family) and online communities sometimes termed whisper

networks; and/or directly ask the potential Meet for information.
Online information seeking. When desired information (e.g., someone’s full name, whether they have a criminal

record) is not available for screening directly on the AMOI platform, people seek information online. Even when
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screening information is available, people are aware that others may engage in obfuscation and thus may want to
corroborate the information a platform presents about a potential meet to evaluate the validity of the information a Meet
has presented on the platform and look for inconsistencies that could signal potential harm [4, 91, 134, 145, 224]. The
same reasons that lead people to vetting pose challenges in carrying out the behavior. In particular, enough information
to successfully search online is not always available; AMOI platforms may not require users to provide their full legal
name on their profile or prevent individuals from displaying fake information. Therefore, people may lack enough
information from the AMOI platform to conduct a useful search.

Social Information Seeking. Some people vet socially, particularly when seeking relational and reputational
information that does not appear as the results of an internet, social media, or court records search, such as the Meet’s
reputation within similar communities (e.g., among other workers or daters).

Online, some people will consult whisper networks for information about a person. Whisper networks are informal
online feedback networks that people use to communicate bad experiences [141]. They reached social prominence in
the wake of #MeToo when many informal networks were created to communicate bad experiences with men, both after
dates and more generally [84, 141, 202]. These networks may exist in the form of “bad date” or “bad client” lists. They
lists are commonly built and maintained by sex workers as an alternative to the criminal justice system [179], but have
also been prominent in the broader gig worker and online dating communities as well; in the latter two communities,
bad date lists typically exist in spaces like online forums, where people share feedback and report negative experiences
about those they have interacted with [7, 16, 161, 179, 180, 193]. Within online whisper networks, people may search for
details about a potential Meet or directly ask others in the community whether they have had any negative experiences
with the person [161, 195, 216].

Beyond whisper networks, people may also vet via close contacts, like friends and family members. For example,
prior work has found that online daters may ask their friends for help screening a potential Meet’s profile [117] or may
ask friends engaged in similar activities (dating, gig work) whether they have experience with a potential Meet.

Direct Inquiry. Finally, a third strategy for finding information about a potential Meet is directly asking the person
for the desired information, and explaining what the information will be used for [43, 134]. However, this behavior can
be seen as intrusive and violating the privacy of the potential Meet [43].

5.1.5 Vetting Prevalence. More than three quarters of our survey respondents in both groups engage in vetting (85.3%
D; 79.8% G; 𝑝 = 1.00). Table 2 describes how respondents vet and what information they seek while vetting. We describe
each of these in detail below.

Online information seeking behaviors include searching the internet (72.1% D; 88% G), social networking sites (86.7%
D; 80.2% G), and background check services and court records (21.2% D; 23.1% G) to obtain information about a potential
Meet.

Social information seeking behaviors include searching within online whisper networks and talking to social support
networks (typically offline). Significantly more gig workers than daters rely on online whisper networks when vetting
(10.9% D; 21.2% G). This may be explained by gig workers’ common practice of collective algorithmic sensemaking, or
self-organizing to collectively make sense of the platform they work on and its underlying algorithm [225]. Similar
proportions of online daters and gig workers report seeking vetting support from social support networks like friends
and family (40.2% D; 38.4% G).
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Daters are more likely to ask a potential Meet for additional information directly than gig workers (20.7% D; 13.4%
G). Yet, we find that the majority of respondents rarely or never tell those they vet that they have done so (65.0% D;
82.5% G; 𝑝 < 0.01).

When searching for additional information about a potential Meet, online daters most commonly try to find additional
media (e.g., videos, photos) about the other person (95.8%). Gig workers most commonly search for the potential Meet’s
reputation (75%), such as their criminal history and reputation among other workers in online whisper networks. Other
types of information sought are personal information (e.g., the potential Meet’s full name or phone number) (72.0% D;
51.7% G) and information about the Meet’s location (e.g., home and work location) (46.6% D; 55.8% G). People may also
seek information they could use to infer personality traits, like political affiliations (51.7% D; 40.7% G).

When people were unable to vet a potential Meet, they chose not to continue with the introduction in around
one-quarter of interactions. 25.6% of daters and 22% of gig workers would rarely or never engage with an individual
offline who they were unable to vet.

5.2 During-Meet Protective Behaviors

When people interact with Meets offline, they engage in various digital and non-digital behaviors to protect their safety.
These behaviors include environmental precautions (using techniques to try to protect their autonomy), covering
(sharing details of a meeting with trusted friend or family member), emergency alerts (using technology to send a
distress signal or call for help), and surveillance/documentation (using technology to record interactions).

5.2.1 Environmental Precautions. When interacting with a Meet offline for the first time, people take a variety of
precautions to make the interaction and environment safer [134, 190]. These precautions are typically not digitally-
mediated. Instead, they include behaviors that people believe will help them stay in control of the meeting, thus avoiding
physical, financial, and autonomy-related harm. Environmental precautions include bringing protective items to the
meeting [7, 14, 124, 130], engaging in advanced planning (e.g., having a planned escape route, getting their own ride to
the meeting location) [103], selectively choosing the meeting time and location [3, 7, 92, 134, 185], not going to the
meeting alone [91, 164], and avoiding certain personal behaviors that may increase their risk of harm (e.g., drinking
alcohol) [133].

When taking precautions to protect their autonomy, some people will carry items they feel give them greater control,
such as lethal (e.g., firearms) and non-lethal (e.g., pepper spray and pocket knives) weapons [7, 14], even in situations
where such items are prohibited or illegal [130]. The items people believe will protect them are dependent on the type of
interaction they will engage in with a Meet. For example, sex workers and online daters may carry contraceptives, such
as condoms, to protect themselves from health-related physical harm like STDs [124]. Others might try to protect their
autonomy by engaging in advanced planning, such as using online mapping tools to examine the meeting location and
identify a pre-determined escape route to quickly leave in an emergency or driving themselves to the meeting location.

When meeting someone for the first time, people try to meet them in locations that feel safe, such as in crowded,
well-lit areas; they often meet in a public space, such as a coffee shop or busy park [3, 134], and avoid late meetings [92]
or those in locations they deem unsafe, such as those in socioeconomically-disadvantaged areas [185]. Sometimes
people will bring a trusted individual to the meeting [91, 164]. Some may also avoid having in-home meetings [5]. Some
of these strategies may be more appropriate in some contexts than others. For example, some online daters note that
meeting in public places is “useless” for those who are seeking hook-ups or casual sex from dating apps [4]. Gig workers
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Question Response Daters (%) Gig Workers (%) p-value Significance

Environmental precautions: How Bringing protective items to meeting 27.7 30.4 1.000
Advanced planning 59.2 54.8 < 0.001 ***
Selectively choosing time and location 93.4 82.9 < 0.001 ***
Not going alone 29.4 39.0 0.159
Personal behavior changes 29.0 30.6 1.000

Covering: How Sharing location details with guardian 74.5 84.5 0.015 *
Sharing Meet details with guardian 37.1 48.6 0.036 *
Sharing expected time back with guardian 48.7 63.9 < 0.001 ***
Live-sharing location with guardian 30.0 37.9 0.811
Asking guardian to check in 35.0 30.4 1.000

Covering: What plans Guardian will come get me 64.4 56.5 1.000
Guardian will contact police 44.9 62.5 0.026 *
Guardian will contact a safety organization 1.0 0.5 1.000

Emergency Alerts: What A distress text or silent call/alarm 12.3 6.4 0.205
GPS coordinates 14.2 17.7 1.000
Audio/video recording 5.5 4.7 1.000
Details about the Meet 14.6 10.0 1.000
Audible Alarm 4.0 2.0 1.000
Fake call (from someone or an app) 27.0 12.9 < 0.001 ***

Table 3. Protective behaviors used during the meeting. Proportions shown are out of the total number of people who answered the
question. These proportions are compared with 𝑋 2 tests corrected with the Holm–Bonferroni method. Zero * indicates no significant
difference, one * indicates p < 0.05, two ** indicates p < 0.01, three *** indicates p < 0.001.

and sex workers often do not have a choice to meet in a public location, since their jobs require private interactions,
often in people’s homes or private spaces [124].

People sometimes avoid certain personal behaviors such as wearing makeup, drinking alcohol, and wearing head-
phones [110]. These are behaviors that individuals may typically engage in outside the context of AMOIs. But in this
context, they believe engaging in the behavior may put them at greater risk of harm. For example, daters may choose
to not drink alcohol to ensure they stay in control of the meeting. Gig workers are typically not in a context where
drinking is part of their interaction with a Meet. Instead, they may carefully calibrate their gendered presentation,
including avoiding wearing makeup and/or dress in a particular way as they may perceive these behaviors as protective.
These behaviors may be influenced by victim-blaming culture [60, 221].

5.2.2 Environmental Precautions Prevalence. Nearly all respondents among both daters and gig workers report engaging
in environmental precautions (96.6% D; 91.4% G; 𝑝 < 0.075). Table 3 shows the methods by which respondents engage in
environmental precautions. The most commonly reported environmental precaution among both groups is selectively
choosing the meeting time and/or location (93.4% D; 82.9% G). The second most commonly reported environmental
precaution among both groups is engaging in advanced planning (59.2% D; 54.8% G).

5.2.3 Covering. While interacting with Meets offline, people use a protective strategy termed “covering” to protect
against physical harm [32, 124]. People cover by (1) having another person present (or close by) during a meeting [9, 80,
91, 123, 124, 164], or (2) sharing details about the Meet and meeting location with others [48, 65, 124]. In most cases
people share this information with a trusted, close contact who can serve as a proactive bystander, or “guardian” [6].
Others may rely on individuals in the vicinity where the interaction takes place to serve as guardians. For example, in
indoor settings, receptionists (and security cameras which they may be monitoring) add to the safety of sex workers. In
the UK it was found that sex workers may ask for help from them with dangerous clients, or they may be points of
contact and support after unsafe incidents [156]. Furthermore, in Canada, “third parties” involved in sex work such as
venue owners and managers were found to often be current or former sex workers themselves, and ultimately were
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important individuals in the safety ecosystem by providing client screening, additional security, and sexual health
resources [123].

People often share information with guardians, such as where they are going (including live location sharing [7, 161]),
personal details about the Meet, what time they are expected to be back, and instructions for the guardian check
in periodically [124, 182, 195]. Sometimes people may also ask their guardian to contact the police if they suspect
something went wrong. However, in gig work literature, particularly work that relates to criminalized and stigmatized
communities, it is often noted that people may be hesitant to contact police in emergency situations. This is especially
true when they believe the police may blame them or criminalize their work [30, 124, 164, 173].

5.2.4 Covering Prevalence. 83.3% of online daters and 91.4% of gig workers surveyed engage in covering (𝑝 = 0.026).
The details people share with trusted contacts (Table 3) include where they are going (74.5% D; 84.5% G) or live-sharing
their location (30.0% D; 37.9% G); personal details about the Meet (37.1% D; 48.6% G); or what time they expect to be
back (48.7% D; 63.9% G). 35.0% of online daters and 30.4% of gig workers give their guardian instructions to check in on
them during an offline meeting.

39.3% of daters and 28.8% of gig workers (𝑝 = 1.00) said they make emergency plans with their trusted contacts
in case the guardian suspects something went wrong during the meeting. The most prevalent emergency plan made
by daters is for their guardian to meet them at the meeting location (64.4%); among gig workers the most prevalent
emergency plan is for the guardian to contact the police (62.5%). The difference between the percentage of gig workers
and online daters who instruct their guardian to contact the police on their behalf is significant and adds nuance to
prior work suggesting people may be hesitant to instruct guardians to contact law enforcement.

5.2.5 Emergency Alerts. When people feel their physical safety is threatened during an offline interaction they may
send emergency alerts to trusted contacts or law enforcement. There are two common types of emergency alerts used
in unsafe situations, both in AMOIs and more broadly: (1) sending information to a guardian [6, 195], and (2) playing
an audible alarm [74, 97, 130, 220]. Unlike covering, where individuals send information to a guardian as a proactive
measure, sending information to a guardian via an emergency alert is a reactive measure; it is done once harm has
occurred (or appears imminent) to enable the guardian to intervene in the situation. For example, sending information
can support a future investigation. Similarly, playing an alarm can distract the perpetrator or attract help.

Several apps and wearable technologies exist to enable people to send emergency alerts during unsafe situations.
For example, some apps give the user a fake call [115], contain “panic buttons” that call local law enforcement when
triggered [98], and allow users to quickly share their GPS location with a list of pre-determined contacts [33]. However,
prior work has not measured how prominently these safety apps feature in people’s protective model.

5.2.6 Emergency Alerts Prevalence. 39.3% of online daters and 28.8% of gig workers report sending emergency alerts to
trusted contacts or law enforcement (𝑝 = 0.066). Among our survey respondents, people most often use emergency
alerts to share information with trusted contacts such as personal details about the Meet (14.6% D; 10.0% G) or GPS
coordinates/other location details (14.2% D; 17.7% G) (see Table 3). People also use emergency alerts to send a silent
distress alert (12.3% D; 6.4%) or to trigger a fake phone call that can provide an excuse to leave the situation (27.0% D;
12.9% G). Only rarely do people start recording in an emergency situation (5.5% D; 4.7% G) or play an audible alarm
(4.0% D; 2.0% G).

To extend the prior work on safety apps and wearable technologies, we asked respondents about their familiarity
with eight emergency alert technologies (Appendix Table 6), selected through an extensive search and our collective
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knowledge of the area. We find that only a minority of survey respondents in our sample know about and use such
apps. 28.6% of daters and 37.3% of gig workers have heard of at least one of the technologies. Of those, only 12.7% of
daters and 15.5% of gig workers reported feeling that they knew enough about at least one technology to explain what
it does, and only 4.57% of daters and 2.66% of gig workers personally use at least one emergency alert technology.

5.2.7 Documentation. People sometimes record elements of their offline interactions with a Meet to protect against
physical harm and gain more autonomy and control over the interaction [180]. For example, people may proactively
(vs. emergency-alert recording which begins once someone starts to feel unsafe during a meeting) record conversations
and the Meet’s behaviors [7] visibly, or without the Meet’s knowledge [14, 195]. People who visibly record hope the
presence of a recording device might deter a Meet’s harmful behavior [7, 195]. For example, some gig workers working
for rideshare apps commonly use dashboard cameras to video record passengers during the drive [7]. People may choose
to record an interaction without the Meet’s knowledge to obtain evidence for later reporting [7, 161, 195], especially
since many platforms fail to provide adequate documentation and reporting mechanisms [112].

5.2.8 Documentation Prevalence. Interestingly, despite recording interactions being commonly reported strategies in
prior work [7, 112, 161, 209], we found that only 2.3% of daters and 6.9% of gig workers reported using a recording
device (𝑝 < 0.097). Perhaps one of the reasons people may hesitate to record interactions is the high level of legal risk
involved, especially if recording without the Meet’s consent. In many locations, recording interactions without consent
is illegal. This may lead to deplatforming and legal charges [161].

5.3 Post-Meet Protective Behaviors

After an unsafe offline interaction with a Meet, people may discuss this experience with others or warn others about
their experiences with the individual, report their experiences to platforms, hotlines, and law enforcement, and/or take
steps to prevent the Meet from contacting them again [82, 124, 141, 162, 179]. It is important to note that these methods
cannot rectify the harms an individual has experienced; rather they work toward preventing similar experiences from
happening to the same or a different person in the future.

5.3.1 Reporting and Blocking. Prior work finds that people report harmful or unpleasant experiences with a Meet to the
platform that facilitated the interaction [7, 112] or safety organizations such as NGOs that provide helplines for sexual
assault [180]. They also share negative experiences with many of the same online and offline whisper networks from
whom they seek advice and information when vetting [7, 14, 124, 126, 164, 179, 180]. While prior work does find that
people will instruct guardians to contact the police if they suspect something went wrong during an offline meeting (see
Section 5.2.3), we did not find prior work suggesting people report negative experiences to law enforcement themselves.
It is important to note that reporting to law enforcement, and similarly platforms, requires that individuals have trust in
those groups. Prior work does discuss why some people who engage in AMOIs, such as those from marginalized groups,
may not trust these institutions to support them [124, 161, 164]. For example, they may have experienced previous
violence from these institutions and individuals, expect discriminatory and stigmatizing treatment, or believe these
institutions will not support them at all [112, 122, 172, 179, 207].

People have different goals when reporting to different institutions: they report to platforms to try to seek retribution
for the offending Meet [7, 112]; they report to whisper and social support networks to help others avoid similar harm
and to share safety information not provided by the platform [14, 82, 84, 141, 162, 202]. Sometimes people also share
their negative experiences with online and offline communities to take care of themselves following tech-related harm;
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Question Response Daters (%) Gig Workers (%) p-value Significance

Reporting: To Whom Platform 29.2 49.3 < 0.001 ***
Police 9.7 10.3 1.000
Safety organization(s) 6.2 8.5 1.000
Social support network 88.4 80.9 0.131
Online whisper network 12.1† 40.6† 1.000

How Block On app 53.4 27.3 < 0.001 ***
On social media 44.5 19.1 < 0.001 ***
On phone/messaging app 42.6 25.5 < 0.001 ***

Table 4. Protective behaviors used post meeting. Proportions shown are out of the total number of people who answered the
question. These proportions are compared with 𝑋 2 tests corrected with the Holm–Bonferroni method. Zero * indicates no significant
difference, one * indicates p < 0.05, two ** indicates p < 0.01, three *** indicates p < 0.001. † indicates refielded data (see Section 3).

they find that sharing provides a cathartic emotional release and supports their emotional well-being as they navigate
post-harm consequences [38, 191, 193].

Finally, prior work finds that in addition to reporting, people may also block the offending party from contacting
them again via the platform and/or personal devices [73, 166, 177].

5.3.2 Reporting and Blocking Prevalence. Overall, among the respondents in our survey, 96.1% of daters and 97.7%1 of gig
workers have reported a Meet (𝑝 = 1.00). People are most likely to describe these experiences to social support networks
(88.4% D; 80.9% G). Some also report their negative experiences to online whisper networks [7, 14, 124, 126, 164, 179, 180]
(12.1% D; 40.6% G). The percentage of respondents who report to online whisper networks is relatively low compared
to the percentage who seek vetting support from these same networks (40.2% D; 38.4% G; see Section 5.1.4). One
explanation may be that while these groups can be very helpful in making decisions about whether or not an offline
meeting will be safe, there can exist toxicity within them, especially when someone reports a negative experience, like
falling prey to a scam [216]. This may make people hesitant to report their negative experiences. More than a quarter of
daters and nearly half of gig workers report harmful or unpleasant experiences to platforms [7, 112] (29.2% D; 49.3% G).
Few report to safety organizations [180] (6.3% D; 8.5% G) or law enforcement (9.7% D; 10.3% G). The difference between
the proportion of our sample who instruct trusted individuals to contact police on their behalf if something goes wrong
(44.9% D; 62.5% G; see Section 5.2.3) vs. the proportion who report to law enforcement after an incident has occurred is
stark. It may be that people mistrust police and other law enforcement agents, but feel reassured when someone else
can contact those authorities on their behalf. Or perhaps in a situation of immediate danger during a meeting, people
see no other recourse vs. after the harm has already occurred.

Finally, 62.4% of online daters and 35.9% of gig workers block the offending Meet from contacting them again
(𝑝 < 0.001). Table 4 contains the details of how blocking is implemented. Both groups most commonly block Meets
on the app itself (53.4% D 27.3% G), although the percentage of online daters who report doing this is about twice the
percentage of gig workers. This difference is significant and may be explained by the fact that blocking features are not
built into all gig platforms.

1These proportions include data from our original (reporting to platform, police, safety organizations, social support network) and refielded (reporting to
online whisper networks) samples. Since not all original survey respondents answered the online whisper networks question when it was asked in the
refielded survey, this proportion may be an under-count.
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6 DISCUSSION

In this work we draw on a systematic literature review of 𝑛 = 93 papers to systematize the four harms (and one vehicle
of harm) of AMOIs: harms to autonomy, to physical, emotional, and financial safety, and data privacy violations as a
mechanism through which these harms can occur. In a survey of nearly 500 online daters and 500 in-person gig workers,
we find some harms more salient to these groups’ definitions of safety than others. Daters’ definitions of safety focus
on emotional, physical, and autonomy harm as well as data privacy as a mechanism through which such harms can
occur. Gig workers focus on physical, emotional and autonomy harms. We also systematize from the literature, the 10
protective behaviors in which people engage to protect themselves from these harms. We find that these behaviors
are widely adopted: with all behaviors, except documentation, used by at least 25% of each population we surveyed.
The most popular five behaviors – screening, vetting, environmental precautions, covering and reporting, including to
personal communities – adopted by at least 75% of those we surveyed.

Though AMOI-related harms may occur in offline realms, the behaviors used to protect against these harms are
primarily digital or digitally-mediated by nature. Of the behaviors we synthesize, all but one (environmental precautions)
are predominantly technologically-mediated and four are practiced digitally before any offline interaction occurs. AMOIs
are an example of what Coles-Kemp and colleagues define as a post-digital enmeshing of our digital and non-digital
worlds [44]. In a post-digital world, threats to security and privacy are no longer bound by space or contained in
separated “online” and “offline” locales [178]. Instead, such threats – and defenses against them – cross between the
digital and physical realms to affect people’s overall sense of safety [152, 178]. Trauma we experience digitally also
impacts our physical bodies, likewise, violence we experience physically – e.g., jobs that are digitally-mediated – will
impact our relation to the digital platform that mediated this harm.

This concept of post-digital safety builds on decades of research across security as well as criminology, social
sciences, and legal studies that attempt to both complicate and clarify what we mean by ’safety’: from Maslow’s
hierarchy of needs, to human rights frameworks, to security frameworks for online content, at-risk groups, and in-game
interactions [99, 119, 124, 163, 186, 212]. Broadly, safety is understood as a basic human need, which requires us to
live in environments that are free of violence, threats, harms, and other intolerable risks which may be self-directed,
interpersonal, or collective [108]. Building on this literature, post-digital safety encompasses the existence of safety
threats that manifest in interactions intended to be exclusively online (e.g., stalking, doxxing) as well as those that
reside in the contexts away-from-keyboard [155] during digitally-mediated offline interaction (DMOI) for e.g., dating,
relationships, or labor.

In this section, we: (1) identify overlaps between safety in AMOIs and other previously studied contexts, (2) discuss
how power dynamics impact the types of protective behaviors users are able to engage with, and (3) build on those power
implications to suggest recommendations for shifting the burden of protection in AMOIs from people to platforms.

6.1 Contextualizing the Safety of Algorithmically-Mediated Offline Interactions

Respondents most commonly defined safety in AMOIs as centering on physical, emotional, and autonomy-related harms.
The relationship between physical and emotional harms and safety is not new: social science researchers have explored
the significance of “safe spaces” in physical settings [47, 108], and defined safety as including aspects of humanwell-being
such as economic development, social justice, and environmental protection [10, 171]. An emerging body of work on
digital safety has shown that emotional and physical safety is part of digital safety on social media [20, 81, 152, 163, 186], in
online communities [55, 78, 162], and when doing work with communities that are marginalized [124, 187, 203]. However,
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our survey results surface differences between the concerns most commonly expressed in respondents’ definitions of
safety and what prior work has focused on. These nuances further emphasize the importance of understanding users
safety preferences in their context rather than imposing researchers’ definitions [45].

Only a small subset of our respondents mentioned financial harm and data-privacy violations as core to their
definition of what it means to be safe, especially among gig workers (see Section 4): fewer than 1% of gig workers
surveyed defined safety as related to data privacy violations. These results may be explained by the physical nature
of the interactions respondents engage in; even if workers who interact with clients in-person are concerned about
data privacy violations, they may be more worried about the downstream physical impacts of such a violation than the
violation itself.

The harms we include in our framework of safety in AMOIs overlap with those of Scheuerman et. al.’s framework of
the severity of harmful online content [163] and Citron and Solove’s framework of privacy harms [42]. In particular, our
analysis of existing work on harms in AMOIs finds that prior work has considered harms to autonomy and to physical,
emotional, and financial safety, as well as data privacy violations as a mechanism through which these harms can occur.
These four harms align with both Scheuerman et. al.’s and Citron and Solove’s frameworks; our conceptualization of
data privacy violations also aligns with the latter. However, unlike these two frameworks, in our work we additionally
consider respondents’ definitions of safety and how the salience of the harms they describe align with the harms prior
work has considered. In doing so, we were able to surface two interesting insights: (1) that very few gig workers defined
safety as related to data privacy violations relative to the volume of prior work on crowdworker privacy, and (2) that
close to a quarter of online daters described autonomy-related harms when defining safety, despite little to no prior
work considering these in the online dating literature.

We observe contextual nuance in how respondents define autonomy harm, in particular, in contrast to prior work.
Our respondents’ characterization of autonomy harm varies slightly from that of Citron and Solove; while Citron and
Solove define autonomy harm as an impairment on a person’s ability to freely make informed choices about their data,
the autonomy-related harm our respondents described relates to control over their physical bodies in offline spaces
(e.g., the ability to physically leave an unsafe situation). Prior work on autonomy-related harm in AMOIs has focused
on digital autonomy harms, such as the ways in which platforms use opaque algorithms to exert control over users [8].
Our work expands the meaning of autonomy-related harm by revealing how people’s priorities within AMOIs differ
from the digital-first focus of existing work.

The behaviors in our taxonomy also overlap with some of the protective practices described in Warford et. al.’s
framework of at-risk users [212]. Warford et. al.’s framework describes two distancing strategies – “censoring online
sharing” and “reducing one’s digital footprint” – which overlap with the omission approach to obfuscation that we
describe. Further, Warford et al. identify five social strategies at-risk users engage in to overcome digital safety threats,
including: “preemptive disclosure for control,” which we term self-disclosure, and “Vetting identities to avoid potential
attackers,” which we also term vetting. These overlaps suggest that even if a person is not otherwise “at-risk,” engaging
in an interaction they perceive as high-risk may lead them to engage in similar strategies to those at-risk users use in
other interactions.

6.2 Power in AMOIs

The harms users experience in AMOIs reflect the lack of power they have over their experiences on the platform.
Algorithmic systems, like AMOI platforms, are a black box [29], whose inner workings are largely inscrutable to
users [41]. In the context of AMOIs, users may control some of the information they provide to the platform. However,
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they have little visibility into how that information is used. Companies may disclose data sharing practices in privacy
policies but extensive studies have shown that people rarely read these documents and even when they do it is difficult
to understand the extent of data sharing practices [135]. Users often have to exercise good faith with actors who
repeatedly sell sensitive, but profitable, data points to data brokers with limited transparency around which government
entities or malicious actors might access them [12]. In addition to increased concerns about limited institutional privacy,
the methods used to generate matches do not allow people to indicate what values (e.g., safety, compatibility, etc.) they
want to prioritize in those matches. This puts them at risk of blindly walking into a situation where they may experience
harm. This risk is compounded by two factors. First, a platform is financially incentivized to generate matches, even if
those are not in a user’s best interests. Second, users have limited agency to exercise informed refusal [17] over the use
of their data for primarily corporate gain.

Platforms influence which protective behaviors are available to users through the design of the system. For instance,
rating mechanisms make gig workers hesitant to address bias and harassment from clients for fear of the financial
repercussions associated with a negative review [112]. Also, some protective behaviors (e.g., vetting, self-disclosure, and
blocking) depend on the existence of specific platform features (e.g., certain user profile fields and a blocking mechanism).
If these features are not available, using said protective behaviors becomes impossible, or at least harder [72, 85, 116, 183].

Even when protective behaviors are supported by a platform, the lack of transparency and accountability reduces user
power. For instance, some platforms offer reporting mechanisms for flagging harm and reporting this to the platform.
However, users often have little visibility into how these reports are handled and few actionable options once a report is
submitted. It is common for users to file a report and never hear back from the platform [112]. This has implications for
users’ ability to seek justice and for regulators’ ability to understand harms. Greater transparency into reporting systems
could show how harms evolve or how new harms emerge as platforms add new features. Because of the platform’s
opacity, users often “report,” or share, their experiences with other groups instead, such as closed, private whisper
networks [96, 141]. This kind of disclosure has its own limitations. For example, it hides said harms from those who are
not in these networks, such as those with limited social capital [116]. Moreover, the lack of cross-platform accountability
impedes harm reduction; perpetrators can continuously re-enter online spaces (e.g., by remaking accounts).

Social status also influences protective behaviors. There are many examples of this. First, greater social capital may
further enhance one’s ability to use protective behaviors such as vetting and post-harm reporting (e.g., via whisper
networks). Second, access to trusted contacts may facilitate covering and emergency alerts. Third, financial resources
may determine whether someone can pay for background check services. Finally, a user’s location may determine
their ability to take environmental precautions (e.g., meeting in a crowded place may be harder in rural areas than
in a large city). Furthermore, all protective behaviors we study (Sec. 5) are performed by users; thus, they shift the
responsibility of protection from platforms to users, minimizing platform responsibility [64]. Prior research finds that
this type of invisible labor falls unequally on those from marginalized groups because are more likely to experience
privacy violations and associated harms [116]. A similar argument could be made about safety. People frommarginalized
populations are more likely to experience safety harms from AMOIs [84, 143, 182]. Thus, they might need to go to
greater lengths to protect themselves.

Perhaps the ultimate protective strategy is not using AMOI platforms at all, but some users do not have the power to
do this. Non-use of social media and other internet services has been considered to mitigate privacy harms [87, 138].
Such research has found that non-use has significant limitations. Many services have become so ubiquitous that
disconnecting from them substantially disrupts daily life [87]. Oftentimes, non-users are cut off from valuable resources
that a large digital network could provide [138]. Given the cost of disengagement, power is implicit in the question of
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who can successfully disengage. Despite shortcomings, technology can sometimes be empowering to individuals from
marginalized populations. For instance, gig platforms give individuals who are not able to work traditional office jobs
(e.g., those with disabilities and childcare duties) greater control over when and where they work [77, 92, 160]. Also,
online dating expands a user’s pool of potential partners, which can benefit those with limited social capital [65] and
from stigmatized communities [146]. This makes it all the more important to support the use of AMOI platforms in
ways that better consider the impact of power and users’ experiences and values. In the next subsection, we present
recommendations for shifting the burden of protection in AMOIs from people to platforms.

6.3 Building Safer Algorithmically-Mediated Offline Introductions

Because AMOIs are digitally mediated and thus exist within a post-digital framing, there are multiple potential directions
through which computing research and development may support safety. While this work focuses on technological
approaches to supporting safety that can be taken by platforms, we note that such technological changes exist within a
broader legal and societal ecosystem. While people have attempted to hold platforms responsible for the harms they
create by matching users together [51, 71], such attempts have largely been unsuccessful and the legislative landscape
defining platforms’ responsibility for the harms their users experience as a result of the matches the platform creates is
murky [63, 68, 107]. Legal shifts in how responsibility is placed are often preceded by societal shifts in related attitudes
such as victim blaming and acknowledgement of the seriousness of harms that have a digital component [54, 64].
To create safer AMOIs, technological change alone will not be enough: changes in society, law, and technology are
required [210].

Leverage technical security techniques to mitigate harm in AMOIs. Existing safety technologies, such as safety
apps, aim to address AMOI-related harm, but have no actual mechanisms for prevention. Instead they function as alerts
to use during or after the harm has occurred. Meanwhile, people do engage in more proactive safety behaviors, as
described Section 5.1. However, these are rather ad-hoc; people appropriate specific technologies (e.g., the Meet’s online
profile within the matching app, social media sites, search engines, online forums) for safety themselves. Beyond this
safety work that falls onto users, there are very few options for preventive safety tools.

Computing, in particular techniques from computer security, can help to limit people’s exposure to offline harm and
reduce the individual responsibility for safety placed on users [116]. For example, researchers and platforms should
consider the potential to use existing defensive security techniques, such as authentication [79], training to detect
potentially malicious interactions (e.g., phishing) [88], and automated detection of malicious accounts/users [211].
Future work in CSCWmay consider how to build support for collective proactive safety defenses. For example, how may
we create collective or social authentication protocols, similar to those described in [222], that leverage the community’s
experience with an individual to determine what features, services, or individuals they have access to on the platform?
Similarly, how can we crowdsource the detection of abusers based on people’s reports of negative experiences with
Meets in bad client/aggressor lists? In some security contexts, collective detection of harm has been found to be effective,
indicating potential. In particular, prior work finds that using employees as a collective phishing detection mechanism
in large organizations is effective; it leads to fast detection of new phishing campaigns with an acceptable operational
load on the organization and the employees [104].

Threat modeling is another defensive security technique that may be appropriate. Threat models are used to identify
and communicate information about the threats to a system [167, 175]. An early step in threat modeling is often to
design process flow [189] and data flow [46] diagrams that decompose system components to show their interactions.
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A process flow diagram may illustrate the inputs and outputs to a system, the paths along a decision tree, the users
involved, and/or the time elapsed [189]. A data flow diagram shows which components touch which data [46]. Both
diagram types can help reveal vulnerabilities, potential attack vectors, and bad actors. This helps security professionals
design defenses.

In the context of AMOIs, threat modeling may support the development of approaches for harm prevention, for
example, by enabling analysis of how weaknesses in platform design, actor motivations, and resource availability
interact to cause harm. Following conventions in computer security, our process flow diagram (Fig. 2) illustrates the
inputs and outputs to an AMOI interaction (user behavior), decision tree paths (decision points and actions), users
involved (users, matches, and matching algorithm), and time elapsed (stages of interaction). Future work may build
on our diagram to develop threat models that describe how bad actors may leverage specific platform features, or
compromise protective behaviors to cause harm.

Security techniques can also be used to support people’s existing safety behaviors. For example, there may be certain
information that people want to self-disclose to potential Meets, but do not want to share with the platform. We
might consider how to develop privacy-preserving ways for users to share potentially sensitive information only with
Meets. Perhaps differential privacy approaches may be helpful here; platforms can collect aggregated data for particular
information fields in the app over all users, rather than for each user separately [50].

Finally, to implement technical approaches to support safety in AMOIs, it will be important to understand how
users are already protecting themselves and the context in which harms occur. This is where future researchers can
leverage our survey findings on the salience of harms in users’ definitions of safety and the implementation mechanisms
of their protective behaviors. For example, developing an automated risk detection system for AMOIs may require
understanding what people look for (e.g., people’s screening heuristics in Section 5.1.3). Future work can extend our
results by examining the factors that increase people’s vulnerability to safety harms in AMOIs. This may be useful in
targeting support towards those populations, similar to how understanding phishing risk factors in security has led to
more targeted detection and mitigation approaches [23].

Trading off privacy and safety. Platforms that enable AMOIs are notoriously bad at protecting users’ safety [112].
This leads individuals to feel they must go outside the platform to protect themselves. For example, our participants
reported vetting potential Meets by looking them up using search tools and social media, and consulting whisper
networks. While this may help users find more information about a potential Meet to make the interaction safer, it can
also violate the privacy of the Meet. This echos results reported in [43], where researchers found that safety concerns
might lead online daters to behave in ways that violate their own or others’ privacy.

The results of our survey suggest that even though individuals often look up others using the information Meets
have shared on the platform, they are wary of sharing their own information and hide personal information in the
pre-meet stage. While participants reported doing this for safety reasons, this behavior makes it difficult for Meets to
protect their safety by vetting them in return. These behaviors create an interesting design paradox that needs to be
considered when thinking about what safeguards platforms should implement to support safety in AMOIs.

One approach we encourage future research to consider is consensual access to vetting information. This could
alleviate the need to “stalk” Meets outside the platform prior to meeting, but raises concerns around information sharing
and abuse. These should be examined through a trust and abusability lens using the toolkit described in [181]. For
instance, future work would need to consider the types of data that are appropriate and necessary to collect from users
for a consensual vetting system. If such a system is centralized, platforms will serve as consensual vetting brokers
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(as they already do to some degree); this requires that users trust the company running the platform, and believe the
company cares about protecting their safety. Therefore, future work should also explore the degree to which users trust
platforms to support their safety, and how their level of trust influences the information they are willing to share.

Consensual vetting systems will be vulnerable to abuse. Users and/or malicious actors may take advantage of their
access to others’ information to cause a variety of harms such as coercive control and manipulation. While it will never
be possible to entirely design out this harm [178], engineers and designers will need to examine the abusability of the
system at various stages of its implementation and whether there are risks of greater harm than those that may be
mitigated. Learning from community-owned and community-run harm reduction tools such as sex workers’ bad client
and aggressor lists [179] and similar fora [14, 124] may be useful here – the work necessary to build and maintain
these trusted, cared for, and community-maintained systems is built on notions of restorative justice rather than the
traditionally punitive systems we build into security and other digital safety tools.

Reconsider the design of existing safety tech. There have been significant efforts made to build safety apps to
protect people from offline harms, such as physical assault [121]. These include tracking apps to know if someone is in
danger [21, 118, 218] and panic buttons/alarms that alert emergency authorities of an unsafe situation when triggered
by a user [98]. Our research, however, shows that few people are aware of these apps, and even fewer actually use them.

Research suggests there are limitations to what these technologies can do and how useful users find them to be in a
moment of crisis [98, 121]. For example, many safety apps are reactive rather than proactive – they can only be used
once an unsafe event has occurred rather than preventing one from happening. Users have expressed that this support
occurs too late to be useful [98, 112]. Likewise, users often find tracking devices too inaccurate to use effectively [21].
Finally, safety apps that do rely on tracking may be seen by users as harmful surveillance technologies, rather than
helpful safety apps [109, 172]. Surveillance is not the same as safety, and may cause harm, especially to individuals
from marginalized groups who face stigma due to their race, gender, and sexuality [172]. Our work corroborates these
findings and offers additional insight into why people may hesitate to use existing safety apps to protect their safety.
We use those insights to make design recommendations.

Respondents frequently rely on collective strategies, such as consulting whisper networks and relying on trusted
contacts to intervene when an offline meeting becomes unsafe. Yet, design of existing safety technologies is highly
individualistic and relies on centralization (e.g., emergency alerts that contact law enforcement). Respondents’ collective
strategies do not require the use of specialized technology beyond a device for communication and accessing online
whisper networks. Further, while some people instruct trusted individuals to contact police on their behalf if a
meeting becomes unsafe, very few choose to report unsafe experiences to police themselves. Thus, future research
and development on safety technologies should carefully consider how to enable collective action and decentralized
protection. Our process flow diagram (Fig. 2) may inform this work, supporting research that explores the attitudinal
and behavioral antecedents that influence protective behaviors and decision-making.

Finally, researchers and platforms should involve users (especially from communities most at risk of experiencing
harm) in co-creating safety technologies. Lack of platform and safety app support for safety is not just an interface
problem. It also relates to institutional and power dynamics. Users must be empowered to advocate for protection
against their safety concerns. Future work may draw on Stein et al.’s research on worker-designed data institutions
to support AMOI platform users in designing safer infrastructure [174], rather than standalone safety technologies.
Other work may draw on Keyes et al.’s anarchist HCI framework to help victims of harm construct meaning from that
experience [100]. For example, this enables users to define what harm is, especially as platforms with new capabilities
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emerge, and allows them to inform how platforms and standalone tools address those harms. These participatory
approaches would serve to counter the power that platforms have over users’ safety.

Cautious Design. It is clear that AMOIs constitute a complex ecosystem with various actors (e.g., the platform, users,
and bystanders in the offline environment where interactions occur). Each of these actors has different goals and
priorities, which may factor into their perceptions of and experiences with safety. We urge researchers to consider
what is ethical when researching solutions to safety and security issues. Researchers should be sure to examine their
own privilege and take active steps to mitigate their own biases in deciding whose safety and well-being to protect
and reflecting on the consequences of those decisions. We encourage researchers to consider a feminist orientation to
safety, following the guidelines described in [178], and to follow recent guidelines on trauma-informed computing [38].

Further, while our work focuses on individuals’ experiences with safety in offline interactions broadly, we note that
women, non-binary folks, and people of color are at especially pronounced risk of harm in AMOIs [84, 143, 182]. People
of color and women experience physical harm such as sexual assault, rape, and murder at a higher rate [11, 84]. Risk of
emotional harm related to hate and harassment may be especially pronounced among marginalized groups [7, 186, 212].
These groups often have to engage in further emotionally taxing “safety work” [73, 85, 183] to try to protect their safety,
and manage post-harm trauma. We encourage future work to both consider how individuals’ identities (e.g., gender,
race, education level) influence protective behaviors and to engage and amplify marginalized voices in the creation of
safer AMOIs. When we design for those who are most at risk for harm, we are creating safer spaces not only for them,
but for everyone.

Finally, perhaps the most important questions to consider when designing for post-digital safety in AMOIs are
whether people want to use technology at all. We encourage future work to critically consider when it is appropriate to
introduce technology and when it is most appropriate to abstain and make space for other forms of action. In some
cases, new regulations may be more appropriate to counter the power imbalance between platforms and users, given
misaligned incentives between them and the weakness of current safety regulations [209]. For instance, to increase
transparency into platforms’ reporting processes, regulatory bodies may dictate that platforms must maintain clear
reporting mechanisms, and/or make anonymous datasets of reports and their outcomes available to all users.

In other cases, empowering other safety experts may be the best course of action. Homewood [90] lays out a plan
about the opportunities that inaction as a design decision brings to a research space, and Strohmayer et al. [179] argue
that vital human interaction that aims to reduce harms in AMOIs may be digitally mediated, but should not be replaced
with novel digital technologies. Especially when considering safety in our post-digital world, ‘inaction’ on the novel
technology-development front becomes an important point of reflection. This ‘inaction’ can create space of action for
the improvement of existing technologies and, importantly, non-digital services: creating space to empower safety
experts in anti-violence and post-violence support services and/or reallocate funds away from technology and into
violence-reduction work. For instance, third-party organizations focused on anti-violence work could be empowered to
maintain reporting systems or other tools to support safety in AMOIs, similar to Australia’s independent regulator
for online safety, eSafety [59]. Such an organization could be involved in helping shed light on new forms of harm
emerging in users’ reports and provide guidelines for researchers, platforms, and regulatory bodies to better protect
users’ safety in AMOIs.
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7 CONCLUSION

This work aims to formalize a protective model for algorithmically-mediated offline interactions (AMOIs): those in
which a platform’s algorithmmatches a pair of people for a purposeful offline interaction such as for dating or household
labor. By systematizing 93 prior works, we synthesize the harms people risk facing in these interactions and the steps
they take to protect themselves.

Offline harms emerging from AMOIs are a technology problem: platforms and apps play a significant role in matching
strangers and encouraging their interactions with one another, with limited safeguards to protect them. Addressing
them requires understanding the nuances between harms in AMOIs and the ways in which we currently conceive
of digital safety and harm. Previously, security researchers have focused on studying and addressing harms abusers
cause using technology, including both traditional security considerations such as financial harms from scams and
fraud [31, 188, 201], as well as emotional or physical harm via online hate and harassment [52, 186, 187] and technology-
facilitated intimate partner violence [37, 199, 200, 227]. Security defenses against these harms may in some cases center
on avoiding post-digital spillover of threats (e.g., an online abuser causing physical/sexual violence to a target) by
reducing the likelihood for offline interaction. However, in AMOIs such offline interaction is the goal of using systems,
and thus preventing such interaction is not an appropriate mitigation strategy. In this work we offer suggestions for
supporting safety in AMOIs and shifting the burden of protection from users to platforms.

However, this work is but a step in the journey towards post-digital security and safety by design. As new technologies
and technology-mediated spaces emerge, we will need to continuously refine what digital safety means. In doing so it is
imperative to involve users in co-constructing the meaning of safety in those environments. Our empirical work is a step
in that direction. We urge future work to actively involve users in co-creating safer post-digital spaces, taking a broad
definition of the scope of safety. Such work may draw on participatory design methods [27] to create safety-mitigating
technologies, strategies, and policy. It may also involve carefully examining the abusability of a system following the
guidelines presented in [181] and building trauma-aware systems following the guidelines in [38].
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A APPENDIX

A.1 Codebook

Theme Sub-Theme

Financial Fraud

Physical Physical
Physical Violence
Harassment
Stalking
Robbery
Sexual harm
Health

Emotion Impersonation
Fraud
Emotion
Authentication
Mismatched Expectation

Environment Environment
Public
During Day
Autonomy

Table 5. Codes resulting from qualitative analysis
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A.2 List of Safety Apps

Technologies Key features
Noonlight share details about meeting location and time, create a safety

network of friends & family to alert, silently call for help.

Kitestring periodic check-ins, create a safety network of friends & family
to alert

Circle of 6/Circulo share details about meeting location, send fake phone call,
create a safety network to ask for help

Flare detects physical safety incident (e.g. fall), alerts emergency
contacts

invisaWear wearable that can text GPS location to emergency contacts
upon triggered, alerts local emergency officials

Athena wearable that can text GPS location to emergency contacts
upon triggered

Birdie personal safety alarm with flashing light

Sabre share details about meting location and time with contacts,
contact local emergency officials

Table 6. List of emergency alert apps we included in our survey.

A.3 SurveyQuestions

Linked is a PDF version of our survey instrument, including both original and re-fielded questions. Kindly note that
this contains survey options for both user populations observed in the study (i.e. daters and gig workers).

A.4 Survey Analysis

Linked in the file titled “Survey analysis groupings” is a description of how we grouped question responses across each
sample to measure the proportions of the mechanisms/resources in Tables 2, 3, and 4.
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A.5 Respondent Demographics

Gender Daters Workers Census

Woman 46.0% 49.2% 50.9%
Man 49.8% 48.1% 49.1%
Agender <1% <1%
Genderqueer 1.47% <1%
Non-binary 2.94% 1.33%
Other <1% <1%
Prefer not to say 0% <1%

Education Daters Workers Census

Less than high school graduate 1.26% <1% 9.8%
High school graduate 16.2% 11.8% 27.8%
Some college, no degree 26.3% 28.2% 17.5%
Associate’s degree 8.61% 9.31% 10.1%
Bachelor’s degree 35.3% 38.1% 22.1%
Advanced degree 12.4% 12.0% 12.7%

Ethnicity Daters Workers Census

American Indian or Alaska Native 3.57% 2.22% 1.1%
Asian or Asian American 8.19% 12.4% 6.0%
Black or African American 9.66% 15.1% 12.4%
Hispanic or Latino 10.7% 12.6% 18.7%
Native Hawaiian or Pacific Islander <1% <1% 0.2%
White 74.2% 66.1% 61.6%
Other <1% <1%
Prefer not to say <1% <1%

Table 7. Participant demographics. We give gender, education, and ethnicity percentages for our gig worker participants, our online
dater participants, and the US population (according to the 2020 Census).
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