   
MR. PIPER:  I am Ian Piper.  For the past 
15 years, I’ve worked in various roles in the election 
industry.  My experience involved       engineering and support, 
management of quality control, manufacturing and 
operations.


Product management for Diebold election systems has been my 
focus since 2003.  In addition to my work, I am currently the acting chair of the 
Usability/Accessibility task group for IEEE 
project to create new standards for evaluating voting 
equipment.


I want to thank you for inviting me to 
participate in these hearings.  As a vendor of voting 
systems, Diebold is working towards creating more 

usable and accessible products for the election 
process.


Although we collectively may be 
distracted by other issues, we must never forget that the 
public; whether the voter or the poll worker, is the 
end-user of these products and that the operation of the 
voting system should be as intuitive as possible.


The usability testing being developed for 
new standards can validate, through the certification 
process, that usability requirements are being 
addressed in a voting system’s design.


However, those requirements must be valid 
and testable, and the methods to test those requirements 
must produce repeatable results.  In the IEEE project, 
we have looked at existing usability and human factors 
standards for baselines thresholds, and test methods 
to use.


We didn't want to reinvent the wheel if 
we could help it.  From our research, we found that 
in some instances these standards were based on old 
data which may not have used the best test 
methods that are available today.



For example, current standards state 
character to background contrast ratios for display screens 
that are based on data from a study done in 1946.


There is also disagreement among experts 
as to what constitutes a good contrast ratio.  However, they 
agree that the test methodology is critical in making 
that determination.


Further research is needed to ensure 
the current minimums being used today are valid or that new ones 
need to be established.  As an example, we have not 
found any existing audio standards specifying tonal 
quality that we can apply to audio ballot performance in voting systems.


The existing audio standards are based on 
telephone systems, and they evaluate the performance 
of handsets, but only certain portions of those handset 
standards can be actually be applied to the voting 
system.


For the IEEE project, we have 
derived the limits based partly on the existing 
standards and partly on expert opinion.  Although the 
end result we arrived at was practicable and usable, 
there still needs to be research to validate these 

limits.


It's my hope that NIST, in their role for 
the development of standards, will be able to conduct the 
the studies necessary to establish beneficial and 
realistic thresholds that we can use not only in the 
voting system standards but also in the other human factors 
standards.  They all should be consistent.


Accessibility standards also need to 
update their requirements to ensure that the studies 
supporting those requirements are current.


For example, parts of existing 
accessibility standards have been oriented toward 
manually driven wheelchairs.  However, motorized 
wheelchairs are becoming more prevalent and the 
standards may not necessarily accommodate them. 

It's my understanding that the U.S. 
Access Board is undertaking the task of updating 
that research to ensure generally accessibility.  As 
those standards are developed, they can also be used 
for voting system accessibility requirements.


Summative testing needs to be 
objective.  Summative usability testing has always been 

subjective, and as such, the results from test to 
test can vary widely.  As there have been no 
standards established for usability test plans, this 
may not be surprising.


For usability testing to be practical for 
the certification process, there must be objective 
test plans that can produce repeatable results.  I 
don't know if I can stress that often enough.


As a vendor, we want to ensure that our 
product meets the standards prior to submission to 
the certification process.  If we conduct our own 
usability testing using the test plan from the 
standard and our results vary widely from the 
certification authority’s when they're using the same 
test, then the test plan is inadequate for the 
certification process.


Within an acceptable standard deviation, 
each time the test plan is conducted on the same 
equipment the test results must be consistent to 
validate the repeatability of the test plan.  Passing 
the usability test shouldn't be left to the luck of the draw.


I'd also like to add, as well, that the 

TGDC take a look at what happened in the California 
March primary where the VSPP had done a parallel 
monitoring process.  And in that, they actually had defined VSPP.


CHAIRPERSON QUESENBERY:  What was that?


MR. PIPER:  The VSPP, Voting Systems 
Procedures Panel, where they had taken a developed 
test plan to go out into the field and tests systems 
and devices, and they also included videotaping of 
the operators conducting that test.


And when they found errors, they had 
found through the videotape that the errors were 
operator oriented.


Now towards the goal of creating that 
 objective and repeatable usability test, the 
Usability Professionals Association or UPA is having a 
great effect.


Their proposed voting system test plans 
have been developed from a workshop discussion in 
June, to a comprehension working document today. 
Although that document still has to specify some 
criteria, those areas have been identified and the UPA is 

discussing it with other experts who are knowledgeable 
in those areas.


Thus, the TGDC can benefit from the 
experience and knowledge of these professionals and 
likely adopt their test plan once it produces 
repeatable results.


Usability testing requires considerable 
time to execute from start to finish.  The bulk of 
the time is not necessarily in the conduction of 
the test but in the recruitment of the test subjects that 
meet the test criteria.


As there is already a shortage of accredited labs that can qualify equipment 
against the current standards, there is a need to 
accredit additional labs that can accommodate the
 addition of usability testing to the certification 
process.


Summative testing needs to be conducted
 by qualified specialists.  Existing usability test 
labs need to be recruited by the TGDC and NIST, and 
then they have to be evaluated against the NIST 
accreditation standard.


I understand that a workshop was held recently 

by NIST for the purpose of recruiting new test labs.  I look forward to seeing if any labs with 
usability test experience will join that effort.


The introduction of new standards 
involves a learning curve.  As much as standards 
organizations try to create unambiguous requirements 
and test methods, there is always some explanation 
needed to understand the intent of the requirements 
or how it's measured.


I would anticipate that the TGDC will be able to 
set up workshops where vendors, test labs, and others 
can learn the correct intent and have the opportunity 
to ask for clarification.  These workshops would need to 
occur directly after release of the standard and 
should be scheduled in a series as opposed to 
concurrently.


It may also be needed to conduct these
 workshops annually as experience is gained using the 
standards, and these workshops would be 
a useful forum for getting feedback.


Once a new standard is put into use, 
interpretations will need to be made to apply against 
new products and technology.  As questions will likely arise during the certification 

process, I would hope that the TGDC would be able to provide 
an interpretation within a reasonable period of time to 
avoid creating lengthy delays in the certification 
schedule.


In closing, I anticipate that through the 
existing IEEE and UPA efforts, and the further 
development of the voting system standards by the 
TGDC and NIST, that valid usability requirements and 
test methods that produce repeatable results will be 
created.  I truly believe that.  And that the 
qualified products that result from that 
certification process will benefit the public and 
allow them to confidently and accurately cast their 
vote.  Thank you again.


CHAIRPERSON QUESENBERY:  Ms. Miller?


MS. MILLER:  You indicated with the VSPP 
in California when videoed showed operator errors?


MR. PIPER:  Yes.


MS. MILLER:  Do you know why?


MR. PIPER:  They did a full report, the 
VSPP.  You can go to the California web site to 
review that report.  It gives details about what they 

found.  It was only through reviewing individual 
that they caught the errors.


Even if you tell people this is what you 
need to do, they are not going to necessarily be able 
to repeat that test each and every time.  


MR.EUSTIS: We had an accreditation laboratory workshop, as part of our mandate under HAVA is to recommend to the Election Assistance Commission non-federal laboratories to test the systems to current 2002 standards.


We started that process on August 17 with an accreditation laboratory workshop that’s available as
 a web cast for anybody to view.  In the accreditation workshop, we had approximately six entities that came.

Currently, we have three testing laboratories and three others of interest.  Our hope is to do more outreach.  That web cast is up there.  We are asking independent laboratories.  Probably the better term is interested in working with us
through this transition from the accreditation program to the new program.


That will be a process.  It won’t be immediate.  You don’t want to do it partially with the development of standards.  It’s available for viewing by the community.


CHAIRPERSON QUESENBERY:  Craig, do you 
have any questions?


MR. BURKHARDT:  You discussed the regular 
standards and development organizations.  I know you 
speak for your company and yourself, but could you 
give us an update, if you will, on what's happening 
with the I triple E standard development and your 
sense of when you think I triple E standard draft 
standard might be available?  What information you 
might have.


MR. PIPER:  I could only speculate at 
this point in time if something is coming to closure. 
There is a full document being assembled as we speak. 
There are many parts of it that have actually been 
completed such as reliability, environmental, and the 
software coding sections.


The usability accessibility section we 
worked on as well, too.  Those sections are being put together 
into a final document and will be reviewed.  In 

October, there will be a meeting where we're discussing 
whether or not to take that document to ballot.  It's at that 
point that if there is a decision to ballot it would be 30 
days from that point that they would start to create a 
ballot pool.  There would be an additional 60 days 
where the balloting would actually happen.


MR. BURKHARDT:  We are engaging in 
speculation.  Just your own knowledge of the human 
 factors and usability of the IEEE projects.  Do 
you have confidence that what you raised will be 
addressed as regards to human factors issues?


MR. PIPER:  We have addressed these by 
looking at performance-based standards and provided 
test methodologies that can be applied against those 
requirements.


And I believe that these will pass muster 
in regards to their ability to qualify systems. 
There still is the open item which is the usability 
test plan.


Again that's something that has a 
foundation with the UPA document.  The holes are 
identified and hopefully will be filled in.  Right now 

it's purely an annex to the standards as opposed to 
requirement.


MR. BURKHARDT:  Thank you very much.


CHAIRPERSON QUESENBERY:  Jim, do you have 
any questions?


MR. ELEKES:  No.  Not at this time.

