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XRPD in mining industries

- XRPD analysis methods:
— Mineral identification
— Mineral quantification
— Sample classification / clustering

- XRPD application areas:

Exploration Processing Quality control / ore blending
>, BT G (import regulations...)
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- Iron ore prices remain at high levels
- Need for better grade control due to
— Decreasing quality of ore
— Increase lifetime of mills
+ Various XRPD applications in the iron making process:
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Iron making - value chain

Raw materials Intermediate products Final product

Sinter, blastfarnace Steem Qtained
' i IS é)\

Pellets, DRI

Waste
Steel plant
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Mining of iron ore: Grade control / Classification

High Grade

| Fe > 65%, low Al

BENEFICIATION
/ SINTER PLANT

_ N | o\ Grade

Intermediate
Fe > 55%, other phases

BENEFICIATIO
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Classical prospectlon of deposits

* Geological prospecting; drilling campaign,
20 x 20 meters grid of grade blocks

* Elemental analysis:
*  Wet chemistry
*  X-ray fluorescence

* Phase composition neglected

*  Human factor (geologlst lab chemist)

- WRQ IETERMINATIQN OF
ONE GRADE BLOCK (20,000 T)
= LOSS OF 100,000 €
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Analysis of the Fe and Al content

+ Grade is defined mainly by:
— Fe content (mainly: hematite Fe,O;, magnetite Fe;O,, goethite FeOOH)
— Al content (increases viscosity of the slag in blast furnace)
— Plus other trace elements: P, S, Si

- Goal: Fe enrichment, removal of Al phases

*Analysis of Al containing phases, especially of Al containing
goethite, are useful for the grade differentiation

- Removal of Al from the ore is time-, energy- and cost-intensive
depending on the mineral the Al is bound to

— Kaolinite, A1,Si,05(0OH),
_ Gibbsite, AI(OH), ——— Removable

— Goethite, (Fe,A)OOH ——> NOT Removable !
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Cluster Analysis Basics

Potential (XRPD) Analysis Routes:

¢ Qualitative Analysis — Search/Match and Phase ID
¢ Quantitative Analysis — RIR / Rietveld Refinement

® Classification Analysis — Multivariate Statistics / Cluster
Analysis => Goal: Detect how many groups are present

From Wikipedia:

“Cluster analysis is the task of grouping a set of objects in
such a way that objects in the same group (called cluster)
are more similar to each other than to those in other groups”
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Cluster Analysis Basics

Cluster Analysis is an umbrella term for lots of different

multivariate statistics methods that sort items into groups
like:

Hierarchical Clustering
K-Means Clustering

DBSCAN / OPTICS

Fuzzy Clustering

Principal Component Analysis
MMDS
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Cluster Analysis Basics

¢ The implementation can be seen as a multistep process:

Data Reduction — The Correlation Matrix

Agglomerative Hierarchical Cluster Analysis — The Dendrogram
Estimation of the Number of Clusters — KGS Test / Largest step
Principal Component Analysis — 3D Score Plot / Eigenvalue Plot

o

Lots of additional features are available like: Well plate
display, thumbnail views, silhouettes, fuzzy clustering,
coinciding peaks views and many other graphical options.
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Cluster Analysis — Data Reduction

1. Data Reduction:

In fact it is possible to directly use the XRPD raw data for
the Cluster Analysis. In a typical case with 65 scans and
3600 data points per scan this sums up to:

234.000 data points !

To prevent using this huge amount of data we generate the
correlation matrix by comparing each scan with each other
one. This produces one score for each scan pair. Thus the
whole data gets reduced to:

65 * 65 = 4225 scores
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Cluster Analysis — Data Reduction

The score is a number between 0 and 100 and it quantifies the similarity
of a scan pair. 100 means scans are |dent|cal 0 means they are totally
dlﬁerent D. 3 1. palzlale . 4. B

The result is a color
coded n x n matrix where
n is the number scans.

BEECIEEECICE
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The score calculation is
carried out by the same

algorithm that is used el MECR. e -

S50 o 90 94 32 mmmmmmmmm 9192 90 52 9450 93
3.

for Search/Match.

The algorithm first
reduces all scans & peaks
to probability curves. )
The scores are calculated by a direct comparison of these curves.
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Cluster Analysis — Hierarchical Cluster Analysis

2. Agglomerative Hierarchical Cluster Analysis —
The Dendrogram

“ The correlation matrix generated in step 1 is used as input to a hierarchical
agglomerative cluster analysis, which puts the patterns into classes
defined by their similarity. This method starts with each dataset representing
a distinct cluster. At each step of the analysis two clusters with the highest
degree of similarity are merged into a single cluster. The process stops with
the final step, when only one cluster containing all datasets remains.

“ The result of this analysis is usually displayed as a Dendrogram. Each
pattern starts at the left side as a separate cluster, these Clusters
amalgamate in a stepwise fashion, linked by vertical tie bars. The horizontal
position of the tie bar represents a dissimilarity measure.
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Cluster Analysis — Hierarchical Cluster Analysis

‘Qwrdaﬁmmam”m”DEﬂdrogramHKESTest"E”Fuzzvchmm""mm"mm”. chm:.”. ohmz”. ohma”mtohm:d

The Dendrogram is a
graphical display of the
result of an agglomerative
hierarchical cluster
analysis, actual cut-off
indicated by a blue stippled [
line.
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The final task is to
determine the “right” cut-
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Cluster Analysis — Number of Clusters

3. Estimation of the number of clusters

A well known and in principle unsolved problem is to find the “right” number of
clusters. This means cutting the Dendrogram at a given dissimilarity and
retaining a meaningful set of clusters, where the scans inside a cluster are
closely related while the different clusters are different enough to keep them
apart.

HighScore (Plus) offers two automatic ways to solve this:

1. Put the cut-off at the position of the largest relative step on the dissimilarity
scale between the clusters. This mimics what people are doing by looking at a
Dendrogram.

2. The KGS (Kelley, L.A., Gardner, S.P., Sutcliffe, M.J.) test. This test has been
developed to find the representative clusters of a set of protein structures derived
from NMR spectra.
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Cluster Analysis — Principal Component Analysis

4. Principal Component Analysis (Optional)

Principal Component Analysis (PCA) can be carried out as an independent method to
visualize the quality of the clustering. It is used to extract the systematic variance in a data
matrix. The aim is to create a set of variables that is smaller than the set of original variables
but still explains all the variance in the matrix.

In mathematical terms PCA transforms a number of correlated variables into a smaller
number of uncorrelated orthogonal variables, the so-called principal components.

Large data _}
matrix

) Loadings
[ Factors, predictors ] -Summarize the variables

Scores

il

Lrvred

Extracted ]

Summarize the observations
*Separates signal from noise
*Allows to observe trends

(X-variables) X —scores (PCy)

\4
)
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Cluster Analysis — Principal Component Analysis

o F .ﬁxsterzﬁ &xta':i‘lmtﬁslﬂ'ed

“ The resulting eigenvectors are SR AR
used to generate a three- AF b = |
dimensional score plot that Al =
helps to indicate which datasets al
belong to which cluster. B

BeeEESE
i

¢ The three axes (X, Y, 2) o
correspond to the first three
principal components.

The datasets are displayed as
small spheres. The color of the
spheres indicates the cluster they
belong to.

The PCA score plot (left) shows the clear separation of the scans into 3 clusters and one
outlier; the first 3 PC’s cover 98% (67% + 29% + 2%) of the data variation (right: Eigenvalue
plot). The plot confirms the result of the hierarchical cluster analysis.
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Cluster Analysis Basics

Next to these basic methods lots of useful additional features and graphical
views are available:

“ Determination of the most representative dataset

¢ Determination of the two most different datasets

¢ Calculation of Silhouettes to analyze the quality
of clusters

®  Fuzzy clustering to handle mixtures

“ Lots of different graphical views
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Case study - Rio Tinto Iron Ore
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Analysis of approximately 110
iron ore samples from two mine
sites for grade control using
XRPD
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Application of rapid X-ray diffraction (XRD)
and cluster analysis to grade control of iron ores

Mark P i sl K Saaples’
1.Rios T rom O, 5t Geoepes Terra Perth, GUOK, Auneraly
2 PANalyiseal BV, Lebywog | {7002 EN), PO Box 13, 7600 A Almeo, The Netherlands

Riig Tinlo Irn Ore (RTIO) commenced mining and

production of iron one at Mount Tom Price in 1966, Since

that time, due to increased demand for iron ore, RTIO's
Pravince have

grown
16 nmerous mings And assaciated A and ot aapansions.

Commen practics in grade control for Austraian iron one

mines i limited lo chemical anadysis. Selected grade blocks

&a than dasignatad Io high grade, low grace or waste
sEnatons

oo ‘based on the abundance of these elemants.
The emi of 15 often not L To
a5sass the of ragid XRD

o grade control i ifon ofe mining RTIO has iralled the
technique in association with PANalytical on 110 samples
from Two mine sites.

XRD analysis of bigh grade, low grade and wiste materiak
wis undertaken and the detected minerals included
hamasite, goethite, gibbaite, kacinite and quartz. The

min ieal data for each sample was then kriged, gridded
and displayed as contour plots.

Gibbsite

Thesretical grade biocks wers redefined on the basis of both chemisiry and mingralogy, Hupu grade blocks have been
separated into hree dfferent classes; high grade {HG), high grade gibbeise | [l ) Bath
HGC and low grade Dmcﬂclm LGC) NIN have been dofned on the basis of mla\lml\- "'m KM'MIDB content making thesa
blecks amenable 1o wia specifi Low grade otfr [LGO) comprises relathaly low
kaoknite malenal not readly amenable to tradibonal foems of beneficiation. The project has shown that rapid XRD anatyss
offars adcitional criteria for e definiion of grade blocks iron ore mining and i polentially advantages compared Wi
definitions bazed only o chamistry. RTIO s this s current operations.
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Sampling and measurement conditions

* Milling time 30 seconds

+  Pressed for 30 seconds with 10 tons
Into steel ring sample holders

*  Measurement conditions:
— Co tube
— Spinning sample stage
— Range 10 — 70 deg 2Theta
— X'Celerator detector
— Measurement time 5 min
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Case study - Rio Tinto Iron Ore — Phase ID (typical oxidic ore)

Hematite (Hem) Fe,O,
Goethite (Goe) FeOOH
Quartz (Qua) SiO,

Kaolinite (Kao)  Al,Si,O;(OH),
Gibbsite (Gib) Al(OH),

Goe

Hem/Goe

10000 —
Goe

Hem

5000 —

Goe
Gib

15 20 25 30 35 40 45
2Theta (°)
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Case study - Rio Tinto Iron Ore — Rietveld quantification

Counts
Hematite 26.6 %
Goethite 68.9 %
1500 aolinite- .
Gibbsite 1.1 % 11 %
Quartz 2.0 % 2% ]]
10000 -
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Data evaluation of Rio Tinto samples — 5 Clusters

L High grade

Very low grade

High grade \

XRF: Fe content

‘ HIGH

. MEDIUM

Pl ozt 5
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Data evaluation of Rio Tinto samples

High grade — Hematite rich Lower 20 range

; Hematite
High grade Quartz

Medium grade

Low grade

Very low grade

Position [°26] (Co K-a12)

« Scans are color coded according to their cluster color, text
labels are indicating peaks of different mineral phases



\/ PANalytical

Data evaluation of Rio Tinto samples - Rietveld

* Rietveld quantification results for all representative and
most outlying scans of all clusters:

Hematite [%] Goethite [%] Goethite, Al [%] Gibbsite [%] Kaolinite [%] Quartz [%] Magnetite [%]
TPO377287 *** 51.6 9.4 35.1 0.9 3.1 0 0
TPO0377395 + 60.6 8.6 28.2 1.3 1.3 0 0
TP0377396 + 54.2 8.3 33.3 1 2.7 0.4 0

TPO377301 ***

TP0377291 +

TP0377262 +

TPO377399 ***

TP0377286 +

TPO377271 +

TPO377404 ***

TPO377402 +

TPO377303 +

TP0377258 +*** 11 11 67.4 2.7 7.9
TPO377276 + 7.3 10.4 62.9 3.5 15.9

=il O O O N O O O O

O O [l
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Case study - Rio Tinto Iron Ore — Cluster vs. Rietveld

Hermatite [%] Goethite [%]
sof T T
so g H
wl woy R oo
" ----------------- e A R :
zo-----l -------- B } A Y e ——
L Bl 4
: P — e — Rietveld analysis
Cluster analysis 1oz 345 1oz 34 S y

B High Grade

B Low Grade

B Intermediate Srade

O Nery low Grade

O High Grade Hematite rich
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Possible automation of Cluster Analysis

- Once a broad set of typical samples has been measured and
analyzed, this set can be used for an automatic classification via

cluster analysis:

Add scan from Execute cluster analysis Output to which
QIR M o!o_cument e d  the unknown ey 4 using predefined e d  Cluster the new
containing training set sample parameters scan belongs

Grade Control

. LOW

— . MEDIUM

. HIGH




\/ PANalytical

Case study - Rio Tinto Iron Ore -Grade blocks
Without XRPD With XRPD

B XRPD: Automatic
Clustering &
Rietveld

Detailed insight
into deposit
HGC mineralogy

Cost-saving by
enhanced
beneficiation

(Courtesy of Rio Tinto Iron Ore)
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Conclusion / Benefits

+ Cluster analysis offers fast and reliable grade control 7
* No “human factor” for grade estimation S

- Cost-effective o

— Wrong classification of 1 grade block represents a loss of 100 000 Euro
- Short measurement times (6min) for quick quality check of concentrator
feed, concentrate and tailings

* Fine grained grade control enables enhanced (cost saving)
beneficiation

*  Fully automatable analysis, also in combination with XRF
- No chemicals involved
«  Simple sample handling
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X-RAYS HELP TO SEE |

Thank you for your attention!
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