
     

         

 

        
              

           
            

             
      

          
         

              
                

                
              

    

          
               

           

 
             
                 

    

           
           

          
         

             
          

To: National Institute of Standards and Technology 

From: OpenResearch 

Subject: Feedback on the Initial Draft of the AI Risk Management Framework 

About OpenResearch 

OpenResearch is a not-for-profit research lab dedicated to complex long-term societal 
innovation — for example, work that requires an expansive time horizon, seeks to answer very 
open-ended questions, or develops technology that benefits humanity. The core goals of 
OpenResearch are to consider how technological advances affect social outcomes, to think and 
advise broadly about how to minimize the negative effects, and to promote equitable distribution 
of benefits across all individuals and communities. 

OpenResearch has recently developed a new research initiative focused on better 
understanding the economic impacts of increasingly advanced artificial intelligence and 
evaluating policy options to inform decision making at leading AI labs and by public policy 
makers. The primary aim of this initiative is to use social science and public policy research on 
the economic impacts of AI to help foster a future where AI advancement leads to widely shared 
economic prosperity. In this capacity we humbly respond to the request for feedback on the 
NIST AI Risk Management Framework. 

OpenResearch applauds the NIST’s commitment to an open, multi-stakeholder process for 
soliciting feedback on the RMF and is grateful for the opportunity to provide input. Below, we 
offer brief comments on the initial draft for the NIST to consider. 

RMF Feedback 

In response to feedback prompt #1: “Whether the AI RMF appropriately covers and addresses 
AI risks, including with the right level of specificity for various use cases” and #7: “What might be 
missing from the AI RMF” 

We encourage NIST to consider adding “Equity” to its list of socio-technical 
characteristics, and to include specific descriptions of the risks that advanced AI 
systems pose to inclusive economic prosperity in the absence of equity-focused 
governance and decision making. These risks include driving increased wage inequality 
(Acemoglu & Restrepo, 2021; Jaumotte et al., 2013; Moll et al., 2022), accelerating international 
economic inequality (Korinek et al., 2021), and exacerbating existing inequalities in access to 
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https://www.zotero.org/google-docs/?yftX3N
https://www.zotero.org/google-docs/?dSZqwA


  
  

   
 
 

 
   

 
 

 
 

 
 

 
 

 
 
 

  

   

  

 

the technological tools and capacity required to benefit from state of the art AI systems 
(Weidinger et al., 2021). Numerous economists have identified AI’s potential to exacerbate 
societal inequities as a leading economic challenge related to continued AI advancement (Autor 
et al., 2022; Congressional Testimony of Erik Brynjolfsson, 2019; Korinek et al., 2021). These 
effects, however, are not unavoidable impacts of technical AI progress. Rather, they can be 
mitigated through improved decisions about how to responsibly develop, deploy, and use AI 
systems as a means of generating inclusive economic growth and equitable access to 
opportunity (Acemoglu, 2021; Partnership on AI, 2021). Given the depth of scholarly evidence 
on the challenges that AI progress presents for economic and societal equity, we believe that 
grounding decisions related to increasingly advanced AI systems in concerns for equity is a 
critical aspect of responsible AI development. 

Highlighting these risks with tangible descriptions of the mechanisms through which they could 
result in harmful societal impacts would be an additive contribution to the RMF. Explicitly 
articulating the impact that human decisions can have to either cause or mitigate increased 
economic inequality within the RMF could incentivize increased consideration for the societal 
impacts of specific AI applications. Furthermore, providing direction towards resources that can 
help users examine risks related to inequality as part of AI system deployment or system 
adoption decisions would increase the practical value of the RMF. 

Conclusion 

OpenResearch is grateful for the opportunity to provide feedback on the RMF related to the 
economic impacts of increasingly advanced AI systems and is eager to support future efforts by 
NIST to develop responsible AI frameworks and practical guides. Please contact Sam Manning 
with any questions. 
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