Mozilla's comments on the
NIST Al Risk Management Framework

Mozilla is committed to advancing the development of trustworthy Al around the globe
and to shifting the norms and incentives governing the Al ecosystem. Guided by its
Manifesto and the vision formulated in the 2020 white paper Creating Trustworthy Al,
Mozilla conducts original research, funds people and initiatives, builds solutions, and
carries out advocacy work in pursuit of these goals.

We appreciate the time and care NIST has invested in developing the Al Risk
Management Framework (RMF) and are pleased to offer our feedback and ideas on
how to further strengthen the framework.

Our submission focuses on the following aspects:
1. Taking a comprehensive approach to managing Al-related risks
2. Accounting for upstream risks in data collection and curation
3. Ensuring accountability across the Al supply chain
4. Considering the importance of systemic transparency

5. Providing guidance on how to enable broad and diverse participation and input


https://www.mozilla.org/en-US/about/manifesto/?utm_source=twitter&utm_medium=social&utm_content=manifesto-referral
https://foundation.mozilla.org/en/insights/trustworthy-ai-whitepaper/

1. The RMF outlines a thoughtful and comprehensive approach to
assessing and managing Al-related risks

We welcome that the draft RMF accounts for risks across the lifecycle of Al systems
and takes an approach that looks beyond purely technical considerations. Instead, it
also addresses important socio-technical aspects and the principles of fairness,
accountability, and transparency. Taking such an approach is critical given that risks
emanating from the use of Al are highly contextual: Not only do they depend on
technical parameters and design decisions, but also on the exact purpose for which
they are used as well as the (organizational and social) context of deployment. Further,
we are pleased to see that the RMF considers a wide range of stakeholders, including
external auditors, civil society, and affected individuals and communities. As we have
argued in our previous comments on the RMF to NIST, meaningful involvement of
individuals and communities in particular—as well as organizations representing their

interests—should not be treated as optional. Instead, it should be considered a critical
building block of trustworthy Al and occur throughout the lifecycle of an Al system.
Doing so will both lead to fairer outcomes and enhance trust.

Additionally, the RMF is right to acknowledge the role independent third parties can
play in evaluating Al systems and assessing risk. It's therefore important to also
develop the necessary tools and processes to carry out such independent
assessments. This is why, for example, Mozilla supports work to develop an
open-source toolkit for algorithmic audits by Mozilla fellow Deborah Raji. At the same
time, organizations should also consider novel and innovative approaches to identifying
risks and potential harms. For example, we have recently seen experimentation with
“bug bounties” (or “bias bounties”)—an idea originally focused on the identification of

cybersecurity vulnerabilities—in the context of Al, for example by Twitter. In a report
for the Algorithmic Justice League, Kenway et al. provide a valuable overview of this
emerging approach.

2. The RMF should account for upstream risks in data collection and
curation

The RMF considers data-related risks in the pre-design stage, but it appears to focus
on issues of data availability, representativeness, and suitability. However, it should
also account for potential upstream risks and harms that can arise as a function of how,
by whom, and for what purpose data is collected and curated.

In addition to aspects such as data quality and representational harms or bias, it is
important to also consider, for example, legal concerns, data protection, and the human
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https://downloads.regulations.gov/NIST-2021-0004-0032/attachment_1.pdf
https://foundation.mozilla.org/en/blog/its-time-to-develop-the-tools-we-need-to-hold-algorithms-accountable/
https://blog.twitter.com/engineering/en_us/topics/insights/2021/learnings-from-the-first-algorithmic-bias-bounty-challenge
https://www.ajl.org/bugs

labor that goes into collecting and annotating data. This includes asking questions
such as: Was data collected with consent from data subjects? Do data subjects have
the ability to revoke consent? Who was tasked with labeling or annotating data and
under what working conditions (e.g., with regard to compensation)?

Paullada et al. provide a wide-ranging survey of important issues in this context.
Further, Gebru et al. also point to the importance of such considerations and how these
can be incorporated in dataset documentation in their seminal work on datasheets,
now widely recognized as an example of good practice in the Al development process.

These are concerns Mozilla seeks to heed in its own work as well. For instance, in our
work on Common Voice—a crowdsourced open-source voice dataset—we are working
hard to responsibly steward collected data and to respect the interest of those
individuals and communities from whom it is collected. Further, Mozilla’s Data Futures

Lab is incubating approaches to data governance that give greater control and agency
to individuals or collectives, for example in the form of data cooperatives, or that
enable better stewardship.

3. The RMF should ensure accountability across the Al supply chain

The draft RMF highlights that it's important to hold Al systems’ (human) operators and
their organizations accountable for risks and adverse impacts caused by these systems.
However, as the RMF rightly points out, risk needs to be managed across an Al
system’s lifecycle and therefore across the entire supply chain.

As we have recently argued in our position on the EU’s proposed Al Act, itis important
to effectively allocate responsibility and accountability along the Al supply chain. Risk
depends on the intended purpose of an Al system and its context of deployment, all of
which should be duly considered by operators. At the same time, risk can also be
rooted in an Al system’s technical design and other factors that largely fall within the
responsibility of developers.

Therefore, the final RMF should provide guidance and more clarity on how it applies to,
most notably, developers and operators/deployers of Al systems and on which aspects
are especially important to consider for each actor along the supply chain.

4. The RMF should also consider the importance of systemic transparency

In its definition of transparency, the RMF focuses exclusively on end-user facing
transparency, stating that “[t]ransparency reflects the extent to which information is
available to a user when interacting with an Al system” (p. 13). While this is important,


https://pdf.sciencedirectassets.com/776857/1-s2.0-S2666389920X00213/1-s2.0-S2666389921001847/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjEH8aCXVzLWVhc3QtMSJHMEUCIGLVSXTScgwHHsihvDgboYedHE%2BJMZWjybRu7ejIfhEXAiEAg23mHL3J96IoRTQi760oCWV3IeXKjlpmAallBScNCLUq0gQISBAEGgwwNTkwMDM1NDY4NjUiDNfLSIRWrAAwNJg6qiqvBIck%2FYmUa8BINkTg7P1cFa7j%2BLVDOdIcCPUxV8xL9AXlYMUYTq3oGum37avdMVeBA3TPRo6FDl35qDPcvbuELJLuso7%2FcN2sJWxhdw9Cp24Pc75Y1bs1J0VLhWtELnd6AXg%2BxbDpQjoa5xTlsowIReakV01UuCRRvoBnVmFTM3bLszJ6HW9%2BI85WIFWfWJu4FarZnnV3tbZA2i2SvJCCH3dOXPZvNVlRhw5ukH1y8ypxp0noM%2BnRcw7NcaZpr80aYqzmmcFUxB2idntxFckunzB7OFzK6uXq1FxJcyTIZ%2Bc98r%2BAy3QICnSPO1%2Beo5CRPo34bKkEiYfoo39cGYQf2tEVM2wHStPcZf5b1r9aaQzlQn8H0kmd1vdRtio9CjjPthDHs3L4%2BxJcCbOqee05rWlW8m31B7QwbDuFyJM0elNhc2O7W3UOv4luN0rUy41X8SJRsfLcpfH6mwfxD3DDA5EWTXVdOguDeMGIYx4VzMQrFaYoV7oL22sO6jZRxzjiKb2wRHkesTuK3jieQT8ED48nquPwiiyT6evmhR%2FevAB9NanBgNgimggyW0NKJGBZrxst1jEPWCNakfcakVMRAzN8aKZfwWz82Pea8XrIjGvChcs101PRkWFjCdLM1sGXMeA6gfpd0BvzbCGI1H6SsKgzzpG6tYqldFXtSAtK82x72FoA3fBFmkyjBdUn%2F1VonMLrUEa1yKR1bgBdPZer3r9CYVDZmwcoBcl4w4kiybQwrtS%2FkwY6qQEbb7deIkt2gf%2B54rvRRQMA%2FDYR2WHl1dpqEiOTKmCcWNlaAwNTJBpzVAvRNThgDWQ8luu9%2BzhqL4RSrjTa0eGvVqdbm7a2ZABBw6yI8a3beu0KVTmbugn%2B2couMrlmqXcVF0CYN%2BBDeJuXg6UsBuqOZ7Aoc32MW7BGTqvIrslOMwPxEuD2QBC4MGp89PsjDbRQAz0OeE7M6XjSxWaG%2Bc1q6fZcxg%2BYJq%2FP&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20220502T150552Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTY6XL5LKUS%2F20220502%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=a468f4e33905c6c9fbed0c464ce166d4b9357544c489b3b797cd0ae096c1f736&hash=1a3943f0a69b2362cbcf0b6d2771cc11d8481148e3a9fa5f3c8d21ab065c99e2&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S2666389921001847&tid=spdf-7bb373a7-92bc-4659-bc04-022023d05ce2&sid=93a8e0292d67b44d1c2aacb9275d2bbfa2bagxrqb&type=client&download=true&ua=59535051055e5a5157&rr=7051a8571c87266d
https://arxiv.org/pdf/1803.09010.pdf
https://commonvoice.mozilla.org/en/about
https://foundation.mozilla.org/data-futures-lab/
https://foundation.mozilla.org/data-futures-lab/
https://foundation.mozilla.org/en/blog/four-organizations-rethinking-our-data-economy/
https://foundation.mozilla.org/en/blog/how-to-make-sure-the-eu-ai-act-delivers-on-its-promise/

the RMF should also consider the importance of transparency at different levels and
vis-a-vis different stakeholders.

For instance, this notion of transparency omits individuals who are directly affected by
an Al system’s output but do not directly interact with the system (but, for example,
with an intermediary). Further, it raises the question of what information should be
made available to third-party auditors so that they can effectively assess risks and
potential harms, as discussed above. Additionally, effective risk assessment and
mitigation might even require public-facing transparency, that is, disclosing information
about an Al system to, for example, independent researchers or civil society
organizations. This could include information about the model, its optimization goals, or
the data used to train and evaluate it. As mentioned in our previous submission to
NIST, such public disclosure can enable outside stakeholders to investigate (potential)
patterns of discrimination or harm.

Mozilla's own research and advocacy work underlines the value that public-facing,
systemic transparency can bring. This is particularly the case where Al systems operate
at large scale and have the potential to cause harm not only to individuals or
communities, but to society as a whole—like in the case of social media or content
sharing platforms’ recommendation engines. For example, Mozilla's YouTube Regrets
research used a crowdsourced dataset to find that YouTube frequently recommends
videos that violate its own policies—and particularly so in non-English speaking
countries. Other research by Mozilla fellow Odanga Madung found that a foreign
political organization spread disinformation and inflammatory rhetoric around
reproductive rights reforms, and that Twitter amplified this through its trending topics
feature. Disclosing more information about how these recommendation systems work
and enabling researchers and watchdogs to better study these systems and their
impacts could go a long way in identifying and mitigating harm.

Further, in our position on the EU’ proposed Al Act, we endorse the proposed database
in which “high-risk” Al systems would need to be registered prior to deployment.
While such a database cannot be part of the RMF, transparency mechanisms like it can
serve as inspiration in thinking about how the framework could enable or interact with
mechanisms aimed at creating systemic transparency.

5. The RMF should provide guidance on how to enable broad and diverse
participation and input

As discussed above and in our previous submission to NIST, it is a step in the right
direction that the RMF highlights the importance of involving outside stakeholders, and
particularly affected individuals and communities, throughout the Al lifecycle. However,
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the RMF could go further by providing those following the RMF with guidance on how
input from such stakeholders can be gathered and how meaningful participation can be
enabled. This isn’'t an easy task and Mozilla itself is grappling with it, too—for example,
with regard to the question of how to involve and empower language communities in
our work on Common Voice. But for meaningful engagement of and learning from
external stakeholders to become more commonplace in the Al ecosystem, more
guidance and an overview of key considerations are needed.

Additionally, the RMF should also point to the importance of considering aspects of
diversity, equity, and inclusion in the teams designing and developing Al systems as
part of the risk assessment process. While through a less immediate channel,
risk—and serious harms—can also emanate from a failure to consider diverse
perspectives in the design and development process. At Mozilla, this is an important
concern to us. For this reason, among other things, it is why we have addressed the
issue as part of our Teaching Responsible Computing Playbook. But this is not purely a
“pipeline problem.” Being mindful of these concerns and advancing diversity, equity,
and inclusion within an organization should also be considered good practice for
organizations developing (and deploying) Al systems. We therefore hope that these
considerations will be reflected in the final version of the RMF.

Mozilla appreciates the opportunity to comment on the Al RMF and to provide our
perspective as both a non-profit foundation and a technology company. We are looking
forward to future iterations of the RMF and would be happy to respond to any
questions you may have regarding our comments.


https://foundation.mozilla.org/en/blog/keeping-language-rights-at-the-heart-of-common-voice/
https://foundation.mozilla.org/en/what-we-fund/awards/teaching-responsible-computing-playbook/topics/discuss-justice-equity/

