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Abstract

Atomic spectroscopy results from the electron beam ion trap at the National Institute of

Standards and Technology have generally agreed with the predictions of theory extremely well.
An interesting exception is our recent result on the helium isoelectronic sequence at Z=22,
which agrees instead with a meta-analysis of all prior measurements above Z= 15, but disagrees
with both theory and a contemporaneous report of an independent measurement at Z= 18 which
claims to validate theory to high accuracy. Here, a potential systematic shift involving high-n
satellite lines induced by double charge exchange is quantitatively estimated and shown to be
potentially significant in experiments involving gasses. Suggestions for further refinements in

estimating the magnitude of this systematic shift are given.
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1. Introduction

Since the previous (August 2010) International Colloquium
on Atomic Spectra and Oscillator Strengths for Astrophysical
and Laboratory Plasmas, 14 papers [1-14] have appeared in
the literature detailing atomic spectroscopy results from the
National Institute of Standards and Technology (NIST)
electron beam ion trap (EBIT) facility. Cumulatively, these
papers report measurement of hundreds of spectral lines from
a wide variety of ions. In cases where more accurate previous
measurements or reliable theoretical results are available, our
results generally agree with them. For example, our work on
the D-lines of Na-like Xe, Ba, Sm, Gd, Dy, Er, W, Pt, and Bi
[2] validates the ab initio calculations of Blundell [2] and tests
the sum of a variety of quantum electrodynamics (QED)
effects (including the exchange of up to three virtual photons)
at the level of 0.4%, providing one of the most stringent high-
Z tests of QED currently available.

Our work on He-like Ti*** [9], however, is an exception
to this general conclusion. This work shows a marked (30)
discrepancy with the predictions of Artemyev et al [15], in
stark contrast to the findings of Kubicek et al [16] which
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validates QED to 0.5% in Ar'>*. When a weighted average of
all previous experiments for the w-line (1s2p lPl—ls2 1SO)
published prior to Kubicek et al [16] is calculated at each
value of Z for which Artemyev et al [15] have predicted
values, the trend is more consistent with our findings than
with the findings of Kubicek et al [16]. Specifically, this
meta-analysis reveals a discrepancy with Artemyev et al [15]
which grows approximately as Z° (with an uncertainty of
approximately 1 on the exponent) at the statistical sig-
nificance level of So.

This is reminiscent of the 5o discrepancy between theory
and experiment found in the spectroscopy of muonic hydro-
gen [17]. In fact, there are some intriguing correspondences
between that work and our work [9] which are interesting to
consider, although they may eventually turn out to be coin-
cidental. Both test theory in an exotic type of atom for which
the effective Bohr radius of the bound lepton is reduced by
over an order of magnitude from the nominal value of 0.5 A
which is characteristic of ordinary neutral atoms (thus com-
pressing the density of the electron wavefunction by over a
thousand-fold and increasing substantially the overlap of the
lepton with the nucleus or any other real or virtual particles
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Figure 1. Fractional accuracy of measurements of the w-line in He-
like ions as a function of publication year. Black dots are cited in [9].
The red square is the result of Kubicek et al [16].

near the nucleus). Both experiments are wavelength mea-
surements with a fractional uncertainty of 15 meV keV™" (15
parts-per-million). Both use QED to tie together disparate
measurements (proton scattering and muonic hydrogen
spectroscopy in one case, and ultraviolet and x-ray spectro-
scopy of a wide variety of ions in the other case), which then
reveals the 5o global discrepancy. In both cases, the uncer-
tainty in the calculations is believed to be much smaller than
the uncertainty in the experiments, suggesting either a
neglected systematic error in one or more of the experiments,
or the discovery of new physics beyond that represented by
the fundamental theory.

Beyond these similarities, there are significant differ-
ences between the two sets of experiments. In one case, the
orbital radius of the bound lepton is reduced by increasing the
mass of the electron (replacing it with a muon, which is
supposed to be identical to the electron in every way except
mass) and in the other case orbital radius is reduced by
increasing the nuclear charge. One experiment probes tran-
sitions from the ground state and the other probes transitions
between excited states. In one experiment, the atom is 50
times smaller than hydrogen (a factor of 200 smaller due to
the mass, but then a factor of 4 times larger because the muon
is in the n =2 state), whereas in the other experiment the ion is
smaller than the ordinary Bohr radius by approximately a
factor of Z=22. One experiment involves only one bound
lepton, and the other involves two (one of which partially
screens the nucleus, increasing the bound state radius some-
what further—neutral helium, for example, is approximately
20% larger than hydrogen). One is less sensitive to uncer-
tainties in the nuclear size (besides the fact that the electron is
orbiting a factor of two or more farther away than the muon,
the radius of the Ti nucleus is also more accurately known
than the proton radius).

The relative accuracy (claimed uncertainty in wavelength
divided by the wavelength) for all previous measurements of
He-like ions reported in [9] is shown in figure 1. The

groundbreaking work of Kubicek et al [16], the red square on
lower right, has such an extraordinarily small uncertainty that
it stimulates the consideration of new types of systematic
errors which have been presumed to be safe to neglect in all
previous measurements. Below, one possible fundamental
systematic error involving satellite shifts mediated by double
charge exchange (DCX) is considered. This effect should
apply to a wide range of experiments and does not appear to
have been generally considered previously.

2. DCX-mediated satellite shifts in an EBIT

If a significant population of H-like ions is also present in the
trap at the time that spectroscopy is performed on He-like
ions, then DCX into those H-like ions can populate doubly
excited Li-like states, with at least one electron in a high-n
level (n=principal quantum number). If the high-n satellite
electron remains relatively high as the second captured elec-
tron cascades to the ground state, the last emitted cascade
photon will be only slightly shifted from the value that cor-
responds to the transition in a He-like ion. If the energy dif-
ference is less than or equal to approximately one half of the
instrument-broadened linewidth, even a strong satellite line
can be masked by the shot-noise in the total signal, so the
residuals to a fit to a single line may not reveal the presence of
the satellite, yet the composite line may fit to a significantly
different center value. The magnitude of this effect is esti-
mated in detail below. The uncertainties associated with this
estimate are sufficiently large that it cannot be construed as
proof that such an effect is actually significant in any parti-
cular experiment, but it does suggest that further work (both
experimental and theoretical) is warranted to investigate and
better quantify this possibility. The estimates presented below
are meant to be a first step in that direction.

Much of the data necessary for a quantitative estimate are
available for the case of argon (Z=18), so I use that ion as the
prototype. In the following four sections, results from the
literature are used to estimate the maximum intensity of the
satellite line, the magnitude of the shift of the satellite line,
and the magnitude of the systematic error that would result
from neglecting the presence of such a satellite.

2.1. Relative intensity of DCX-mediated satellite lines

Under typical EBIT conditions for producing He-like ions
from a gas injected into the trap, the excitation of a resonance
line can proceed via two channels: electron impact excitation
of the He-like ions and single charge exchange into the H-like
ions which are naturally present simultaneously. An estimate
for the ratio of the number of event per second for these two
channels, R=3.3 (with electron impact excitation typically
occurring several times more frequently than charge
exchange), is given in the appendix under a rather general set
of assumptions that are satisfied by typical EBIT conditions.
This ratio, R, is found to be remarkably independent of gas
injection pressure over a wide range of typical values. This is
because as the gas injection pressure is reduced, the reduction
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Table 1. Satellite shifts to the w-line from [21].

n QOdd shift (eV) Even shift (eV)
5 1.26 0.71
6 0.71 0.39
7 0.47 0.23
8 0.31 0.15
9 0.23 0.15
10 0.15 0.07

in projectile density is compensated by a corresponding
increase in the relative target density of H-like ions. This
increase in the ratio of H-like to He-like ions with decreasing
pressure occurs because, in the absence of charge exchange,
there would be virtually no He-like ions present in the trap if
the electron beam energy is set well above threshold for the
production of both H-like and He-like ions (as it typically is
in actual experiments).

For high charge states, double charge capture (in which
two electrons are captured in a single collision with a neutral
gas atom) occurs nearly as often as single charge capture, and
hence if R is of order 1, the satellite line intensity may be
nearly the same order of magnitude as the unperturbed reso-
nance line intensity, even in the complete absence of dielec-
tronic recombination. The appendix estimates the ratio of the
satellite line intensity to the unperturbed line intensity to be 1/
R3=8%. In the following sections, it is shown by direct
construction that the energy shift of such a satellite line can be
sufficiently small that it remains hidden in the residuals to the
fit yet sufficiently large that it leads to a significant systematic
erTor.

2.2. Principal quantum number of the spectator electron

The analysis of independent experiments shows that single
electron capture into H-like Ar is dominantly into levels with
principal quantum numbers n =7-10, with the most probable
level n=8 [18]. In multiple electron capture, Trassinelli et al
[18] find evidence for preferential capture into states starting
around n=6. Ali et al [19, 20] argue that that the dominant
process involves ‘asymmetric capture’ in which one electron
is at relatively high principle quantum number and the other is
relatively low. Since the decay rates (Einstein A-coefficients)
scale strongly with n (roughly as n™>), asymmetric capture
ensures that the electron at lower-n cascades down to the
ground state while the electron captured into high-n remains
at high-n for a reasonably large fraction of the decays. In the
model developed by the Kansas State group [19], capture of
multiple electrons into n=7-9 for H-like Ar, which then
stabilize with one electron cascading to the ground state while
one electron remains in the initial n=7-9 state and any
additional electrons are ejected during the cascade, is expli-
citly discussed.

Thus, it seems reasonable to assume that the principal
quantum number of the spectator electron is in the range
n=5-10. The magnitude of the shift for spectators in these
levels is considered below.

2.3. Magnitude of the wavelength shift of the satellite line

From table 3 of the work of the TFR group et al [21], the
calculated wavelength shifts for high-n satellites to the w-line
fall into two groups, depending on whether the upper state is
even or odd. Table 1 lists the shifts [21] for both sets. These
shifts are taken from the calculated unperturbed w-line
obtained by extrapolating the odd series to infinity using 1/n°
scaling. The even series extrapolates to the same limit to
better than 13 meV. The satellite lines are on the long
wavelength (low energy) side of the primary line. Indepen-
dent studies (see e.g. [22], p 170) suggest that capture may
predominantly take place into one particular sublevel,
although it can be difficult to reliably predict which one for
capture from multi-electron atoms. Hence it is assumed here
that either the even or odd shift dominates, but no assumption
is made about which of the two actually dominates.

2.4. Magnitude of the systematic error

The measured w-line profile shown in figure 6 of Kubicek
et al [16] is taken as a prototype and simulated for the current
purposes by two Gaussians, one with 8% of the intensity of
the strongest line but shifted by the range of values A listed in
table 2. A more complete analysis would use a Voigt profile,
but near the line center the difference between the two is
small. The Gaussian width parameter was chosen to corre-
spond to 41 channels FWHM (=1.14eV) and the peak
intensity was chosen to be 900 counts (at zero shift) to match
that in the figure reporting the experimental results. Random
shot noise was added from a Poisson distribution and a
constant background of 50 photons/channel was added. When
the simulated profile was fit to a single Gaussian, the fit center
deviated from the actual center of the primary line by the
amounts given by § in table 2 (the values tabulated are the
average of seven simulations and fits). For satellite line shifts
that are within three-quarters of a FWHM of the primary line
(A<0.75), the residuals typically appear normal to the eye
due to the obscuring nature of the shot noise. This is shown
explicitly in figures 2-4. Even at relative intensities
approaching 100%, the residuals appear normal for A <0.5.
Figure 5 shows the individual components of the profile
simulated in figure 3. The systematic error has a maximum
near the point where the residuals begin to show a systematic
deviation (around A =0.75); beyond this point the systematic
error begins to decrease because the fit can distinguish
between the two lines and more accurately hone in on the
center of the primary line.

Although I do not claim that the present simulation
corresponds to the actual experiment of Kubicek et al [16], I
note for comparison that if the sort of correction estimated
here were applied to that work, it would move their published
value for the line center, 3139 581(5) meV, closer to the
deviation curve obtained in the meta-analysis of Chantler ez al
[9], 3139640(12) meV (68% confidence level), by the
amounts shown in figure 6. For A near 0.5 and 8% relative
intensity, the systematic error is in the range 30-37 meV. The
estimated 8% relative intensity presented here could easily be
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Table 2. Systematic shifts (fourth column) in the apparent energy of the w-line of He-like Ar, induced by satellite lines populated at an
intensity 8% of the primary line and shifted by the amount A =satellite shift/FWHM, for FWHM =1.14 eV. The fifth column indicates
whether or not a systematic error appears visually evident in the residuals to a single Gaussian profile fit to the composite line (see

figures 2—4).

Capture level A =satellite shifttFWHM  S=fit shiftFWHM  Systematic error (meV) Visible?  Figure
n=>5 (odd) 1.1 1.9% 22 Yes 4
n=6 (odd) or n=5 (even) 0.62 3.3% 37 Rarely 3
n="7 (odd) 0.41 2.6% 30 No

n=6 (even) 0.34 2.1% 24 No

n=28 (odd) 0.27 1.8% 20 No

n=9 (odd) or n=7 (even) 0.20 1.2% 14 No

n=38,9 (even) or n=10 (odd) 0.13 0.8% 9.2 No

n=10 (even) 0.061 0.4% 5.0 No

n =infinity 0 0.04% 0.5 No 2

100

-100

Counts

Channel

Figure 2. Fit to simulation with zero satellite energy shift.

Counts

Channel

Figure 3. Fit to simulation with 8% satellite intensity at energy shift
of 0.62 FWHM.

off by a factor of 2, so also shown in figure 6 is the case for
16% relative intensity, in which case the results overlap with
the 1o error bars of the deviation curve of Chantler et al [9]
for spectator electrons in the n=6, n=7, or n=38 shell.

100
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-100
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Figure 4. Fit to simulation with 8% satellite intensity at energy shift
of 1.1 FWHM.
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Figure 5. The two Gaussian lines and the shot noise for the case of
the profile simulated in figure 3. The shot noise is symmetric about
y=zero, but is offset in the plot for clarity of presentation.

The larger corrections scale roughly linearly with the
intensity of the satellite line, and thus the n=7 (odd) cor-
rection remains larger than the total uncertainty published by
Kubicek et al [16] down to satellite intensities as low as
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Figure 6. The extent to which the corrections simulated here would
shift the measurements of Kubicek ez al [16] away from the theory of
Artemyev et al [15] towards the deviation curve of Chantler et al [9]
for assumptions of 8% satellite intensity (listed in table 2, and plotted
as blue squares) and for 16% satellite intensity (black dots). The
principal quantum number of the assumed position of the satellite
electron from table 1 is indicated in the text above the points. The
error bars are 5 meV from Kubicek et al [16].

approximately 2% of the primary line. Alternatively, for
satellite intensities higher than 20%, even satellites with shifts
equal to those predicted here for n>10 can produce a sig-
nificant systematic error (the difference between the satellite
line center and the primary line center scales roughly as 1/n°).
The simulations indicate that 5-10 times more intensity
(photon counts) would be required to visually discern a sys-
tematic error in the residuals for the predicted n=7 (odd)
satellite at 16% relative intensity.

A similar analysis for potential systematics in the results
of Chantler et al [9] for the case of He-like Ti is limited by the
lack of available data for the corresponding satellite shifts and
charge exchange for this ion, but since the titanium experi-
ment [9] has an error bar 14 times larger than that of the argon
experiment [16] (70 meV instead of 5meV) and involved
loading the trap in a fundamentally different way which does
not lend itself to significant charge exchange (the ions are
loaded as low density ions rather than higher density neutral
atoms), it seems reasonable to assume that the DCX-mediated
satellite shifts considered here are negligible in the experi-
ment of Chantler et al [9]. Even if they were not negligible,
the expected sign of the shift is such that it would increase the
discrepancy with the calculation of Artemyev et al [15], rather
than reduce it. Note that evaporative cooling gas (typically
nitrogen) is sometimes introduced into EBITs during spec-
troscopy experiments to enhance the signal strengths, and this
can enhance the magnitude of charge exchange.

3. More recent experiments

After the work of Kubicek ef al [16] was published, an
independent experiment of similar claimed accuracy was

published by the Paris group and collaborators [23], who
measured the separations of w-, x-, y-, and z-lines. That paper
reports deviations from the calculation of Artemyev et al [15]
of up to 45.4 meV (3.8 experimental uncertainties) for He-like
Ar. Although this deviation was attributed primarily to the y-
line, with the w-line being off by only 15.1 meV (1.40), the
experiment only measured separations not absolute values, so
attributing the discrepancy to the y-line hinges on assuming
that the calculation for the z-line is exactly correct (while in
fact they reported an absolute measurement of the z-line
separately [24] which deviated from the same calculation [15]
by 1.60). In any case, this result provides additional evidence
supporting our [9] general conclusion that there is a deviation
between experiment and theory at Z=18 which is approxi-
mately equal to 58(12) meV, far above the claimed accuracy
of either the experiments or the theory.

The paper by Schlesser et al [23] assumes that satellite
line shifts are negligible because (1) the residuals did not
show evidence of this and (2) previously published calcula-
tions [25, 26] predicted that the satellite lines were either too
far away in energy or too weak to matter. The first of these
reasons seems worth revisiting in light of the results of section
2.4 which explicitly demonstrates that the residuals can be a
poor predictor of systematic errors due to satellite shifts in
He-like Ar. The second of these reasons is limited to a con-
sideration of shells n =4 and lower (and only for the case of
sulfur), whereas the above consideration suggests that it is
n>35 that matters in Ar. Because the experiment from the
Paris group was performed in an ECR ion source (where the
electron energy distribution is wide), satellites can also be
populated by dielectronic recombination, which would tend to
increase the chance of a significant satellite line shift, but on
the other hand that experiment has both higher spectrometer
resolution and higher signal/noise than the experiment of
Kubicek et al [16] so any systematics should be less hidden
and thus more easily avoided.

4. Evolution of a discrepancy

Experiment and theory on the He isoelectronic sequence
appear to have been teetering on the verge of disagreement for
many years, although typically the discrepancy has been on
the edge of the error bars and the claims have not been sus-
tained over time. Some of the specific claims from the papers
cited by Chantler et al [9] are reviewed below.

Beiersdorfer and co-workers first reported a hint of a
discrepancy in results from a series of ions published in 1989
[27], noting that ‘In most cases the differences between the
measured and calculated wavelengths lie within or just out-
side the experimental error limits. Therefore we had to rely on
a large number of data to demonstrate systematic differences’.
This claim was strengthened when they extended their mea-
surements to higher Z in 1992 [28], finding ‘a significant
difference between our experiment and the theoretical
wavelengths’, but then later, at even higher Z (Kr), a different
conclusion was arrived at: ‘unlike earlier measurements, our
results are in good agreement with recent theoretical
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predictions’ [29]. The same conclusion was found in 2009
[30] at even higher Z (Xe): ‘the two calculations that include
ab initio QED contributions...fall within the experimental
error’.

The Heidelberg EBIT group began by reporting ‘a slight
discrepancy to different theoretical approaches’ in argon in
2005 [31], but then in 2007, in both Cl and Ar, reported ‘we
now establish excellent agreement with the predictions of
BSQED’ [32]. This conclusion was strengthened in 2009 with
the study of S (‘excellent agreement with all theoretical pre-
dictions’ [33]) and with their work on Ar in 2012 (‘comparing
our present result with predictions, it can be stated that it
agrees excellently’ [16]).

Aglitsky and coworkers, in a study from Z=16 to 39 in
1988 [34], claimed ‘a slight difference between the theory and
the experiment in the region Z=38, 39 has been found’” but
noted that ‘in most cases the discrepancy ... is within the
limits of the experimental error’ and only ‘at Z=29, A
exceeds the estimated error of the measurements.” They
concluded that ‘...the analysis of possible errors in the the-
oretical calculations...does not allow one either to find a
definite source of the discrepancy between the theory and the
experiment.’

Briand and coworkers have had consistent conclusions in
their study of Xe in 1983 (‘calculations are compared to the
experimental results, and a good agreement between both...is
found’ [35]) and of U in 1990 (‘the absolute energies...are
well-fitted with theory’ [36]). This conclusion also agreed
with the conclusion of Deslattes and coworkers for Ar in 1984
(‘our results are in agreement with very recent theoretical
approaches employing the most refined evaluations of the
two-body QED corrections’ [37]).

Chantler and co-workers found no discrepancies in V at
the level of accuracy reported in 2000 (‘the results are in
accord with...current theories’ [38]), and only with sub-
stantially reduced uncertainty in 2012 for Ti was it reported
that: ‘our measurement...results in one of the most statisti-
cally significant discrepancies from theory’ [9].

5. Results for Z< 12

Comparing the results of Engstrom and Litzen [39] at Z=7
and Z=28 to the predictions of Drake [40], one sees a devia-
tion of nearly 3¢ and 1.5¢ but of the opposite sign compared
to the deviation discussed above at higher-Z (in comparison to
the predictions of Artemyev et al [15]). Unfortunately a direct
comparison to Artemyev et al [15] is not possible in the
lower-Z region because those calculations stop below Z=12;
moreover, extrapolating their differences from Drake [40] one
finds a reversal of sign around Z=10. Additional calculations
would be useful below Z=12 in order to determine whether
or not the deviation of experiment from Artemyev et al [15]
actually passes through zero around Z=18, as suggested by a
comparison to the results of Drake [40] (see, e.g., Beiers-
dorfer [27]), or rises monotonically from the origin following
a perturbative expansion of the theory as assumed by Chantler
et al [9].

6. Future refinements of the DCX-mediated satellite
model

The considerable limitations of the simple estimates presented
here do not make a definitive case for the existence of sig-
nificant DCX-mediated satellite shifts in the Ar results, but
suggest that more detailed modeling and experimental
investigation of this systematic is warranted. Particular issues
that might be addressed include detailed predictions/mea-
surements of state-dependent (including angular momentum
quantum number) electron capture distribution, inclusion of
higher order terms in the rate equations (coupling ions sepa-
rated by two units of charge), calculation of electron cascade
to ground state from initial capture distribution, electron
impact excitation to n>2 followed by cascade to the ground
state, more accurate forms for the cross sections, including the
effect of double and triple ionization (Santos et al [26] were
unable to accurately model the observed x-ray emission
without this), independent determinations of the neutral gas
density in the trap, independent determinations of the velocity
and spatial distribution of the various ions and of the electrons
in the trap, search for beam-energy dependence and residual
pressure dependence of measured wavelengths, the effect of
radiative recombination at lower pressures, predictions for
beam energies near thresholds, dependence on neutral gas
species, velocity dependence of cross sections, more accurate
modeling of the lineshape, polarization effects, and detailed
analysis of the z-dependence of the overall shift.

7. Conclusion

The bulk of evidence from two sets of spectroscopy experi-
ments [9, 17] in the simplest atomic systems (one- and two-
electron atoms and ions) currently show striking disagree-
ments with the predictions of the most advanced atomic
theory currently available. The aggregate deviation in both
cases rises to the level of 5o or greater. The disagreement in
the two-electron ion case is contradicted by the findings of
Kubicek et al [16], but the analysis presented here suggests
that a previously neglected effect (DCX-mediated high-n
satellites) might, within the uncertainty of the present analy-
sis, shift that result into good agreement with the lo con-
fidence interval of the deviation curve suggested by the other
experiments [9].

There is one more common aspect of the muonic
hydrogen and He-like ion experiments that may be worth
noting in conclusion: both experiments revealed results that
surprised the original investigators and were only published
after many years of scrutiny and analysis (the muonic
hydrogen experiment first began in 2003 and the He-like Ti
experiment took place in 2005; both were published seven
years after these dates), and both have triggered considerable
debate and controversy which remains unresolved as of the
present.
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Table A1. Definitions of subscripts used in the equations in this
appendix.

Subscript ~ Abbreviation

H H-like ion

He He-like ion

e electron (from EBIT electron beam)

i ion

o neutral gas (e.g. Ar)

T radiative recombination

cX total (n electrons captured) charge exchange

scx single (1 electron captured) charge exchange

dcx double (2 electrons captured) charge exchange

ioniz electron impact ionization

excite electron impact excitation
Acknowledgements
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Appendix. DCX-mediated production of doubly
excited states

In equilibrium, the time rate of change of the number of ions
(dN/dr) in a given charge state is zero. It is known from
experiments that the time scale for ion escape from an EBIT is
of order hours, whereas the time scale to achieve charge state
equilibrium is of order seconds [41], hence for an approx-
imate calculation one can consider only ionization and
recombination terms in the rate equations and neglect trap
escape. If charge exchange terms are retained only up to first
order (i.e. neglecting double electron capture into bare ions),
then bare ions are coupled only to H-like ions, and the
number of recombination events per second of bare into H-
like must equal the number ionization events per second of H-
like to bare.

This can then be used to simplify the rate equation for H-
like ions: because the number of ionization and recombination
events per unit time connecting H-like to bare cancel (pre-
vious paragraph), the number of ionization and recombination
events connecting H-like to He-like must also cancel (and so
on, up the chain of charge states). Thus, the equilibrium
condition for each charge state can be written in terms of only
one other charge state, allowing a simple expression to be
obtained for the ratio. For beam energies away from dielec-
tronic recombination resonances, the rate equation can be
solved for the ratio of the number of He-like to H-like ions in
terms of the cross sections (o), the collision velocities (v), and
the number of projectile electrons (N.) or neutral atoms (N,)
inside the ion cloud as follows [1]

Nye/Ny = [(Nearrve) + (Noacxvi)]/(NegionizVe)~ (Al)

Subscripts are defined in table Al. It is assumed that the
velocities are such that v, < v; < v, and that the He-like and

H-like ions have approximately the same velocity distribu-
tion. To the extent that multi-electron processes are not
stronger than single-electron processes, the above expression
should give the right order of magnitude of the ratio of the
number of H-like and He-like ions in the trap.

Trap pressure

The following inequality defines the ‘strong charge exchange
regime’ in which radiative recombination can be neglected in
(A.1)

(Ne/No ) (0wl 0ex ) (el vi) < 1. (A2)

It will be shown below that this regime is typical for
EBIT experiments in which ions are loaded into the trap via a
gas injector.

In the strong charge exchange regime, equation (A.1) can
be used to determine the approximate density of neutral atoms
(n,) in the trap. In the limit that the H-like and He-like ions
occupy approximately the same volume of space, V

o = (NHS/NH)(neF)(Gioniz/ch)(Ve/vi)~ (AS)

Because it has been previously shown that the ion cloud
may be significantly larger than the electron cloud [42], the
effective electron density that the ions experience (n.F) may
be somewhat different than the actual electron density ()
due to the factor F, which is defined to be

F = Vil Vi, (A4)

the ratio of the volume of the ion cloud that overlaps with the
electron beam (Vi) to the volume of the ion cloud that
overlaps with the neutral gas (Vj,). For uniform illumination
of the ion cloud with background gas, F'is equal to the square
of the ratio of the radii of the electron beam and the ion cloud,
Vie/ Vi = (re/r;)*, which is typically less than unity. Uniform
densities are assumed throughout. Note that in the case of
highly collimated gas injection perpendicular to the electron
beam [43], F could be greater than unity. The ion motion into
and out of the electron beam and/or region of neutral gas is
rapid compared to the charge state equilibrium times.

Simple formulas for some relevant cross sections are
given below.

Radlative recombination cross section

The total radiative recombination cross section (sum of partial
cross sections into all open shells with principal quantum
number #n) is given by Kim and Pratt [44]

6n =526 % 10723 In [(1 + ;()/(2;136)] cm®  (ASa)

with,

x=[Z+@-N)](68IE), (A.5b)

where Z is the number of protons in the nucleus, N’ is the
number of electrons on the ion (before the radiative recom-
bination takes place), E. is the electron beam energy in eV,
and the effective valence quantum number is given
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approximately by

Ne=n+07-W, (A.5¢)

with W, equal to the fraction of available states (ratio of the
number of unoccupied states to the total number of states) in
the valence shell n. Here, the equations of Kim and Pratt [44]
have been converted into formulas involving physical units
following Penetrante et al [41] (in the latter,
1.=3.861 % 107" cm is the reduced Compton wavelength, the
Compton wavelength divided by 2x). For a H-like ion, n=1
and W,,=0.5. For H-like Ar at 9500 eV electron beam energy,
equations (A.5a)—(A.5c) give o,=1.2x 102> cm?®. This is
approximately a factor of 2 lower than the relativisitic Dir-
ac-Fock value calculated by Trzhaskovskaya et al [45].

Electron impact ionization cross section

The ionization cross section is given by the Lotz formula [46],
which simplifies to a single term for atoms with N electrons in
the n=1 shell

Gioniz = 4.5 X 1074[ N/(EcErp) | In (Ee/Ep) cm?, (A.6)
where Epp is the ionization potential of the ion in its initial
state, and all energies are expressed in eV. For He-like Ar at
9500eV  beam energy, and Ep=4121eV  [47],
Gioniz=1.9% 1072 cm?.

Electron impact excitation cross section

The electron impact excitation cross section is given by the
Van Regemorter formula [48]
1
cm?,
E\E.

with the electron beam energy E. and transition energy E;
given in electron volts (eV). For He-like ions, the electric
dipole oscillator strength (f~value) for the w-line varies from
f=0.73 to f=0.75 for Z=11-19 [47]. When the electron beam
energy is much larger than the transition energy, the Gaunt
factor is given simply by (see, e.g., [49])

G(E.) = (2—‘5) In (E./Ey).

T

Cexcite = 2.36 X 10753 f G(Ee)[ (A7)

(A.8)

For the He-like Ar w-line (E,=3140¢V), equation (A.8)
gives G=0.3 for a beam energy of 9500eV. With these
values for the w-line, equation (A.7) then gives
1.76 x 107" cm”.

Charge exchange cross sections

For the case of H-like Ar colliding with neutral Ar, the total

charge capture cross section has been measured to be [19]
Ocx = 2.35 X 107 cm? (A.9)

and the ratio of the double charge capture to single charge
capture cross sections has been measured to be approximately

[19]

D = 6yex/Oex = 0.35. (A.10)

The higher order charge capture processes are negligible
(contribute only about 4% to the total capture cross section).
These measurements (like EBIT experiments) were per-
formed in the low-energy regime where the cross sections are
approximately independent of energy [50].

It is important to keep in mind that the cross sections
defined here and measured in the experiments [19] are for
charge capture (in which two electrons are retained on the
ion) not merely charge transfer (which is often followed by
autoionization). Double charge transfer followed by auto-
ionization thereby increases the effective (measured) single
capture cross section. The distinction will be important in the
considerations below.

Electron to ion velocity ratio

In the non-relativistic limit, the electron velocity is

v, = 2E./m,.

At 9500 eV beam energy, this expression gives a velocity
that is 19% of the speed of light.

The ion velocity is taken to be the characteristic velocity
for a thermal distribution with the temperature set by the trap
depth (V)), the Spitzer heating from the electron collisions,
and the degree of evaporative cooling. Measurements of the
Doppler broadening of the Zeeman splitting of a UV line in
Ti-like Ba*** in the NIST EBIT indicate that under ‘deep trap’
(500 V) operating conditions the ion temperature is approxi-
mately 750 eV for 2250 eV beam energy and 50 mA beam
current, C=23 times lower than the value given by equating
the electrostatic energy of a minimally trapped ion to kT [51].
On the LLNL EBIT [52], x-ray spectroscopy was performed
on a line in He-like Ti*** for typical EBIT operating condi-
tions of 130 mA beam current, 5000 eV beam energy and
300V trap depth, and the resulting ion temperature was
measured to be 550eV, C=11 times lower than the value for
an ion minimally trapped by the axial trap potential in that
experiment. Thus the ion velocity is taken to be the most
probable energy of a Maxwell-Boltzman distribution with a
temperature reduced from that set by the energy of the trap

depth
vi=.2qe VJ(C mi) R

where the trap depth is of order V=220V, the ion charge is
ge with g=Z—- N, and the evaporative cooling factor C=10.
For He-like Ar at 220 eV (typical of experiments at the NIST
EBIT), this expression gives an ion velocity of 0.014% of the
speed of light.

The ratio of the two numerical examples given above is
ve/vi = 1400.

(A.11)

(A.12)

Pressure for strong charge exchange regime

From equation (A.2) and the numerical values above, it can
be seen that for H-like and He-like Ar exposed to a 9500 eV
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electron beam of effective current density n.F=10'%cm™
[53, 54], and v./v; = 1400 one is in the strong charge exchange
regime when n,>> 1.4x10°cm™ which corresponds to a
room temperature ideal gas pressure of
p>nkT=57x10""hPa (4x107" torr). This is on the
order of typical EBIT base pressures (without any gas injec-
tion) and suggests that one is on the threshold of the strong
charge exchange regime even when no additional gas is
injected for spectroscopy. In EBIT experiments at NIST using
injected argon to study H-like and He-like ions, the estimated
pressure at trap center is on the order of 1x 107 hPa (the
pressure measured in the periphery when the trap is at liquid
nitrogen temperature and argon gas is injected at the same rate
as in the actual experiment); this is approximately 20 times
higher than the estimated pressure needed to enter the strong
charge exchange regime.

Once it is clear that the EBIT is in the strong charge
exchange regime, one can use equation (A.3) and the ideal
gas law to determine the actual pressure from the observed
relative strengths of lines from He-like and H-like ions. For
equal numbers of H-like and He-like Ar in the trap, for
example, the intensity of the He-like w-line compared to the
sum of the H-like Ly-alphal and Ly-alpha2 intensities should
be approximately equal to the ratio of the f-values: He(w)/H
(1+2)=0.7/0.4=1.75. Time normalizing the spectra shown
by Braun et al [31] gives Ny/Ny=2. Using this value
together with the cross section ratios and velocity ratios given
above, the result is P=9.4x10hPa (7x10~°torr) for
nF=10"%cm™ and lower for lower effective electron
densities.

Relative magnitude of charge exchange excitation of a
spectral line

From the above (again assuming that the H-like and He-like
ions occupy approximately the same volume of space), it can
be seen that the ratio of the population flux of producing
excited He-like ions (into the upper level of a particular line)
by electron impact excitation (R.;) to the population flux of
producing the same excited state by single charge capture into
H-like ions (W1*Ry,) is

_ Rei
"~ WI1*Ry,

Oexcite
—|(v./v;),
(Wl*(’scx ]( ) 1)

where W1 is the fraction of all single charge capture (not
transfer) events that eventually produce photons in the line
under question (e.g. the w-line). Note that even though the
effective electron density is approximately 4000 times larger
than the neutral gas density for P< 107 hPa (first term in
(A.13)), and the ion-electron collision velocity is approxi-
mately 1000 times higher than the ion-gas collision velocity
(last term in (A.13)), the ratio of the excitation cross section to
the charge exchange cross section nearly makes up for the
product of these other two large numbers.

= (neF/no)(nHe/nH)

(A.13)

Removing the neutral gas density from equation (A.13)
using equation (A.3) gives

R = (chlascx)(Uexcite/aioniz)(ll‘}vl)s (A14a)
R = 1.45(0ex/0nex ) (FIN ) (Ep/Er)
{In (Ee/E)/ In (Ec/Ewp) }(1/W1). (A.14b)

Note that in the limit that the total charge exchange cross
section is well represented by the single charge exchange
cross section (first factor of cross section ratios in (A.14a) and
(A.14D) approximately 1), the expression for R is independent
of the magnitude of the total charge exchange cross section,
and the relevant ratio of cross sections is excitation to ioni-
zation (A.14a) rather than excitation to CX (A.13), due to
cancellation of terms from the neutral gas density. For the
conditions assumed above (beam energy E.=9500eV, He-
like Ar with ionization potential Ejp=4121eV, w-line with
transition energy E;=3140eV, N=2 and f=0.74), R=1.3 for
W1 =1. A more realistic estimate for W1 can be informed by
the observed results of Trassinelli et al [18] who have mea-
sured the x-ray emission from charge exchange of neutral
argon onto H-like Ar over a sufficiently broad range of
photon energies that they can observe the relative intensities
of Rydberg cascade (n=10 to n=1 emission, n=9 to n=1
emission, ... n=2 to n=1 emission). Their results indicate
that the fraction of photons that are emitted into the w-line
from excited He-like ions (and their unresolved satellites)
created by all orders of charge exchange into H-like ions is
approximately W=0.4 (including the fact that the x- and y-
lines are blended into an unresolved line of broadened width).
Assuming that W1 =W=0.4, then R=3.3.

Remarkably, this ratio is of order unity and does not
depend on any of the trap details other than the electron beam
energy. It does not depend on pressure (in the regime that it is
valid) because raising the P gives fewer H-like target ions in
exactly the right amount to cancel the greater number of
projectiles. A similar argument explains why this expression
is also independent of electron density. The simple calculation
below suggests that for reasonable EBIT operating condi-
tions, photon emission mediated by charge exchange may be
comparable to (or even larger than) that due to electron
impact excitation.

DCX-mediated satellite line intensity ratio

The ratio of the intensity of the unperturbed line to the
intensity of the satellite line (R3) is approximated by the
following

R3 = [Rei(He) + WI*Ryex (H)[/W2*Rgee (H).  (A.15a)

The first term in the numerator is the number of photons
per second produced by direct electron impact excitation of
the unperturbed line from the ground state of the He-like ions
in the trap. The second term in the numerator is the number of
photons per second in the unperturbed line produced by single
charge exchange from the neutral gas colliding with the H-
like ions in the trap. Ry.x(H) is the number/second of ground
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state He-like ions produced by single charge capture into H-
like ions (computed using the experimental single capture
cross section, as discussed above, thus including all orders of
multiple electron transfer and subsequent autoionization that
stabilize the excited ion into the ground state with only one
net electron captured). The factor W1 is the fraction of those
single charge exchange processes just described (Ry.x(H))
which emit a photon into the unperturbed line; W1 is taken to
be approximately 0.4, from the observed results of Trassinelli
et al [18] discussed below equation (A.14) above. The
denominator is the number of photons per second emitted into
satellite lines that are within one experimental linewidth of the
unperturbed line. Analogous to the second term in the
numerator, the denominator contains a factor (Ry.(H)) that is
the number/second of ground state Li-like ions produced by
DCX in collisions of H-like ions with neutral gas, and the
factor W2 that is the probability that such a ground state Li
ion emitted a photon into a nearby satellite of the unperturbed
line during its stabilization into the ground state.

By direct substitution from the expressions above,
equation (A.15a) becomes

R3 = (UCX/WZ*Gdcx)(Gexcilelo'ioniz)
+ (W10 / W20k ) (A.15b)
or simply,
R3 =R + 1H)(W1/W2)/D. (A.15¢)

For high Rydberg spectators (n>> 1), the second excited
electron in the Li-like ion is assumed to cascade to the ground
state as it would in a He-like ion, so W1 and W2 are of similar
magnitudes. For simplicity, it is assumed here that W1 =W2.
Taking, as discussed above, W1 =0.4, D=0.35 and R=3.3,
one finds R3=12, and thus the relative satellite intensity 1/
R3=8%. Note that this is independent of pressure in the range
over which the above approximations hold.
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