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Abstract—The NIST Open Handwriting Recognition and
Translation Evaluation 2013 (NIST OpenHaRT'13) is a per-
formance evaluation assessing technologies that transbe and
translate text in document images. This evaluation is focusd on
recognizing Arabic text images and translating them into Emglish.
A Handwriting Recognition and Translation system typically con-
sists of a combination of two systems: a Text Recognition sigsn
and a Machine Translation system. In this paper, we presenthte
UPV participation in the NIST OpenHaRT 2013 evaluation. For
the Text Recognition system we used the TL toolkit for trainhg
and recognition. For the Machine Translation system we usethe
Moses toolkit for training and decoding. Results in this evéuation
are challenging and they significantly outperform our previous
results in the OpenHaRT 2010 evaluation.
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I. INTRODUCTION

(transcription hypothesis) is built from BHMMs at characte
level which depend on their surrounding characters, the so-
called tri-character modelling approach. Given a text ienag
of an unknown word, each windowed BHMM computes the
probability of the given image to be a handwritten version
of its corresponding word. To compute these probabilities,
text images are first transformed into a sequence of binary
feature vectors by applying a sliding window at each horiabn
position. The width of the sliding window is known to have
a strong effect on the system ability to capture local image
distortions, and thus this parameter has to be tuned. More-
over, we have recently observed that local image distastion
and vertical distortions in particular, might not be prdper
modeled when the sliding window is applied at a constant
vertical position of the image. To overcome this limitatiove
appliedrepositioningon the sliding window before its actual
application. That is, the sliding window was repositioneds

to align its center with its mass center. In this work, we &apl

To our knowledge, there are only a few systems that are ablenly a vertical repositioning due to its better performance

to automatically translate handwritten text images intother

over another two methods (horizontal and in both direclions

language, in particular, Arabic. Typically, the availablstems  discussed in [6], [7], [8]. In Figure. 1, the standard met(oal

are based on a concatenation of two systems: a Handwrittepositioning) is compared with vertical repositioningoid
Text Recognition (HTR) system and a Machine Translatiordetails on this idea of repositioning are discussed in [8].
(MT) system. The NIST OpenHaRT'13 evaluation [1] is aimed The UPV system was trained from input images scaled in
at assessing systems that recognize Arabic handwritten tekeight to30 pixels (while keeping the aspect ratio), and then
images, and then translate the recognized handwrittenesagbinarized with the Otsu algorithm [9]. A sliding window of
into English. In this paper, we describe the UPV systemswidth 9 using the vertical repositioning was applied, and thus
presented in the evaluation campaign. Roughly speaking, ithe resulting input (binary) feature vectors for the BHMMsih
the case of handwritten recognition of text images, our work270 bits. Since in Arabic, the shape of a letter written at the
has focused on the use of tieenbedded Bernoulli (mixture) beginning of the word is different from a letter written aeth
HMMs (BHMMs), that is, embedded HMMs in which the middle or at the end; all Arabic transcriptions were encoded

emission probabilities are modeled with Bernoulli mixsif2].

In the case of Arabic text translation, our work has focused o

one of the state-of-the-art phrase-based log-linear latos

by adding this shape information.
Finally, the number of states per character was adjusted
to 6 states for all BHMMs. Similarly, the number of mix-

models, Moses [3]. In what follows, we briefly review the ture components per state was empirically adjusted2®.
UPV transcription (Sec. Il), and translation systems ($#c. Parameter estimation and recognition were carried outgusin
After that, we outline the submitted systems and their tesul the EM algorithm. Also, we used &gram language model
in Sections IV and V, as well as the employed tools in Sec. Vlat character level instead of the conventional class prithe
Concluding remarks are given in Sec. VII. language model was smoothed by linear interpolated estsnat
with absolute modified Kneser-Ney discounting. In addition

II. TRANSCRIPTIONSYSTEM the grammar scale factor was adjusted®o

The UPV system is based on windowed BHMMs (Bernoulli
HMMs) [4], [2], [5]. Each transcription hypothesis is built I1l. TRANSLATION SYSTEM
from an HMM in which emission probabilities are modelled The UPV system for the translation task is based on a
as Bernoulli mixture distributions. To keep the number ofstate-of-the-art log-linear translation system, spedliffcusing
independent parameters low, the BHMM at sentence levdlloses toolkit [3]. Nowadays, SMT systems follow the Bayes



were submitted for three different tasks, the Document knag
Recognition (DIR) task, the Document Text Translation (DTT
task, and the Document Image Translation (DIT) task. System
were trained following two training conditions: a constred
condition that required participants to develop their syst
| using only the provided LDC data resources, and an uncon-
3 strained condition in which participants are free to use any
! additional publicly available non-LDC resources for theteyn
777777 | development (For more information, please refer to [1]).
04 For the DIR task, the UPV submittegvo systems DIRZ,
the primary system, an®IR2, the contrastive system) that
followed the constrained training condition. They used the
BHMMs described in Sec. Il. The only difference between
— the systems is that the DIR2 system was trained using the
complete data set, whereas the DIR1 system was trained using
less data. Statistics about the data used to train bothmsgste
(DIR1 and DIR2) are reported in Table I.
] For the DTT, two primary systems were submitted. The
first one followed the constrained training condition (DTT
Fig. 1. Ext";‘”fsp'gi nf;‘;rt]ggﬁgrmgon fg;;trxe f’/etéit’;aéy im(age (top) i”to)a constrained), while the other one followed the unconsgein
Ezi?\li;er;caigdow of width3. After Wri)lndow extraction (iIIus?ria}f::)L?35&2;1 the tra!nlng C(.)ndltlon (DTT uncor?stramed). B.Oth systems were
original image), the standard method (no repositioning)amipared with the ~ trained using the system described in Section. I1l. Howefoer
vertical repositioning. Mass centers of extracted windans also indicated.  the unconstrained task, we used some of the freely available
data that was used IRVSLT 201 XkhallengeMultiUN [15] and
TED [16]. Since MultiUN corpus is not aligned at sentence
decision rule approach [10], [11] in which the optimal tdrge level, we used the Champollion [17] tool for aligning the
sentencey is found by maximizing the posterior probability, sentences. Finally, we selected sentences for the traseiragc-
* = argmax p(y | ) 1) cording to the infrequent-grams score [18], in order to gather
y gy Py ’ a specific training set to translate our source test sentetice
. S . is worth noting that the number of sentences used for trginin
where the posterior probability is modeled as a log-lineay, 4590 i from MultiUN and 2K from TED. Further statistics
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combination of feature functions [12] as follow about each corpus used to train our translation systems in
M both conditions (DTT constrained and DTT unconstrained) ar
y* = argmax Z Ambm (2, 9), (2)  shown in Table Il. We used arounid X of data segments to
Y m=1 train our system following the constrained condition. Hoer

. . . ; . : we used about2K of data segments to train the DTT system
with \,,, being the log-linear interpolation weight ang, (x, y) éollowing the unconstrained cgondition. y

is a feature function, such as the logarithm of a languag : . ;
model, or the logarithm of a phrased-based model. Spedyfical a&(?(';llﬁ)r\],é handwritten imagg, the DIT task, can be expressed

in our system, we used the standard Moses features: a phrase
based model that includes both direct and inverse phrase ,* — aromax — argmax T T 3
translation probabilities and both direct and inverse daki Y geY plulf) gey ;p( ) plule) @)
weights, a language model, a distance-based reorderinglmod
a word penalty, and a lexicalized reordering model. In theeca
of the language model, we usedbegrammodel trained with
SRILM [13]. This model was smoothed by linear interpolated Sj th i I ible t inti .
estimates with absolute modified Kneser-Ney discounting. Ince the summation over afl possibie transcriptions in
Each source and target sentence was pre-processed. EnglEﬂ' (3) cannot be computed in practice, for the Document

text was tokenized with Moses tokenization tools [3], and Mage Translation (DIT) task, we s.u_bmitted three different
Arabic text was tokenized using théADA+TOKANTtool [14]. systems. In_aII of them, the_probabﬂmy(:v | f) In Eq. ©)

Additionally, long sentences (longer than 150 words) whent was approximated b_y the primary DIR transcription system.
removed. Finally, standard Moses training was performed OH’herefore, the key difference among systems lay in the {rans

o - T : lation subsystems.
the training data, which includes: alignment extractidmgse d .
extraction and MERT [3]. In the primary DIT system (DIT1), Eqg. (3) was approxi-

mated as follows,

IV. SUBMISSIONS Y ~ argmax (max{p(z|f) p(y|z)}]

ye
In this section, we describe the submissions made by the N (4)
UPV team to the NIST OpenHaRT 2013 evaluation. Systems “““rfg“x Py mfx{p(ﬂf)})]

where x stands for a candidate recognized source (Arabic)
text andy for a candidate translated sentence (in English)
corresponding to the input imageé



andp(y|z*) was approximated by the primary DTT translation recognition systems, results are shown in terms of WordrErro
system. In other words, the input image was recognized by thRate (WER%), whereas for translation systems, results are
primary DIR transcription system, and the recognized teas w shown in terms of BLEU score. In Table I, results for the
fed into the primary DTT translation system. two DIR systems (DIR1 and DIR2) are reported on the EVAL
The second DIT system (DIT2) followed a similar approachset [1] (Eval'l3 column). Also, these systems, in particula
to that of the first DIT system, approximating Eqg. (3) by DIR1, was compared with the OpenHaRT 2010 system (UPV
Eq. (4). However, the translation probability was appreaded  PRHLT) for DIR and line segmentation condition. This com-
by a translation system analogous to the primary DTT systerparison was performed by evaluating both systems on the
but trained differently. In this case, the source part ofheac DRYRUN set [1] (Eval'’l0 column). It is worth noting that
bilingual training pair was substituted by the transcdpti the evaluation set in the OpenHaRT 2010 is the development
obtained by the primary DIR system. The new training datsset in the OpenHaRT 2013 (Eval’l0 column). Having this in
set produced in this way was used to train the translatiomind, we can easily compare our previous results obtained
system. This second translation system was expected terbetin OpenhaRT 2010 with results obtained in the DRYRUN
handle the noisy output of the DIR system. Accordingly,set of the OpenHaRT 2013. On the other hand, Table IV
this system showed a better performance than the standareports results of the DTT system for both training condisio
(primary) system in the development set. However, in the teqconstrained DTT and unconstrained DTT) together with the
set it showed a worse performance. For further details,splea three DIT systems (DIT1, DIT2, and DIT3). These systems
refer to Table IV. were evaluated on both sets EVAL and DRYRUN (Eval’10 and
Finally, in the third system (DIT3), a different approxiritat ~ Eval'l3 columns respectively). The evaluation on EVAL set
of Eqg. (3) was used was performed by NIST. However, the evaluation on DRYRUN

set was performed by UPV. The UPV evaluation procedure
where we introduced a scaling facthrand the search space

might has slightly differed from the NIST procedure.
was approximated byV-best lists. Specifically, each input

argmax {p
yeNBes( f|x)

y* = argmax

zeNBes( f)

(x]f) [p(ylx)]e}} (5)

TABLE Il SUBMITTED SYSTEMS FORDIR AND LINE SEGMENTATION
CONDITION TOGETHER WITH THEIRWORD ERRORRATE (WER%)

image was first recognized using the primary DIR system into System Reference WER [%]
100-Best transcriptions, and then each transcription veast Eval'l0 Eval'l3
lated using the primary DTT system into 100-Best transhetio DIR1 p-11 20130425 29.08  29.32

Finally, the optimal scaling facto# was found using a grid DIR2 c-1 2 20130425 - 29.20

search in a development set so as to maximize the BLEU.
In Tables | and Il (last row), we report the data used to

train each part of our Recognition and Translation System in

the constrained condition. For the recognition part, weduse

UPV PRHLT OpenHaRT'10 47.45

As shown in Table Ill, the DIR2 system slightly outperforms

the DIR1 system. This conclusion was obviously expected for
us since DIR2 system was trained with more data. Addition-
ally, both DIR1 and DIR2 systems outperform our system

about779K of data lines for training, and for the translation
part we used around0K of data segments for training.

TABLE I.  DATA (LINES) USED FOR TRAINING EACH SYSTEMAND ITs  (UPV PRHLT) from the OpenHaRT 2010 evaluation. This was
TRAINING CONDITIONS. also expected because in this evaluation we trained ourlsode
System/Condition Constrained Unconstrained with more mixture components (128) per state, and also we
used a bigger language model for recognition.
DIR1 779,100 -
DIR2 789, 874 - TABLE IV. SUBMITTED SYSTEMS FOR(DTT AND DIT) AND LINE
DIT (recognition part) 779’ 100 _ SEGMENTATION CONDITION TOGETHER WITH THEIRBLEU SCORE
System Reference BLEU [%]
Eval'l0 Eval'l3
TABLE II. D ATA (SEGMENTS USED FOR TRAINING EACH SYSTEM -
— - - DTT U trained p-11_20130425 25.1 24.1
System/Condition Constrained Unconstrained neonstrain®d P .18 0
: DIT1 p-1.1 20130425 16.51  16.95
Corpus LDC MultiUN TED
DTT 10580 19956 2.205 DIT2 c-1 2 20130425 16.58  16.52
. ’ ’ ’ DIT3 -1 3.20130425 18.1 17.49
DIT (translation part) 40, 580 - - O 8.13

As shown in Table IV, the usage of an additional small set
of data (aroun@0 K) significantly improved the translation ac-
V. RESULTS curacy in the DTT system. More precisely, the Unconstrained
In this section, we summarize the results obtained in théTT system significantly outperforms the Constrained DTT
OpenHaRT 2013 evaluation for all presented systems. Faystem. Here, we remind the reader that this additional data



was selected according to the infrequergrams score [18],in  [3]
order to gather a specific training set that relates to thecsou
test sentences. In the same Table (IV), the DIT3 shows better
performance than DIT1 and DIT2. Specifically, in the DIT3

system, the search space was approximated by mear® of (4]
best list. This approach helped in finding better transicniyst
and translations which resulted in improving the results.

(5]

VI. TooOLS AND MEANS

In this section we describe the tools used in this work. For [6]
text pre-processing, we used the Moses tokenization t&dls [
for English text tokenization. On the other hand, we used the
MADA+TOKAN [14] toolkit for Arabic tokenization, diacriti
zation, morphological disambiguation, POS tagging, stemgm
and lemmatization. In addition, we used the Champollion
Toolkit (CTK) [17] to align the MultiUN [15] parallel corpus
on sentence level. [8]

For the handwritten text recognition system, we used the
TLK [19] toolkit which among other features implements
Bernoulli Hidden Markov models (BHMMSs). This toolkit was
developed by the UPV.

For the machine translation system, we used one of the statgq,
of-the-art, phrase-based statistical machine translatystems,
Moses[3]. To establish the word alignments of a parallel
corpus, we used MGIZA++ [20]. [11]

For both handwritten text recognition and machine trans-
lation systems we used the SRI Language Modeling Toolkit
(SRILM) [13] to generate the corresponding language models[lz]

[7]

VII. [13]

In this paper, we described the UPV system submissions to
the NIST OpenHaRT'1&valuation. Our submissions included 14
systems for both transcription and translation. Speclficelo
systems were submitted for the DIR task, one system for the
DTT task, which followed both constrained and unconstrdine
training conditions, and three systems for the DIT task.-Cur
rent results for the DIR task outperform previous results 2ol
OpenHaRT 2010 evaluation. Also, results for DTT and DIT
tasks are very promising.

CONCLUSION
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