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An analysis is given of the consistency of calculated and measured electron inelastic
mean free paths (IMFPs) near solid surfaces for electron energies between 50 and 10* eV,
the energy range of relevance for surface analysis by Auger electron spectroscopy and
x ray photoelectron spectroscopy. This evaluation is based on IMFPs calculated from
experimental optical data and on IMFPs measured by elastic-peak electron spectroscopy
(EPES). We describe the methods used for the calculations and measurements, and we
identify the various sources of uncertainty. Most of our evaluation is based on IMFPs for
seven elemental solids (Al, Si, Ni, Cu, Ge, Ag, and Au) for which there were at least two
sources of IMFP calculations and at least two souices of IMFP measurements for each
solid. Our comparison of the calculated IMFPs showed a high degree of consistency for
Al, Ni, Cu, Ag, and Au. The comparison of measured IMFPs showed greater scatter than
for the calculated IMFPs, but reasonable consistency was found for the measured IMFPs
of Cu and Ag. The measured IMFPs for four elements (Ni, Cu, Ag, and Au) showed good
congistency with the corresponding calculated IMEFPs. It is recommended that IMFPs for
these four elements (determined from fits of a simple analytic expression to the calculated
IMFPs for each element) be used as reference values in future EPES experiments. More
limited comparisons have been made of calculated and measured IMFPs for four addi-
tional elements (Fe, Mo, W, and Pt) and of calculated IMFPs for six compounds (Al,0O5,
Si0,, KCl, poly(butene-1-sulfone), polyethylene, and polystyrene). © 1999 American
Institute of Physics and American Chemical Society. [S0047-2689(99)00201-9]
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1. Introduction

The inelastic mean free path (IMFP) of electrons near
solid surfaces is a key parameter in the widely used surface-
analysis techniques of Auger electron spectroscopy (AES)
and x-ray photoelectron spectroscopy (XPS). It is also rel-
evant to other surface-characterization techniques in which
electrons are incident on or emitted from a solid surface such
as low-energy electron diffraction, ultraviolet photoelectron
spectroscopy, appearance-potential spectroscopy, inverse
photoemission, and ionization-loss spectroscopy, among
others.! The favorable surface sensitivity of AES, XPS, and
the other techniques arises largely from the fact that the
IMFP is typically between 1 and 20 crystal-lattice spacings
(about 3-50 A) for electron energies between about 10 and
2,500 eV, the range of practical interest for these techniques;
other factors that affect the surface sensitivity of AES and
XPS (particularly the experimental configuration and elastic-
electron scattering) are discussed elsewhere.” The IMFP is
also needed for making so-called matrix corrections in quan-
titative surface analyses by AES and XPS*>~° and in calcula-
tions of the transpoit of the sigual electrons in AES and XPS
for different purposes.’

IMFPs can be both calculated and measured but, for the
reasons given in more detail below, it has been difficult to
obtain reliable data. Briefly, a number of approximations
have been made in the calculations but the magnitudes of the
resulting systematic uncertainties have only been estimated.
The experimental measurements are subject to other uncer-

~ tainties that have also only been estimated. In addition, there

has been a conceptual difficulty in that the IMFP has been
defined and calculated for bulk solids, whereas the measure-
ments have been made in the vicinity of surfaces. The IMFP
has been defined® by Committee E-42 on Surface Analysis of
the American Society for Testing and Materials as ‘‘the av-
erage of distances, measured along the trajectories, that par-
ticles with a given energy travel between inelastic collisions
in a substance.”” Some recent calculations, however, have
indicated that the ‘‘effective’’ IMFP near surfaces can be
different from the corresponding bulk IMFP.*!

The purpose of the present review is to analyze the con-
sistency of published IMEPs (both calculated and measured
values) and to recommend data of the highest reliability. In-
formation on sources of calculated and measured IMFPs is
given in Scc. 2 togcther with information on possible uncer-
tainties. of the IMFP values. Our evaluations of the IMFPs
are presented in Sec: 3 where we first select seven materials
(all elemental solids) for which there are calculated IMFPs
from at least two sources and measured IMFPs from at least
two sources. We then give separate evaluations of the calcu-
lated and measured IMFPs for each solid and, finally, we
compare the calculated and measured values, again for each
element. On the basis of this analysis, we identify four ele-
ments that show the highest degree of consistency in their
calculated and measured IMFPs. Recommended IMFP val-
ues for these four elements can be generated from an analytic
expression. Some additional comparisons of calculated and
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measured IMFPs are presentea for an additional four ele-
ments and six compounds. Our conclusions are presented in
Sec. 4.

2. Sources of IMFP Values

2.1. Sources of Calculated IMFP Values
for the Evaluation

2.1.1. Overview of Theory of Inelastic Electron Scattering
in Solids

There is a voluminous literature concerned with the theory
of inelastic scattering in solids, and we give here only a
summary of information relevant to the present work. It is
convenient to describe inelastic electron scattering in solids
by a complex dielectric constant €(w,g) which is a function
of frequency @ and momentum transfer ¢.''~!7 For ¢ =0, the
dielectric constant is related to the index of refraction n, the
extinction coefficient k, and the optical (often x-ray) absorp-
tion coefficient w,, by:

e(w,0)=(n+ik)*=¢€,+ie,, (1a)
€, =n’—k? (1b)
&,=2nk=pcu,, /v, (1c)

where p is the density of the solid and ¢ is the velocity of
light. The differential inelastic scattering cross section, per
atom or molecule, for energy loss AE=%® and momentum
transfer. g in an infinite medium is

d*o; 2e? -1 11
= — Im -,
dwdg wNAv e(w,q)) q

where N is the atomic or molecular density (number of at-
oms or molecules per unit volume), e is the electronic
charge, and v is the velocity of the incident electrons.!'~*® In
the derivation of Eq. (2), the effects of electron exchange and
correlation have been neglected although we will consider
corrections for these effects below; the effects are expected
to be important for electron energies less than about 200 eV.
Another correction to Eq. (2) is required to account for sur-
face excitations, such as surface plasmons;>!®!® the corre-
sponding modification to ‘‘bulk’’ IMFPs will also be dis-
cussed below.

A total inelastic scattering cross section o can be obtained
from an integration of Eq. (2) over the kinematically allowed

@

ranges of AE and g for a particular incident electron energy -

E. The IMFP \; is then given simply by

The key material-dependent parameter in Eq. (2) is the
electron energy-loss function

Im(— /€)=, /(€3 + €3). @) .

This energy-loss function can be computed from an appro-
priate model or, more readily, can be obtained from experi-
mental energy-loss spectra or compilations of optical data.
We note here that the denominator in Eq. (4) is responsible
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for the differences that can occur between the energy-loss
function for a material and the corresponding optical absorp-
tion spectrum. For AE less than about 100 eV (i.e., energy
transfers predominantly due to valence—electron excitations),
(ef+ e%) can be very different from unity and there is then a
large difference between energy-loss and optical-absorption
spectra.'® In addition, the maximum in the energy-loss func-
tion often occurs for excitation energies between about 5 and
40 eV. The magnitude of the TIMFP is thuog largely associated
with valence—electron excitations. For AE=100eV (i.e., en-
ergy transfers predominantly due to core—electron excita-
tions), however, €;~1, €,<1, and Im(—l/e)%:sz.19 X-ray
absorption data (whether for free atoms or for the corre-
sponding solids) can therefore be useful in determining the
contributions of core—electron excitations to the IMFP. The
magnitude of these contributions will not depend signifi-
cantly on chemical state and are small compared to the mag-
nitude of the contributions associated with energy transfers
of less than about 100 eV. :

2.1.2. Methods for Catculating Electron IMFPs

Early calculations?®2 of electron IMFPs were based on

the “‘jellium’’ model for a solid. According to this model,
the valence electrons form an interacting electron gas that
moves in the smeared-out background of positive charge
which is a model of the ion cores. The inelastic scattering is
due entirely to the production of bulk plasmons and to the
excitation of electron—hole pairs. The only parameter in this
model is the valence—electron density, often expressed in

“ terms of the average interelectron spacing r, where r,

=(3/4mna3)'?, n is the valence—electron density, and a is
the first Bohr radius (0.529 A). Lundqvist21 made a more
detailed investigation of the interaction of an incident elec-
tron with a jellium solid and obtained expressions for the
momentum dependence of the excitation energy, the damp-
ing rate, and the spectral weight for the elementary excita-
tions produced by the interaction. Shelton®® derived IMFPs
for jellium with r;=1.5, 2.0, 3.0, and 4.0 that were based on
Lundqvist’s calculations. The Quinn® and Shelton IMFPs
are expected to be reasonable estimates for the so-called
free-electron-like solids (e.g., elemental solids that are not
transition or noble metals) where the predominant form of
inelastic scattering is plasmon excitation (volume or bulk
plasmons in the bulk of the solid and surface plasmons near
a bulk—vacuum interface'>6~18). It should also be noted that
the Lundqvist—Shelton IMFPs were computed for relatively
low electron energies (to a maximum energy of about 500
eV for r;=1.5) and to smaller maximum energies for the
larger values of r,.?*

Penn® investigated two corrections to IMFPs determined
from the jellium model of Quinn.?® First, he approximated
the cffects of clectron exchange and cowelation, and found
that these increased the IMFP by between 10% and 20%.
Second, he extended the Lundqvist—Shelton®""** calculations
to higher electron energies (up to 4000 eV) and found that
the resulting IMFPs were between 10% and 25% smaller
than those obtained from the Quinn theory for electron ener-
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gies greater than 200 eV. Penn then combined his treatment
of correlation and exchange with the Lundqvist—Shelton

theory; the resulting IMFPs were smaller than those obtained

from the Quinn model by at most 10% and typically 5%.
Finally, Penn added a correction to take account of the con-
tributions to the IMFP of core—electron excitations since
these are not considered in the jellium model. For example,
the inner-shell contributions in the case of Al lead to a re-
duction in the TMFP of about 14% for an electron energy of
1000 eV.26 IMFP values for 58 elemental solids were tabu-
lated by Penn for electron energies between 200 and 2400
eV, and a prescription was given to calculate IMFPs in alloys
and compounds.? The jellium model was applied to transi-
tion and noble metals even though it was not expected to be
necessarily valid for these solids. As a result, the IMFPs
were estimated 10 have uncertainties of up to 40% in these
cases; for the free-electron-like solids, however, the uncer-
tainty was estimated to be about 5%.%

We will discuss the use of sum rules for evaluating nu-
merical data for the energy-loss function that have been de-
rived from optical data or inelastic-electron-scattering ex-
periments later in this section and in Sec. 2.1.4.2 At this
point, we note an implicit feature of the IMFP calculations
with the jellium model, namely that the oscillator strength or
f-sum rule for the energy-loss function,

(2mE?) f OAEWAE Im[ — 1/e(AE)Jd(AE)=Zos, (5)

is satisfied with Z¢ equal to the number IV, of valence elec-
trons per atom or molecule rather than to the atomic number
Z (as should be the case when AE,,==). In Eq. (5), E,
=(4mNe*/m)"?, N=N_p/M is the density of atoms or mol-
ecules, N, is Avogadro’s number, M is the atomic or mo-
lecular weight, m is the electronic mass, and the upper limit
AE.... is chosen to be slightly less than the binding energy
of the shallowest core electrons. The fact that the integration
of Eq. (5) for the jellium model gives N, is expected because
only valence—electron excitations are considered in this
model. For real solids, however, there is no ‘‘partial”’ sum
rule that would require integrations such as Eq. (5) to give
N, . General arguments have been made, based on the Pauli
exclusion principle, that the integration of Eq. (5) would
yield a value larger than N,.?® There is also the practical
problem that the upper limit AE,,, in the integration of Eq.
(5) may not be large enough to include all of the oscillator
strength associated with valence—electron excitations. That
is, if the integration of Eq. (5) were performed with a upper
limit larger than AE,,,, there would then be contributions
.(of unknown magnitude) from core—electron excitations. The
Integration of Eq. (5) will converge to a known value (Z)
f)nly when AE,,, is chosen to be much larger than the bind-
g energy of the decpest {K-shell) clectrons.

.FOI a relatively free-electron-like solid such as Al, evalu-
ation of Eq. (5) with AE,,,,=70¢eV (just below the binding
?flergy of electrons in the Al L; subshell) indicates that the

effective’” number of valence electrons is 3.1 rather than 3,
the actual number of valence electrons.?’ The 3% correction

in this case is small compared to the IMFP uncertainties
estimated by Penn.” For transition and noble metals, how-
ever, evaluation of Eq. (5) leads to values of Z. that can be
appreciably (up to a factor of 2) less than the corresponding
values of N,.*® As a result, IMFPs calculated from the jel-
lium model for nonfree-electron-like solids can be much
smaller than those obtained from a more realistic model, de-
scribed below, in which experimental optical data are used to
determine Im|[—1/e(w,0)].

Ashley and co-workers have calculated IMFPs for many
solids using several different models.>'=*° In a 1979 paper,
Ashley et al.*! calculated IMFPs for Al using an electron—
gas (jellium) model which was modified to include the ef-
fects of damping, exchange and correlation, and ion—core
polarizability. They, like earlier authors,~?? used the com-
plex dielectric response tunction proposed by Lindhard.’® ¢
Ashley et al. found that the Lindhard dielectric function with
the damping modification provided a reasonable but approxi-
mate description of the excitations in free-electron-like solids
for electron energies from a few to 10000 eV. They also
used generalized oscillator strengths for atoms to describe
the excitations of inner-shell electrons.

Tung et al* reported an electron—gas statistical model in
1979 for the calculation of IMFPs based on an approach
developed by Lindhard er al.>’ The essence of this model is
that the inelastic-electron scattering in a solid can be charac-
terized by a space-varying density of electrons n(r) and that
the contribution to the IMFP of electrons in a small volume
clement d°r at r is the same as that of the same number of
electrons in an electron gas of the same density.>> The total
IMFP (including the contributions of core—electron excita-
tions) is found by averaging these functions of n(r) over the
volume of the solid. IMFPs were calculated with this model
for Al, Si, Ni, Cu, Ag, and Au.***® In unpublished work,
IMFPs were calculated using the statistical model for Si,>
Ge,” and GaAs;* in these calculations, a correction for ex-
change effects was made.

The possibility of using experimental energy-loss or opti-
cal data (i.e., the energy-loss function) for calculating IMFPs
was pointed out about 25 years ago.?*! Ashley er al.>* de-
veloped a model—insulator dielectric function to describe the
optical response of valence electrons. This dielectric function
consists of a sum of terms to represent single-electron exci-
tations, and the values of parameters in the dielectric func-
tion were obtained from fits to measured optical data. A total
IMFP for a given electron energy was then obtained from an
integration of the loss function computed from the model
dielectric function for the valence—electron excitations (with
various estimates for the dependence of the loss function on
momentum transfer); atomic data were used to obtain the
contributions of core—electron excitations to the IMFP.
IMFP calculations of this type were made for Al,O3, SiO;,
polystyrene, polyethylene, and other organic solids.*?

Szajman and Leckey*? developed a single-mode model to
represent the excitations of valence electrons. Experimental
optical and epergy-loss data were analyzed to determine the
centroid energy loss in the energy-loss function which in turn
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was used in the model to determine the IMFP for valence—
electron excitations; a correction for electron correlation and
exchange was made and a separate estimate®® was made of
the contributions of core—electron excitations to the IMFP.
The Szajman and Leckey model is applicable to semiconduc-
tors, insulators, and both free-electron-like and nonfree-
electron-like metals.

In 1985, Powell** pointed out that IMFPs could be com-
puted direcily from experimental energy-loss functions of
different materials without an often-times arbitrary separa-
tion of the contributions of valence electrons and core elec-
trons to the loss function. He used a parameter ¢ determined
from the jellium model of Penn® to describe the dependence
of the loss function on momentum transfer. This approach,
which is applicable to any material, ensures that the various
valence—electron and core—electron excitations of the solid
are included in a consistent way. IMFPs were calculated for
100-2000 eV electrons in C, Mg, Al, Al,05, Cu, Ag, Au,
and Bi. A shortcoming of the model, however, was the as-
sumption that the value of ¢ for each material was appropri-
ate for the entire loss spectrum. Model calculations, how-
cver, showed that the computed IMFDPs were not scnsitive
functions of c¢; variation of ¢ by more than a factor of 4 led
to changes in the computed IMFPs of less than +50% for
E=200¢V, less than =30% for E=1000eV, and less than
+25% for E=2000¢eV from the average IMFP values found
for the extreme values of c.

A major advance occurred in 1987 when Penn** published
an improved algorithm for obtaining IMFPs from experimen-
tal energy-loss functions. The Penn algorithm is based on a
model dielectric function® in which the momentum depen-
dence is determined using the statistical approximation.
IMFP calculations with this approximation were first made
by Tung et al.** who approximated the IMFP directly; Penn,
however, approximated the dielectric function. The resulting
energy-loss function at zero momentum transfer was equated
with the measured loss function. In this way, the contribu-
tions of valence—electron and core—electron excitations to
the IMFP for zero momentum transfer could be calculated
consistently. The dependence of the energy-loss function on
momentum transfer was assumed to be given in terms of the
Lindhard dielectric function®**” for various values of the
electron density. This dielectric function is believed to be a
reasonable model for nonfree-electron-like solids because the
differential inelastic-scattering cross section is pcaked in the
forward direction (i.e., zero scattering angle).*> As a result,
deviations from the momentum-transfer dependence deter-
mined from the Lindhard dielectric function should not
greatly affect the calculated IMFPs. The use of the Lindhard
function in describing the momentum-transfer dependence of
core—electron excitations, however, is less likely to be cor-
rect although a more detailed calculation of the Al 2p and
Mo 3d inner-shell cross sections showed good agreement
with those found using the Lindhard function.*

The Penn algorithm has been employed by Tanuma
et al.3**1-50 1o calculate IMFPs for 50—2000 eV electrons in
56 materials (comprising elements, inorganic compounds,
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and organic compounds). The energy-loss function for each
material was computed from measured optical constants for -
photon energies ranging from about 1 to 10000 eV or more;
in some cases, interpolations had to be made (generally be-
tween about 30 and 100 eV) using atomic photoabsorption
data. The internal consistency of the computed energy-loss
functions was assessed with two powerful sum rules, the
f-sum rule [Eq. (5) with AE,,, generally larger than the
binding energy for the K-shell electrons] and another sum
rule based on a limiting form of the Kramers—Kronig
integral >’ Tanuma ez al. found that these sum rules were
satisfied typically to an average root-mean-square (RMS) un-
certainty of about 10% for the group of 27 elements, to about
18% for the group of 15 inorganic compounds, and to about
6% for the group of 14 organic compounds.*>® The RMS
uncertainties for the elements and organic solids were con-
sidered to be acceptable for the IMFP calculations; for the
inorganic compounds, it was suggested that IMFPs could be
determined more reliably with an IMFP predictive formula
based originally on the elemental IMFPs and later on the
IMFPs for the groups of elements and organic
compounds. 330 )

Several other groups -4 have recently calculated
IMFPs from optical data in a manner similar to that proposed
by Penn* although there are differences in approach. For
electron energies above 200 eV, Penn found empirically that
the Lindhard expression for the energy-loss function could
be replaced by the simpler single-pole or plasmon-pole
a\pproximation55 with a resulting loss of accuracy in the
IMFP of less than 3%. Penn then used a quartic dispersion
relation between the square of the excitation energy and the
momentum transfer. Other groups***>>1~>* have used' the
single-pole approximation for electron energies lower than
200 eV and a quadratic dispersion relation while Boutboul
et al.*** modified the dispersion relation to include the band
gap energy for certain excitation energies in nonconductors.
Kwei ef al.>! and Boutboul et al.>>** fitted Drude-like ana-
lytic functions to energy-loss functions computed from opti-
cal data; these groups also used atomic data to describe the
contributions of core—electron excitations. Finally, Ashley
included a correction for the effects of electron exchange
which will be discussed below.

34,3551

2.1.3. Sources of Calculated IMFP Values

We will mainly consider here calculations of IMFPs that
are based on experimental optical data. These calculated
IMFPs are expected to be more reliable than those based on
other models (as described in Sec. 2.1.2.) because the elec-
tron energy-loss function for a given material [needed for
evaluation of Eq. (2)] is “‘correct’” for ¢=0; the degree of
correctness in a specific case will, of course, depend on the
accuracy of the available experimental optical data and can
be evaluated using the two sum rules discussed above.?” This
approach avoids the use of oversimplified models (e.g., use
of the jellinm model for nonfree-electron-like solids). It can
also ensure correct weighting of the contributions to the
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MFP of valence—electron and core—electron excitations,
vithout any necessity to separate these contributions, al-
hough some groups®>~>* have chosen to make separate cal-
.ulations for these excitations. For a few materials (Si, Ni,
ind Ge), however, we will also consider IMFPs calculated
1om the statistical model of Ashley et al.3%% Sources of
ncertainty in the calculated IMFPs will be discussed further
n Sec. 2.14.

Most of the calculated and measured IMFPs evaluated in
his paper will be for solid elements (for the reasons dis-
:ussed in Sec. 3.1.). We therefore identify the sources of
:alculated IMFPs here and the elements for which IMFPs
1ave been computed. These calculated IMFPs from four
rroups have been reported for particular electron energies,
ind it was convenient for our evaluation to fit the IMFPs
vith selected analytic functions so that IMFPs could be ob-
ained by interpolation at intermediate energies. We identify
hese functions here. We also identify a fifth group which has
eported IMFP calculations for inorganic compounds.

(a) IMFPs of Tanuma ef al*’ These authors reported
MFPs for a group of 27 solid elements (C, Mg, Al, Si, Ti, V,
7r, Fe, Ni, Cu, Y, Zr, Nb, Mo, Ru, Rh, Pd, Ag, Hf, Ta, W,
Re, Os, Ir, Pt, Au, and Bi) for electron energies between 50
ind 2000 eV. They fitted their IMFPs to a modified form of
he Bethe? equation for inelastic-electron scattering in
narter:>+*

E
N EBIn(yE) — (CIE) + (DIED)]’

(6)

vhere E,=28.8 (N,p/M) 12 is the free-electron plasmon en-
gy (in eV), N, is the number of valence electrons per atom,
i is the atomic weight, p is the density, and E is the electron
nergy. Values of the parameters 83, v, C, and D were ob-
ained from fits to the computed IMFPs for each element and
we available in the original paper.”” The RMS deviations in
he fits varied between 0.1% and 1%, while the maximum
leviation at any one energy was 2.5%. Similar IMFP calcu-
ations have been made by Tanuma et al. for Ge and addi-
ional elements.*’

IMFPs have also been computed by Tanuma ef al. for 15
norganic compounds*® (AL,05, GaAs, GaP, InAs, InP, InSb,
<Cl, LiF, NaCl, PbS, PbTe, SiC, SizNy4, SiO,, and ZnS) and
4 organic compamds® [26-n-paraffin, adenine, A-carotens,
ovine plasma albumin, deoxyribonucleic acid, diphenyl-
1exatriene, guanine, kapton, polyacetylene, poly(butene-1-
ulfone), polyethylene, polymethylmethacrylate, polystyrene,
mnd poly(2-vinylpyridine)]. We note here that Tanuma
t al.> derived expressions for B, ¥, C, and D so that IMFPs
‘ould be estimated from Eq. (6) for other materials.

(b) IMFPs of Kwei et al. and Chen.’! IMFPs were initially
ialculated for Fe, Ni, Cu, Pd, Ag, and Au, and were pub-
ished as plots of IMFP versus electron energy in the range
.00-2000 eV. Numerical values of the IMFPs for these ele-
lients and also for Al were provided by one of the authors.’!
Chese IMFPs were fitted here with the following expression:

TABLE 1. Values of k; and p; found in the fits of Eq. (7) with n=2 to the
calculated IMFPs of Kwei et al.>! and Chen®® for the indicated elements and
for electron energies between 100 and 2000 eV. The final column shows the
root-mean-square deviation RMS in the fits

RMS
Element k. N ko Pa (A)
Al 3.009 —0.01005 0.047 09 0.8643 0.0350
Fe 34.48 —0.5477 0.052 32 0.8243 0.0337
Ni 112.3 —0.8521 0.052 06 0.8103 0.0484
Cu 18.82 —0.4353 0.044 30 0.8357 0.0625
Pd 207.4 —0.9863 0.065 00 0.8082 0.0464
Ag 706.2 —1.294 0.068 16 0.7803 0.0629
Au 5890.0 -1.751 0.1383 0.6715 0.143
n
xm=j§ k;EPi, %

where k; and p; are fitting parameters, g, is expressed in A
and E in eV, and » is an integer in the range 1<sn=<3.
Equation (3) cannot be linearized for n=2 and, for this rea-
son, nonlinear regression methods must be applied to deter-
mine values of k; and p; . It was found that the best fits to the
calculated IMFPs could be obtained by minimization of the
sum of squared relative deviations

A= N g
~7kn,p1vp29--"pn):2 (T s

z
(8)

where the index k indicates summation over the available
IMFPs. Due to the fact that only a limited number of IMFP
values were available for each element, Eq. (7) with n=2
was fitted to the IMFP data of Kwei ef al. and Chen. The
resulting values of the parameters k; and p; are listed in
Table 1 together with values of the RMS deviation for each
fit. This group has also computed IMFPs for MgO, Al,0O4,
and SiO,."!

It should be noted that there is no physical basis for the
dependence of IMFP on energy given by Eq. (7). This ex-
pression, however, has been successfully used by other au-
thors either with n=1 or n=2.""%

(c) IMFPs of Ding and Shimizu.>* These authors published
plots of the calculated IMFPs versus electron energy for Cu
and An for energies hetween 1 and 10%eV. One of the an-
thors (ZJD) provided an extensive tabulation of the IMFP
values for both elements in the energy range from 1 to
10° V. Fits were made to the IMFPs between 10 and 10° eV
using Eq. (7) with n=3, and the resulting parameter values
are shown in Table 2.

(d) IMFPs of Ashley et al.>>3%~*% Ashley™ reported IMFPs
for electrons and positrons in C, Al, Cu, Ag, Au, and poly-
styrene for electron energies between 40 and 10*eV. The
IMFPs for Al, Cu, Ag, and Au in Ref. 35 are believed to be
more reliable than those given in an earlier report>* because
of the use of an additional restriction on momentum
transfer.® For electron energies above 150 eV, the IMFPs

Qky ks, ..
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TABLE 2. Values of k; and p; found in the fits of Eq. (7) with n=3 to the calculated IMFPs of Ding and
Shimizu™ for Cu and Au and for electron energies between 10 and 10° eV. The root-mean-square deviations
RMS were calculated for the energy range from 50 to 10* eV, i.e., the range of most interest in the present

analysis
RMS
Element k, )2 ky P2 ks Ps A)
Cu 424.1 —1.408 2.047 0.067 33 0.029 86 0.8816 0.141
Au 162.3 —0.8889 —0.016 79 0.8254 0.060 13 0.8254 1.02

for Al, Cu, Ag, and Au from Refs. 34 and 35 agree within a
few percent, but at lower energies there can be differences of
up to 32% for Cu, Ag, and Au.

We now present comparisons of IMFPs obtained using
different models by Ashley et al. because they will be help-
ful in assessing the magnitude of uncertainties in the calcu-
lated IMFPs and because they will enable us to use IMFPs
obtained from the statistical model for Si, Ni, and Ge in our
later evaluation. Specifically, we wish to identify the electron
energy ranges over which the IMFPs computed from differ-
ent models are in substantial agreement. Ashley’s first
puper34 with IMFPs for Al, Cu, . Ag, and Au computed from
optical data contains IMFPs calculated both with and without
corrections for electron exchange; we note that no correction
for electron exchange was made in the IMFP calculations of
Tanuma ef al.,*’ Kwei eral,’’ Chen’! and Ding and
Shimizu.>* Figure 1 shows a plot of the ratios of IMFPs
calculated with the exchange correction to those without this
correction for Al, Cu, Ag, and Au from Ashley’s results.>*
This ratio is less than 10% for electron energies greater than
500 eV, but can be as much as 40% for Al at 40 eV. While
the magnitude of the exchange correction gets larger at lower
energies, as expected, there are clear differences in the mag-
nitude and energy dependence of the correction for the four
metals at energies below 500 eV. Another investigation of
the effects of electron exchange on the IMFP was reported
by Rendell and Penn.*® Their IMFPs were computed using
the statistical model of Ashley ez al.** Values of the IMFP
ratios computed with the exchange correction to those with-

IMFP ratio

RS
Elecfron energy (eV)

Fic. 1. Ratios of IMFPs calculated from optical data with and without a
correction for electron exchange by Ashley>* for Al, Cu, Ag, and Au as a
function of electron energy. Lines have been drawn to connect the calcu-
lated data values.
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out this correction are shown in Fig. 2 for Al and as a single
curve representative of Fe, Co, and Ni. The two curves in
Fig. 2 are of similar shape and magnitude, and indicate that
the exchange correction is close to 10% for an electron en-
ergy of 100 eV and about 15% at 50 eV. The Rendell and
Penn result is considered more reliable because these authors
considered both energy transfer and momentum transfer in
the exchange-scattering process whereas Ashley considered
only energy transfer. :

Figure 3 shows the ratios of IMFPs computed by Ashley*
from optical data and without the exchange correction for Al,
Cu, Ag, and Au to the corresponding IMFPs obtained from
the statistical model (also without an exchange correction).*
For Al, this ratio deviates from unity by less than 7% for
electron energies between 40 and 10* eV. Thus, the statisti-
cal model appears to give reliable IMFPs for a free-electron-
like metal such as Al. For Cu, Ag, and Au, however, the
IMFP ratios are much larger, particularly for low electron
energies. For copper, the deviation of the IMFP ratio from
unity is less than 10% only for electron energies greater than
1000 eV, and the maximum deviation is about 47% at 60 eV.
The deviations of the IMFP ratio from unity for Ag and Au
are less than 10% for energies above 150 eV but can be very
large at lower energies; the IMFP ratio is about 2 for both
metals at 40 eV. i

Figure 4 is a plot of the ratio of the IMFPs calculated for
Si from the statistical model and with an exchange correction
by Tung ez al.*® to IMFPs from the statistical model without
the exchange correction by Ashley et al.*® The exchange cor-

Al
________ Fe, Co, and Ni

IMFP ratio

0 50 100 150 200
Electron energy (eV)
Fic. 2. Ratios of IMFPs calculated using the statistical model with and

without a correction for electron exchange by Rendell and Penn® for Al and
for Fe, Co, and Ni as a function of electron energy.
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IMFP ratio

- Electron energy (eV)

FiG. 3. Ratios of IMFPs calculated by Ashley* from optical data (without
an exchange correction) for Al, Cu, Ag, and Au to the corresponding IMFPs
obtained from the statistical model (without an exchange correction) by
Ashley er al.®® as a function of clectron energy. Lines have beon drawn to
connect the calculated data values.

rection for Si is less than 7% for electron energies of 40 eV
or more. Since Si is a free-electron-like solid (the dominant
energy loss is plasmon excitation, as for Al), the statistical
model® should give reliable IMFDs for this clement for cn-
ergies of 40 eV and greater, as judged by the comparison for
Al in Fig. 3. We thus do not consider further the surprisingly
large exchange correction seen in Fig. 4 for lower electron
energies. We similarly believe that IMFPs calculated for Ge
(another free-electron-like solid) by Ashley et al.®® using the
statistical model and with the exchange correction should be
reliable for electron energies of 40 eV and above.

We have chosen to include the calculated IMFPs for Ni of
Ashley ez al3® in our evaluation because nickel has been
proposed as a reference material for IMFP measurements by
the elastic-peak electron spectroscopy method described in
Sec. 2.2.2. These Ni IMFP calculations were made with the
statistical model and without any exchange correction.*® The
statistical model is unlikely to be reliable for a nonfree-
electron-like solid such as Ni for electron energies lower
than about 200 eV, as indicated by the plots in Fig. 3 for Cu,
Ag, and Au. In addition, the calculated IMFPs for Ni could
have an uncertainty of up to about 20% as judged by the
IMFP ratio for Cu in Fig. 3.

We have fited the calculated IMFPs of Ashley
et al. >34 for Al Si, Ni, Cu, Ge, Ag, and Au using Eq. (7)

Si

IMFP ratio

_.
NW R oo

1o 10l Ve T T
Efectron energy (eV)

FIG. 4. Ratios of IMFPs calculated for Si from the statistical model with an
exchange correction by Tung e al®® to those calculated from the same
model without the exchange correction by Ashley et al.* as a function of
clectron encrgy. Lincs have been drawn to conncct the calculated data
values.

with n=2, and the resulting parameter values are listed in
Table 3. These fits were made for electron energies between
40 and 10* eV with the exception of Ni where the fit was
made for cncrgics between 200 and 10% ¢V for the reason
just discussed. To make meaningful comparisons with the
IMFP results of Tanuma et al.,*” Kwei et al. and Chen,?? and
Ding and Shimizu®! (where no.exchange correction was
made), we have chosen to make the evaluations of IMFPs
calculated by Ashley et al. over restricted energy ranges. For
Al, the exchange correction is less than 10% for electron
energies of 200 eV and above (Figs. 1 and 2), and the evalu-
ation of the Ashley Al IMFPs* was made between 200 and
2000 eV (where the upper limit here corresponds to that for
the IMFPs calculated by the other groups). The exchange
correction is larger for Cu, Ag, and Au (Fig. 1), and for these
metals the evaluations of the Ashley IMFPs>® were per-
formed for electron energies between 500 and 2000 eV (for
Ag) or 10* eV. For Si, the exchange correction appears to be
small for electron energies greater than 40 eV (Fig. 4), and
the evaluation of the Ashley et al. IMFPs® was made for
energies between 50 and 2000 eV. It was decided to evaluate
the Ashley et al. IMFPs® for Ge, a free-electron-like solid,
over the 200 and 10*eV energy range (as for Al). Finally,
the evaluation of the Ni IMFPs*® was made over the
200-10*eV energy range although it was realized that the

TaBLE 3. Values of k; and p; found in the fits of Eq. (7) with n=2 to the calculated IMFPs of Ashley et al. for
the indicated elements and for electron energies between E;, and E,, . The next-to-last column shows the

root-mean-square deviation RMS for each fit

RMS

Element  E, E pax ky k, Pa (A) Ref.
Al 40 10000 13.36 -0.3787 0.07089  0.8206  0.782 35
Si 40 10000 6192  —0.2871 0.06288  0.8382 0475 39
Ni 200 10000 1.704 0.08550 002614 08793  0.0314 38
Cu 40 10000 56.93 —0.5382 006840 07950  0.585 35
Ge 40 10000 163.6 -1.029 005993 08126  0.745 40
Ag 40 10000 4533 —0.9380 006369 07872  0.499 35
Au 4 10000 1297 —1.168 007524 07549 0.772 35

J. Phys. Chem. Ref. Data, Vol. 28, No. 1, 1999
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low-energy limit might have to be increased should there be
evidence of appreciable uncertainty in the low-energy IMFPs
for Ni from the statistical model (as indicated by the Cu
curve in Fig. 3).

(e) IMFPs of Boutboul et al>*** These authors reported
IMFPs for a group of alkali halides (LiF. NaCl., KF, KCl,
KBr, KI, and Csl) and a group of oxides (BeO, MgO, AlL,O3,
and SiO,) for electron energies between 50 and 10*eV.

2.1.4. Uncertainties of Calculated IMFP Values

The uncertainties of the calculated IMFPs from the
sources identified in Sec. 2.1.3. are of two general types: (a)
uncertainties of the optical data for particular materials, and
(b) uncertainties associated with the algorithms used to cal-
culate the IMFPs by different groups. These sources of un-
certainty will now be discussed in turn.

(a) Uncertainties of the optical data. Experimental optical
data for many solids are available in two books edited by
Palik® as well as in other compilations®! and papers. Optical
data may not be available over the entire photon-energy
range of interest, particularly in the soft x-ray region. In such
cases, interpolation may be necessary and atomic photoab-
sorption data can be used for this purpose.62 The energy-loss
function of a material for any photon energy can then be
computed trom the relevant optical constants [Egs. (1) and
@)

As indicated in Sec. 2.1.2., two sum rules were used by
Tanuma ef al.?’ to evaluate values of the energy-loss func-
tion computed from experimental optical data. These sum
rules were satisfied typically to a RMS uncertainty of about
10% for the group of 27 elements analyzed by these
authors.?® This RMS uncertainty was considered acceptably
small by Tanuma ez al.>**" based on the expected reliability

-of the optical data and the fact that interpolations were
needed for about half of the elements. Larger RMS uncer-
tainties (18%) were found by Tanuma ef al.*® in their sum-
rule analyses of energy-loss functions for the group of 15
inorganic compounds, and could be used to identify specific
compounds for which the computed IMFPs were likely to be
less reliable. The optical data for the group of 14 organic
compounds analyzed by Tanuma et al>® satisfied the sum
rules with a RMS uncertainty of about 5%.

It should be kept in mind, however, that the IMFP calcu-
lation is based on an integration of the energy-loss function
[Eq. (2)] while the sum rules are based on an integration of
the first-frequency moment of the energy-loss function [Eq.
(5)] and an integration of the first-inverse-frequency moment
of the energy-loss function.”” The first of these sum rules
emphasizes values of the energy-loss function for large ex-
citation energies corresponding to inner-shell excitations and
the second emphasizes values of the energy-loss function for
small excitation energies (typically 1-100 eV). We believe
that the average of the two sum-rule errors for a given ma-
terial is a useful guide to the likely uncertainty, attributable
to the optical data, in the computed IMFPs for that material.
It is nevertheless conceivable that there might be greater un-

J. Phys. Chem. Ref. Data, Vol. 28, No. 1, 1999

certainty in the energy-loss function (particularly for the fre-
quency region over which the energy-loss function contains
most of the “‘oscillator strength’” for the calculated IMFPs)
that was not detected in the sum-rule tests because of partial
cancellations of errors in different frequency regions.

As noted in Sec. 2.1.2., two groupsﬂ’ﬁ’54 have used ex-
perimental optical data to compute energy-loss functions for
valence—electron excitations in their IMFP calculation and
have used atomic data to describe the contributions of core—
electron excitations. They have tested these computed
energy-loss functions using Eq. (5) with AE,, less than the
binding energy of the shallowest core electrons and Z.g
equal to the number of valence electrons per atom or mol-
ecule. Although such a test is a helpful guide, it is not
exact.”® In any case, the sum-rule errors were not specified in
the original p:aq:>ers.51’53'54 '

(b) Uncertainties associated with the IMFP algorithms.
Tanuma et al.*® have discussed several sources of uncer-
tainty associated with the Penn* algorithm for calculation of
IMFPs. First, the Lindhard dielectric function®**” provides a
physically plausible dependence of the energy-loss function
on momentum transfer. This dependence is expected to be a
reasonable approximation for free-electron-like solids but
less reliable for other solids. While the resulting uncertainties
are difficult to estimate, it has been suggested that they are
about 10% for free-clecuou-like solids and energies above
200 eV.* Second, the effects of exchange and correlation are
neglected and these are expected to be more significant at
energies less than 200 eV (and lead to a larger IMFP). Figure
2 indicates that the exchange correction could be between
about 10% and 15% for electron energies between 50 and
100 eV. _

Finally, the IMFP calculations are for bulk solids whereas
the detected electrons in AES and XPS originate close to the
specimen surface and traverse the specimen—vacuum inter-
face. It is known that the inelastic scattering modes near a
surface are different from those for the corresponding bulk
material and that surface plasmons can be excited in the sur-
face region of frec-clectron-like solids.!®%% In such solids,
there is a rough cancellation of two effects: an increase in the
total inelastic scattering cross section due to the excitation of
surface plasmons and a decrease in this cross section due to
a reduced rate of bulk plasmon excitation near the
surface.'*® The extent of this approximate cancellation,
however, depends on the electron energy and the angle of
electron incidence or emission.

Ding® has recently developed a formalism to describe
bulk and surface inelastic-scattering cross sections near a
surface as a function of electron energy, electron direction,
and distance from the surface. With the use of .a Drude—
Lindhard model dielectric function, specific calculations
were made for Mg, Si, Ag, and Au surfaces. Ding found that
the assumption of a depth-independent IMFP is a reasonable
approximation for Au at near-normal emission and for elec-
tron energies greater than 100 eV.

Two other recent studies®> have shown that the assumption
of a constant (bulk) IMFP in the surface region is a.good



ELECTRON INELASTIC MEAN FREE PATHS 29

approximatibn for Si (for electron energies between 500 and
2000 eV), Ni (800 eV), Cu (800 eV), and Au (500-2000 eV)
at zero angle of incidence or emission. In an analysis of
electron energy-loss spectra (measured in a reflection-type
geometry), Yubero et al.® found that the effective IMFPs (in-
volving both bulk and surface excitations) for 300, 800, and
2000 eV electrons in Si and three different experimental con-
figurations were less than the corresponding bulk IMFP val-
ues calculated by Tanuma ez al.;¥ the decrease was greater
for low-energy (300 eV) electrons and non-normal electron
incidence or reflection, and could then be more than a factor
of 2. In a similar analysis of Fe energy-loss spectra, Yubero
et al.’ found that the effective IMEPs were greater than the
bulk values of Tanuma et al.*’ by as much as 30% for nor-
mal incidence and emission but less than the bulk values for
most of the other configurations that were considered; the
decrease could then be up to more than a factor of about 2
for 300 eV electrons and non-normal incidence or emission.
For an electron energy of 800 eV at normal incidence and
emission, the effective IMFP for Si was about 13% less than
the bulk value of Tanuma et al.*’ while for Fe the effective
IMFP was about 23% greater than the bulk value.

Chen!® evaluated the effect of surface excitations on
IMFPs measured by elastic-peak electron spectroscopy
(EPES) measurements for Cu and Ag. In this analysis, he
used IMFPs obtained from the early EPES experiments by
Dolinski et al.% with a retarding-field analyzer having an
acceptance angle of about 44°. Chen found that the IMFPs

corrected for the effects of surface excitations were larger |

than the measured values by amounts ranging from about
12% at 1500 eV to about 40% at 250 eV. After this correc-
tion, the IMFPs measured by Dolinski et al. % were in much
better agreement with the bulk IMFPs of Tanuma et al.*’
However, later measurements by Dolinski et al. for Cu and
Ag (to be presented in Sec. 3) gave IMFPs that were larger
than the previous values and which were in reasonable agree-
ment with the bulk IMFPs of Tanuma ef al. (without any
correction for surface excitations). In general, the extent to
which the IMFPs measured by EPES differ from the corre-
sponding bulk values (on account of surface excitations) is
expected to depend on the material, the surface roughness,
the electron energy, and the incidence and emission angles
for the experiments.'®5® Further information on EPES for
measuring IMFPs will be presented in Sec. 2.2.2.

It has been commonly believed for many years that the
effects of surface excitations in electron energy loss (EEL)
and EPES experiments should be greater than in AES and
XPS experiments because the detected electrons traverse the
specimen—vacuum interface twice in the former case and
only once in the latter. Ding®’ has recently calculated the
EEL spectrum of Au on the basis of different models and has
:found that the outgoing electron has a much greater probabil-
1ty of causing surface excitations than the incoming electron.
He has also estimated that the effective IMFP for EEL and
EPES experiments would be about 10% less than the corre-
sponding bulk IMFP at 1 keV."

With the exception of the IMFPs calculated for Si, Ni, and

Ge by Ashley,*® ™ all of the calculated IMFPs evaluated in
Sec. 3.2.1. have been obtained using experimental optical
data. While the calculational approaches used by different
groups are very similar, there are some differences in the
technical approach, as noted in Sec. 2.1.2. It is difficult to
estimate the magnitude of the effects of these different ap-
proaches on the derived IMFPs. Instead, we will make com-
parisons of calculated IMFPs in Sec. 3.2. to determine the
variability of IMFPs for the same material obtained by dif-
ferent groups.

2.2. Sources of Measured IMFP Values
for the Evaluation

2.2.1. Overlayer-Film Method

In the early years of AES and XPS for surface analysis,
many measurements of what was then believed to be the
IMFP were made using the so-called overlayer method.®® In
these experiments, a film is deposited in layers of increasing
thickness on a substrate, and measurements are made of the

~ peak intensitics of Auger clectron or photoclectron features

of the substrate (/) or overlayer (I;) as a function of film
thickness or emission angle. We have

Il=I°°[1—exp( - ) (9a)
! )\5 cos
for the overlayer signal, and
d
I=I exp( ~ Neos a) (9b)

for the substrate signal. In Eq. (9), d is the overlayer thick-
ness, « is the electron emission angle with respect to the
surface normal, I; is the intensity measured for the bulk
overlayer material, and I is the intensity measured for the
bulk substrate material. The terms \; and \{ in Eq. (9) are
the IMFPs in the overlayer material at the electron energies
corresponding to thc AES or XIS signals from the overlayer
and substrate, respectively. These IMFP values are readily
determined from the measured dependencies of the ratios
L/I7 and I, /19 on overlayer thickness d or emission angle

. a Seah and Dench®® reviewed IMFP measurements made by

the overlayer method prior to 1979 and developed empirical
formulas for the IMFPs in different classes of materials. Cri-
tiques of these and other predictive IMFP formulas have
been published.®70®

Two major types of scientific problems are associated with
the overlayer method for determining IMFPs and in evaluat-
ing the results of measurements by this method; a possible
third problem also exists. The first scientific problem with
the overlayer method is experimental. Unfortunately, there
are numerous sources of experimental uncertainty. These
sources of uncertainty, which have been discussed in detail
elsewhere,®"° include lack of film uniformity, the effects of
surface excitations (e.g., surface plasmons), the effects of
interferences between so-called intrinsic (or shake-up) exci-
tations and extrinsic excitations occurring during electron
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transport, atomic reconstruction at the surface and at the
substrate/overlayer interface, intermixing at the substrate/
overlayer interface, uncertainties in film-thickness measure-
ment, and the effects of angular anisotropies in electron
transport. It is very difficult to make reliable estimates of
these effects on reported IMFPs (particularly in retrospect).
Concerning the issue of film uniformity, it has only been
possible with the advent of scanning tunneling microscopy
and atomic force microscopy instruments to characterize
overlayer-film morphologies in the early stages of film
growth during the past 15 years. These investigations have
shown that film growth is generally much more complex
than was thought likely in the early overlayer experiments to
measure IMFPs. "

The second scientific problem with the overlaycr method
is conceptual. Equation (9) was derived on the implicit as-
sumption that elastic-electron scattering was insignificant
and, as a result, the electrons were considered to move on
straight-line trajectories from their point of emission to the

specimen surface. It is now well established, however, that -

elastic-electron scattering is often significant in AES and
XPS;77 as a result, the signal electrons have, on the aver-
age, longer trajectories than would be the case if elastic scat-
tering were negligible. The effects of elastic scattering are
particularly pronounced in XPS because the photoionization
process is anisotropic.”""? The dependence of AES and XPS
signal intensities on film thickness will, in general, not be
exponential although for some common experimental condi-
tions (particularly in AES) the dependence is at least ap-
proximately exponential. In these cases, the experimental pa-
rameters describing the dependence [\! and A in Eq. (9)] are
the effective attenuation lengths (EALs).6 A separate term is
needed to describe the electron attenuation because the IMFP
can be larger than the corresponding EAL by up to about
30%.70®)

Another consequence of the effects of elastic-electron
scattering is that a measured EAL for a given overlayer ma-
terial is not a well-defined parameter but instead depends on
the atomic number of the particular substrate, the electron
emission angle, and the acceptance solid angle of the elec-
tron energy analyzer, as shown by Jablonski and Ebel’* and
by J ablonski and Tougaard.” The latter authors investigated
differences between the EAL and the IMFP based on simu-
lations of XIS measurements with diffcrent cxperimental
configurations for a silver overlayer film of different thick-
nesses on different substrates. They used a bulk IMFP of
13.0 A in silver*’ (for photoelectrons excited from the Ag 3d
subshell by Mg K & x rays), and found that the corresponding
EAL varied between 9.1 and 13.4 A depending on the sub-
strate, the range of Ag thicknesses, and the configuration. In
principle, an analysis of the effects of elastic—electron scat-
tering could be made for the particular materials and instru-
mental configurations used to obtain published EALs in or-
der to derive corresponding IMFPs. In practice, such
analyses would not be worthwhile because of the large com-
putational effort involved and particularly because of the
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many sources of uncertainty in the experimental measure-
ments that were identified above.

The possible third problem concerns the natural tendency
of most scientists to report results that are consistent with the
prevailing wisdom of the time. It was realized at an early
stage in the use of the overlayer-film method that the films
might not be deposited uniformly and that the AES or XPS
signal intensities would then not vary exponentially with film
thickness [as indicated by Eq. (9)]. It was therefore thought
reasonable for experimentalists to discard data that did not
show the expected exponential dependencies. Although raw
data were often not published, we can reasonably assume
that most of the reported EAL values were derived from
measurements that were judged to be consistent with Eq. (9).
Later work, which considered elastic-electron sr:atteting,71
showed that the AES or XPS signal intensities. need not, in
general, depend exponentially on film thickness because of
the effects of elastic-electron scattering. It is therefore likely
that at least some of the early published EAL values could be
incorrect because they were based on the assumption, now
known to be mistaken, that exponential signal variations
were indicative of high-quality data. In actuality, some dis-
carded data might have been more reliable (although analysis
with consideration of elastic-electron scattering would not
have been possible then). The fact that many published AES
or XPS signal intensities show an essentially exponential de-
pendence on film thickness should not necessarily lead to the
conclusion that the overlayer films were uniform or that
elastic-scattering effects were insignificant.

We finally examine the consistency of published EAL val-
ues obtained, with one exception, by use of the overlayer-
film method.”% Figures 5 and 6 show plots of replicate
measurements of EALs for silicon and silicon dioxide, re-
spectively, according to year of publication. In each figure,
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AL values are given for two electron energies correspond-
g to XPS from the Si 2p shell with Al and Mg character-
ic x rays. For those experiments where the uncertainties of
e EAL measurements have been estimated (less than half
“the published reports), the standard deviations were about
1%—-15% in most cases. For Si, however, the ratio of the
rgest to the smallest EAL values (for E=1157 eV) is three.
[though one might think of the extreme EAL values for Si
“outliers,” the smallest EAL values (published in 1988)
ems to have been measured carefully; later EAL measure-
ents, however, cluster close to the averages of earlier mea-
rements. For Si0,, the ratio of the largest to smallest EAL
lues (for E=1153eV) is 1.8. The range of measured EALs
r both Si and SiO, is clearly much greater than would be
pected from the uncertainties reported for some of the
easurements. We can also examine the ratios of EALs re-
irted in a single paper based on XPS measurements with Al
d Mg x rays since these ratios should have much smaller
icertainties than the EAL values themselves. Nevertheless,
ese ratios range from 1.03 to 1.24 (while the corresponding
1FP ratios are close to 1.15).4748
We believe that the large EAL ranges for each electron
ergy in Figs. 5 and 6 and the large range of EAL ratios for
¢ two energies from individual papers are due to the ex-
rimental and conceptual problems discussed above. It is
sarly critical that the experimental uncertainties be brought
Wder control and reduced to a desirable level (e.g., 10% or
38 if possible). When this is done, it would be worthwhile
make a correction for the effects of elastic scattering on
¢ EAL values so that meaningful comparisons could be
ade with the corresponding IMFP results.”"’> At the
esent time, however, the uncertainties of measured EAL
illles are too large for meaningful comparisons to be made
ith calculated IMFPs, and we will not consider the EAL

values further in our evaluation of calculated and measured
IMFPs. We also recommend that published EAL values be
used with great caution because the uncertainties are not ad-
equately documented.”®”? In addition, we point out that the
Seah and Dench predictive EAL formulas were derived be-
fore the experimental and conceptual problems with the
overlayer method were fully appreciated. We recommend
that these formulas be used now only as qualitative guides.

2.2.2. Elastic-Peak Electron Spectroscopy Method

IMFP values, in agreement with the ASTM definition,®
can be determined from measurements of the intensity of
electrons elastically backscattered from a given solid at vari-
ous energies relative to the intensity of the incident beam. It
is necessary, however, to make use of a model for describing
elastic scattering of electrons into the acceptance solid angle
of the electron energy analyzer. The present models of elastic
scattering by the specimen material are based on the assump-
tion that the solid is sufficiently amorphous or disordered for
diffraction or channeling phenomena to be negligible. The
solid is thus considered to consist of a random arrangement
of atoms. While this assumption may appear to be a drastic
simplification, it is nevertheless considered reasonable be-
cause the specimen surface is often cleaned by ion bombard-
ment and this process generally leads to a disordered surface
region. Clearly, the ion energy should be large enough so
that the thickness of the disordered region is greater than the
information depth in the measurement of the elastic-
backscattering coefficient. In this section, we describe mod-
els used to account for elastic-electron scattering in the ex-
periments and give details of the measurement and data-
analysis procedures.

It has been shown that theoretical models of electron
transport in solids describe the phenomenon of elastic-
electron backscattering very well. Schilling and Webb®®
measured the angular distribution of electrons backscattered
from liquid Ilg. Thesc authors proposed an analytical formal-
ism expressing the elastically backscattered intensity in
terms of the differential elastic-scattering cross section
do,/dS) and the total attenuation coefficient u,

/J,,=,LL,-'|'N0'3, (10)

where u; is the attenuation coefficient for inelastic scattering
and o, is the total elastic-scattering cross section. Schilling
and Webb® varied u, to obtain best agreement of the theo-
retical predictions with the experimental data. They also
listed the resulting values w, as a function of energy in the
range 100-500 eV. In this way, one can determine the
inelastic-scattering contribution u; if a value of ¢, is known
or assumed. Schilling and Webb® found that the contribu-
tion of single-elastic scattering to the backscattered current
was dominant although the contribution of multiply scattered
electrons was not negligible.

From a very approximate analysis of elastic-electron back-
scattering, Gergely®’ found that the elastic-backscattered in-
tensity was proportional to the IMFP. However, he did not
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attempt to describe this relation quantitatively. The acronym
EPES (for elastic-peak electron spectroscopy) appears to be
used there for the first time to describe analytical applica-
tions based on the elastic-peak intensity in different materi-
als. This acronym is now frequently used to indicate a useful
method for determining IMFP from the elastic-peak inten-
sity.

Schmid,®® in his thesis, derived a relation between the
backscattered intensity and the IMFP that was similar to the
expression of Schilling and Webb [Eq. (10)].8¢ For normal
incidence of the primary beam, the elastically scattered in-
tensity dI, , within a solid angle d{) after one elastic scatter-
ing event is given by

ar,
ETo) —ION 0 j exp(— u;z)exp(u,z/cos 0)dz,

(11)

where I, is the primary beam current, do-, /d(} is the differ-
ential elastic scattering cross section, z is the depth from the
surface at which the elastic collision occurs, and @ is the
scattering angle. On integration, we obtain

LI do, cos@
dQ 077 AQ (cos6-1)°

where \, is the total mean free path defined by

(12)

: 11\
\=Up,=[N(o,+ a,.)]—1=()\— + X_.) . (13)
e 14

In this expression, o; is the inelastic scattering cross section,

. is the elastic mean free path, and \; is the IMFP. In a

similar way, the elastically backscattered intensities were de-

rived for electron trajectories having more that one elastic

collision. These intensities were also related to the parameter

) Schmid® was the first to propose that the IMFP could be

determined by fitting a value of A, to the expression describ-

ing the backscattered intensity. The IMFP could then be cal-
culated from the expression

)\iz)\e)\t/()\e+)\t)' (14)

In this way, IMFP values for some elemental solids were
determined for electron energies between 150 and 1500 eV.
Since these values have not been published (although
Schmid et al.®° described the use of elastically reflected elec-
trons for surface characterization as suggested by Gergely®’),

we show the Schmid IMFPs for Al, Cu, Ag, and Au in Fig. -

7 together with IMFPs calculated for these solids by Tanuma
et al¥

A weak point in the formallsm of Schmid®® is the neces-
sity to estimate the elastic mean free path of electrons for a
given solid and electron energy. It has been pointed out’>%
that the parameter A, is not well defined since elastic-
scattering events occur mainly in the forward direction (that
is, for near-zero scattering angles). These elastic collisions
have a weak influence on the electron trajectory. Further-
more, the total elastic-scattering cross section depends
strongly on the electron—atom interaction potential used in
the calculations. For this reason, the parameter A, is not
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recommended for describing clectron transport. Neverthe-
less, the Schmid IMFPs in Fig. 7 agree reasonably well with
the calculated values although for two solids (Al and Ag) the
measured dependence of the IMFP on energy is stronger than
expected from the calculated IMFPs.

The first reports of investigations to determine the IMFP
from measurement of the elastic backscattering probability
were published by Jablonski et al.”? Tnitially, a very simple
model of elastic backscattering was introduced to circumvent
the problem of estimating the elastic mean free path. This
model was based on the assumption that an electron leaving
the solid underwent only one large-angle scattering event
(sufficient for backscattering into emission angles accepted
by the analyzer). All other elastic scattering events were as-
sumed to be small and were ignored. In this case, we obtain

dr I N do, z (cos 6—1)

aa ot an EXP "N\ cosf
i do, cosd
CRFTY (cos @—1)° (15)

Integration of Eq. (15) over the range of emission angles .
accepted by the analyzer gives

7e=NiNoes, (16)

where 7,=1I/I; is the probability of elastic backscattering
from a given surface into the analyzer, and

-2 J’9z=1r do, cosé@
Teff =<7 9,=w2d} (cos 6—1)

singde  (17)
is the effective total elastic-scattering cross section (here cal-
culated for backscattering into all angles from the surface).
Despite the considerable simplicity of this model, the single-
large-angle-scattering formula was found to provide reason-
able IMFP values for numerous materials. The good perfor-
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mance of this formula was later discussed by Dwyer” who
applied the transport approximation to describe elastic back-
scattering.

A major development in the theoretical description of
elastic backscattering was the application of the Monte Carlo
method to simulate the measurements.”> This approach
makes it possible to implement a theoretical model with re-
alistic electron trajectories and especially to account properly
for multiple elastic collisions. The Monte Carlo method has
been used to derive most of the published IMFPs obtained
with the EPES method.

The Monte Carlo algorithm is based on the following as-
sumptions:

(1) The scattering centers are randomly distributed in the
solid, and are well approximated by the potentials of
isolated atoms; the solid is thus assumed to be amor-
phous or polycrystalline.

(2) The electron trajectory is considered as a ‘‘random
walk’’ in which the electron direction is changed only by
elastic scattering.

(3) Multiple elastic-scattering events along the electron tra-
jectory are described by the Poisson stochastic process.

The distribution W(8) of polar scattering angles is related
to the differential elastic-scattering cross section by:

do,/dQ

wW(o)=2m sin . (18)

. e
The azimuthal scattering angles ¢ are assumed to be distrib-
uted uniformly in the angular. range from 0 to 7. From the
second and third assumptions above, the distances between
elastic collisions A are described by an exponential distribu-
tion

SOA)= (1N Jexp(—A/N,). (19)

A Monte Carlo program is used to generate values of 6, ¢,
A, and the depth of photoelectron emission z, and thus to
construct an electron trajectory in the solid. This trajectory is
followed until cither the clectron leaves the solid or its length
becomes too large for the trajectory to contribute signifi-
cantly to the backscattered current.

The contribution to the elastic backscattered current cor-
responding to the kth trajectory is calculated from

if an electron leaves the solid

H

(20)

where x, is the total trajectory length. The elastic backscat-
tered current is calculated from

exp(—x/\;)

AlL=
710  otherwise

1 n
1=~ AL, (21)
nij=1

where n is the number of generated trajectories. This number
u§ually needs to exceed 10° to obtain reasonable precision.
Simulations of the same type are repeated for different input
values of the IMFP. The calculated dependence of the inten-

sity I on the IMFP is called a ‘‘calibration curve,”” and is
used to determine the IMFP from a measured value of 7.
This process is facilitated by fitting the calculated calibration
curve with an analytical expression. The following function
has been found useful for this purpose”

I=Nogh;+F\%, (22)

where F is a fitting parameter.

The differential elastic-scattering cross sections used in
the original report’ describing the Monte Carlo algorithm
for EPES were calculated using the first Born approximation
(FBA). In general, the FBA tends to be more accurate for
elements with low atomic numbers and for high electron
energies. It is difficult, however, to define limits for the va-
lidity of the FBA. Ichimura e al.’* found that screened Ru-
therford cross sections (the cross section calculated using the
FBA with a screened Coulomb potential) often differ consid-
erably from cross sections calculated with the more reliable
partial-wave expansion method (PWEM). Differences of this
type have been observed for electron energies up to 20 keV
and a range of elements (Al, Cu, Ag, and Au). Only for Al at
energies greater than 3 keV and scattering angles greater
than 15° were the ratios of these two cross sections close to
unity. Large differences in the two cross sections were found
for Cu, Ag, and Au even at an energy of 20 keV. For ex-
ample, the ratios of the cross sections for Cu at 3 keV and
scattering angles between 150° and 180° were greater than
2. Similar results were obtained later by Jablonski® and
Jablonski er al.”® Thus, IMFP values derived from early
EPES measurements and use of the Monte Carlo algorithm
with differential cross sections calculated from the FBA may
have significant systematic uncertainty. IMFP values result-
ing from Monte Carlo simulations with PWEM elastic-
scattering cross sections were published later by Dolinski
et al”®

The procedure described above was used in early measure-
ments of the elastically backscattered current with a
retarding-field analyzer (RFA) having a polar acceptance
angle of about 44°.9%% To mcasurc the primary becam cur-
rent I, the incident beam was deflected to the RFA collector
by applying a sufficiently negative voltage to the specimen in
such a way that this beam produced a visible light spot of
5-10 mm diameter on the luminescent screen of the collec-
tor. The energy distribution of the primary beam was mea-
sured and the area under this distribution was used as a mea-
sure of the primary current. The current I of electrons
elastically reflected from the specimen was measured with
the RFA operated in its usual manner. The ratio ,=1/I; can
then be compared with a calibration curve from Monte Carlo
simulations [such as Eq. (22)] to derive an IMFP. The pro-
cedure of Dolinski ez al.”™® gives absolute IMFP values and
does not require separate absolute measurements of I, (e.g.,
with a Faraday collector) and I (which would involve mea-
surements of the transparency of the grids and the efficiency
of the collector in the RFA).

Many workers have found it convenient to make EPES
measurements with commonly available AES and XPS ana-
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lyzers. To avoid the need for making absolute measurements
of Iy and 1, it is also convenient to measure the ratio I/1; of
elastic-peak intensities for two materials; here [ is the elastic-
peak intensity for the specimen of interest and I; is the
elastic-peak intensity for a reference or standard material for
which IMFPs are known.”>**!® The measurements of 7 and
I, need to be made at the same electron energy and under the
same experimental conditions (e.g., the same beam current /,
and the same analyzer settings). As before, Monte Carlo
simulations are made for the specimen material using differ-
ent input IMFP values; similar simulations are made sepa-
rately for the standard material to obtain the value of I;. The
calibration curve in this case is a plot of the calculated ratio
I/1; versus input IMFP values for the specimen material.
This procedure was suggested in 1985,°*'and the first appli-
cations were published several years later.”>'®® Presently,
this is the most frequently used approach for IMFP measure-
ments by EPES. The selection of a suitable standard material
is discusscd in Scc. 2.2.3. »

Application of the EPES method with Monte Carlo simu-
lations involves many computations. The elastic-
hackscattering probability is rather small and thus a large
number of trajectories (10% or more depending on the solid
angle of the analyzer and the scattering properties of the
solid) must be generated to obtain reasonable statistics. The
simulations must be repeated for different assumed values of
\;. Unfortunately, tabulation of the calibration curves in
some universal form does not seem to be realistically pos-
sible because the curves depend on the experimental con-
figuration (electron incidence angle, emission angle, analyzer
acceptance angle), the solid, and the electron energy. Some
calibration curves calculated for 500 eV electrons, a silicon
specimen, and with nickel as a reference material are shown
in Fig. 8 for different electron emission angles. As can be
seen, the dependence of the ratio I/I; on \; is monotonic but
the value of 1/1; depends strongly on emission angle. A pos-
sible way to decrease the computational effort is to develop
an analytical description of elastic-backscattering effects. It
seems likely that an analytical expression, with reliability
sufficient for EPES applications, could be derived from a
solution of the kinetic Boltzmann equation within the so-
called transport approximation.'®*'®* This theoretical ap-
proach has been found to describe the transport of photoelec-
trons and Auger electrons in solids generally very well
although the agreement between the two approaches is not as
good for low-atomic-number elements such as AL19%104

Beilschmidt ez al.'” derived an analytical formalism
based on the transport approximation for EPES calculations.
Details of the theoretical model were published separately by
Werner ez al.'®! These authors accurately described the first
one or two elastic collisions of an electron entering a solid,
and the angular distribution after these collisions was as-
sumed to be the source function for the subsequent analysis
using the transport approximation. Additional elastic colli-
sions were treated using the transport approximation which
is based on the following assumptions:
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(1) the angular distribution of electrons after an elastic-
scattering event is isotropic;
(2) the characteristic length for elastic scattering is the trans-
port mean free path \:
" do, \7!
Ae={27N | (1—cos@)—=sinfdf| . (23)
A 0 dQ

This approach, however, requires knowledge of the elastic
mean free path as an input parameter. Specifically, the back-
scattered intensity derived from the single-scattering trans-
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jort approximation and the double-scattering transport .ap-
yroximation is expressed in terms of the parameter:

)\e()\lr+ )\z)

a= " T -
)\tr()\i+)\e)

jome additional simplifying assumptions were made by
Nerner et al.'®! to facilitate the derivation. Nonetheless, the
inal expressions describing the elastically backscattered in-
¢nsity are rather complex and this complexity may hinder
heir implementation by others.

Werner et al.'® compared the angular distributions of
yackscattered electrons from their analytical model with re-
sults of Monte Carlo calculations and experimental data. The
ests were made over a wide energy range (200-2000 eV)
ind for a wide range of atomic numbers (Al, Ni, Cu, Ta, P,
ind Au). Angular distributions calculated from the analytical
nodel and the Monte Carlo simulations for Al, Cu, Ta, and
Au agreed extremely well, within the thickness of the plotted
lines in most cascs. Comparisons of the angular distributions
from the analytical model with experimental data were made
after normalizing the measured intensities to the calculated
intensities at a selected scattering angle (60° or 120°). Rea-
sonable qualitative agreement was found in these compari-
sons, with the shapes of the distributions being similar in all
cases (Al, Ni, Pt, and Au), especially the positions of
maxima and minima. When using the analytical approach,
however, one should be aware that the concept of a first
elastic collision is related via the elastic mean free path to the
elastic scattering cross section. On the other hand, the cross
section (and consequently the source function) depends con-
siderably on the interaction potential used in the
calculations.® We expect that a change of the interaction po-
tential will affect the source function and eventually the re-
sults from the transport approximation. In other words, for
some elastic scattering cross sections (or interaction poten-
tials), even two elastic collisions will not sufﬁciently ran-
domize the electron directions of motion.

Measurement of IMFPs by the EPES method has many
advantages. Measurements can be made with the clectron
spectrometers typically used for surface analysis. It is not
necessary to prepare and characterize thin films of the type
needed for the overlayer-film method (Sec. 2.2.1.). The
EPES method is nondestructive and can be applied locally
(e.g., to a given spot on the specimen material). In principle,
an EPES measurement could accompany a quantitative
analysis by AES or XPS (although some additional measure-
ment time would then be needed). The EPES formalism can
easily be extended to multicomponent solids. In early re-
ports, the single large-angle scattering - theory was
generalized®"!%® and applied to an alloy.!® In more recent
studies, IMFP values were -determined for alloys'®'%” and
compounds'®!% ysing a standard material and a Monte

Carlo algorithm modified to describe multicomponent speci--

mens.

2.2.3. Sources of Measured IMFP Values

We consider here sources of IMFP measurements made
with the EPES method. As discussed in Sec. 2.2.2., the mea-
sured IMFPs are expected to be reliable when the following
conditions for the EPES theoretical model are met:

(1) proper account is taken of multiple elastic-scattering col-
.lision events; and

(2) differential elastic-scattering cross sections are used
from PWEM calculations.

IMFP values published in the early papers introducing the
EPES method®®®"*? do not satisfy these conditions, and
therefore will not be considered further. The algorithm de-
veloped by Schmid®® requires knowledge of the elastic mean
free path which is not recommended as a characteristic
length for description of electron transport in solids (as dis-
cussed in Sec. 2.2.2.). Furthermore, the theoretical treatment
of multiple elastic scattering seems to be oversimplified.
Jablonski et al.”’* used elastic-scattering cross sections
based on the first Born approximation. Although these cross
sections and the single large-angle scattering theory”* give
reasonable IMFP values (despite the simplicity of this ap-
proach), the backscattered intensities from this method devi-
ate noticeably from the predictions of theories that use more
accurate cross sections and that take account of multiple

- elastic-scattering events.

We decided to include IMFPs from the theoretical model
of Werner et al.'®"1% in our evaluation despite the fact that
this model requires the elastic mean free path as an input
parameter. These authors performed extensive tests which
indicate that their theoretical model gives results in good
agreement with Monte Carlo simulations and experimental
data. Furthermore, as mentioned earlier, the transport ap-
proximation was found in other studies'®!™ to describe
multiple elastic collisions of Auger electrons and photoelec-
trons in solids reasonably well, especially in cases where the
source function did not change substantially with direction
(i.e., when the anisotropy of photoelectron emission is
small). Nevertheless, the IMFPs of Beilschmidt et al.'® will
be clearly distinguished in the following sections from
IMFPs resulting from Monte Carlo calculations.

Most of the published IMEP values for elemental
solidg®~100.107.109-118 fromy the EPES method were obtained
from Monte Carlo calculations based on PWEM elastic-
scattering cross sections. Table 4 lists these sourccs of mca-
sured IMFPs (from papers published prior to June, 1998)
together with the range of electron energies in the measure-
ments. Plots of measured IMFPs versus energy for a given
material and source (to be presented in Sec. 3) often show
considerable scatter. It was convenient for our evaluation of
the measured IMFPs to fit these values with the simple

expressmn 99,100,102,107,117

N;=kE?, (24)

where k and p are fitting parameters [that is, Eq. (7) with
n=1]. Systematic deviations from this simple exponential
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TABLE 4. Sources of IMFP measurements made with the EPES method and in which multiple elastic-scattering
events were simulated by Monte Carlo calculations. We show the minimum (E,,) and maximum (£,
electron energies for which IMFPs were measured, give values of the parameters & and p found from fits of Eq.
(24) to the measured IMFPs, and show values of the root-mean-square deviation RMS for each fit

E min E max RMS

Element (eV) (eV) k P (A Ref.
Carbon (glassy)® 270 2350 0.267 0.696 3.59 99
Carbon (graphite)® 270 2350 0.118 0.751 4.77 99
Magnesium® 700 2000 0.0452 0.919 0.886 115
Aluminum® 50 2500 0.1183 0.763 3.49 112
Aluminum® 600 2100 0.0636 0.828 0.978 115
Silicon® 500 3000 0.0650 0.867 2.12 110
Silicon® 100 5000 0.1129 0.797 3.74 111
Silicon” 100 1500 0.1599 0.745 1.47 112
Silicon® 600 2200 0.0635 0.859 0.494 115
Chromium® 500 3000 0.1515 0665 = 1.02 110
Iron® 50 3000 0204 0.640 456 112
Iron® 600 2000 0.0567 0.791 0.529 115
Cobalt* 200 1000 0.490 0.436 0.799 107
Cobalt® 200 1000 0.358 0.553 1.82 107
Nickel® 270 2350 0210 N 592 243 99
Nickel” 600 - 2200 0.0409 0.834 0552 115
Copper® 250 1500 0.0266 0.879 0.381 97
Copper® 250 1500 0.0475 0.794 0.743 98
Copper® 150 2000 00493 0 R30 740 113
Copper® 500 3000 0.1242 0.700 1.22 114
Copper® 600 2100 0.0393 0.854 0.530 115
Copper® 400 1600 0.1442 0.694 0.331 109
Gallium® 500 2200 0.0240 0.946 0.761 115
Germanium® 500 3000 0.234 0.660 1.25 110
Germanjum® 100 5000 0.250 0.640 5.82 111
Germanium® 100 1500 0.319 0.604 1.19 112
Germanium® 500 2100 0.0814 0.811 0.898 115
Molybdenum® 500 3000 0.0635 0.767 215 110
Molybdenum® 50 2000 0.842 0.425 275 112
Palladium® 200 1000 0.878 0.383 0.295 107
Silver® 500 3000 0.0900 0.699 0.725 100
Silver? , 250 1500 0.0939 0.704 0.600 97
Silver? 250 1500 0.0922 0.697 0.781 98
Silver® 250 1700 0.211 0.620 0.747 113
Silver® 600 2000 0.0944 0.718 0.799 115
Indium® 100 1400 0.1702 0.661 1.15 116
Antimony® 600 2200 0.0676 0.815 2.24 115
Tellurium® 600 2200 0.0827 0.800 1.26 115
Tontalum® 500 3000 0.084 0.669 1.21 117
Tungsten® ) 500 3000 0.112 0.623 0.717 117
Tungsten’ 250 1500 0.0727 0.742 0.671 118
Platinum? 270 2350 0.431 0.451 1.70 99
Gold? 500 3000 0.178 0.587 2.52 117
Gold® 150 2000 0.0244 0.911 0.794 113
Gold® 600 2000 0.1058 <0675 0251 115
Thallium® 600 2000 0.0508 0.817 0.959 115
Lead 600 2000 0.1545 0.716 0.512 115
Bismuth® 600 2200 0.0776 0.792 0.608 115

“Published parameters k and p.

YExponential dependence fitted to original numerical values provided by the authors.
“Exponential dependence fitted to values taken from a published plot.
9Exponential dependence fitted to the published numerical data.

dependence did occur, particularly for low electron energies,
but these were smaller than the scatter of the experimental
values about the fitted curve. Similar fits with a larger num-
ber of parameters therefore did not seem to be useful. Table
4 contains values of k and p for each material and source
together with the root-mean-square deviation for each fit.
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Acceptable IMFP values may also be obtained from the
approximate analytical model based on the transport
approximation.'®'®2 Nevertheless, as discussed in Sec.
2.2.1., differences from the IMFPs based on Monte Carlo
calculations can, in general, occur. Values of the parameters
k and p obtained from fits of Eq. (24) to the Beilschmidt
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TapLE 5. Elements for which IMFP values were determined by Beilschmidt
ot al.'? from EPES measurements and an approximate analytical theory.
We show the minimum (Ey;,) and maximum (E,,) electron energies for
which IMFPs were measured and give values of the parameters k and p
found from fits of Eq. (24) to the measured IMFPs

Emin Emax . RMS
Element V) (eV) k P A)
Aluminum® 250 1500 0.282 0.655 1.88
Aluminum® 250 1500 0.1839 0.721 1.65
Aluminum® 250 1500 0.0589 0.896 2.33
Nickel® 250 1500 0.943 0.379 177
Nickel® 250 1500 0.597 0.450 1.81
Nickel® 250 1500 0.374 0.462 1.07
Platinum* 250 1500 0.1890 0.609 0.827
Platinum® 250 1500 0.0577 0.793 1.50
Platinum® 250 1500 0.0959 0.665 0.655
Gold® 250 1500 0.1051 0.700 0.905
Gold® 250 1500 0.0456 0.831 1.35
Gold? 250 1500 0.0713 0.711 0.796

2Gold reference.
bplatinum reference.
°Nickel refercnce.
dAluminum reference.

¢t ul. IMIDs arc listed in Table 5 with the corresponding
root-mean-square deviations. For each of the four elements,
the parameter values depend on which of the other three
elements was selected as the standard material.

We now consider the procedures and experimental con-
figurations used to make the IMFP measurements listed in
Tables 4 and 5. Details of these experiments are shown in
Table 6. As can be seen, most of the EPES measurements
were made with a reference material (because these measure-
ments are simpler), and nickel was most frequently used for
this purpose. The EPES measurements were made in a num-
ber of different experimental configurations. Although the
angle of incidence for the primary-electron beam was usually
zero (with two exceptions), the emission angles varied con-
siderably. The experimental configurations can be divided
into two groups according to the range of emission angles
investigated:

(1) Experiments with a wide range of emission angles (from
5° to 44°) accepted by a retarding-field analyzer or with
EPES measurements made over a wide range of emis-
sion angles (from 20° to 70°) using a rotatable analyzer.
For these experiments, a standard material was not used.

(2) Experiments with narrow range of emission angles (up
to 6°) accepted by the analyzer. In these cases, the emis-
sion angles in different experiments varied between 34°
and 48°, and a standard material was used in the EPES
measurements.

We also note from Tables 4 and 5 that EPES measurements
were made for incident electron energies ranging from 50 to
5000 eV, although most experiments were performed over
smaller ranges.

Table 7 summarizes the number of sources of IMFP mea-
Surements by EPES and the total number of experimental
IMFP values for the elements listed in Tables 4 and 5. The

total number of IMFPs for Si and Ge reported in the original
papers has been reduced slightly to eliminate the same values
that were included in duplicate reports from the same
group.!'112 1t was also decided to remove the early IMFP
measurements of Dolinski ef al.””*® for Cu and Ag because
they have been superseded by later work with improved ex-
perimental procedures (better vacuum, better surface clean-
ing, and better measurement of the elastically scattered elec-
tron intensity).!!®

2.2.4. Uncertainties of Measured IMFP Values

We consider here sources of uncertainty in IMFP measure-
ments with the EPES method. We also indicate whether each
uncertainty component leads to random or systematic contri-
butions to the total uncertainty for a measured IMFP. It is
also necessary to point out that there have been few investi-
gations of the uncertainties in IMFP measurements by EPES,
and that most IMFP publications do not contain estimates of
the uncertainties in the reported IMFPs. Our comparison in
Sec. 3.3. of measured IMFPs from different laboratories is
thus useful in providing a means for assessing the degree of
consistency of independent measurements for particular ele-
ments.

(a) Validity of the theoretical model providing the elastic
backscattering probability (systematic). As shown in Sec.
2.2.2, the elastic backscattering probability 7, or the back-
scattered current / has to be known to determine IMFPs us-
ing the analytical formalism [e.g., Egs. (16) and (17)] or the
Monte Carlo algorithm [Eq. (22)] for the particular mean
electron emission angle and analyzer acceptance angle of an
experiment. Previous investigations of the dependence of the
elastic backscattering probability on electron energy and of
the angular distribution of elastically backscattered electrons
have shown generally good qualitative agreement between
results of Monte Carlo simulations and
experiment.’>100119-124 pronounced differences between the
simulations and the experimental data were observed only
for relatively low energies. The calculated angular distribu-
tion of electrons elastically backscattered from Au deviated
distinctly from the experimental distribution at energies be-
low 200 ¢V.!° The calculated and measured energy depen-
dencies of the elastically backscattered intensity from gold
within the solid angle of a retarding-field analyzer are notice-
ably different at energies helow 100-300 eV depending on
the potential used in the calculations.'!® Similar effects were
observed for other elements.!°'2! For Al and Ag, the calcu-
lated dependencies of backscattered intensity on energy de-
viated sharply from the measured dependencies below 200
€V."2! For carbon, the difference was not so pronounced but
was found to increase with decreasing energy.'?' In more
recent work, Werner ef al.'®! compared measured angular
distributions of electrons elastically backscattered from Al,
Ni, Pt, and Au at energies varying from 300 to 1000 eV with
predictions from the transport approximation. The largest de-
viations were observed at 300 eV (Al, Ni, and Au). Agree-
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TABLE 6. Experimental procedures and configurations used for determining the IMFP values listed in Tables 4
and 5.* The abbreviations CMA, HSA, and RFA refer to a cylindrical-mirror analyzer, a hemispherical-sector
analyzer, and a retarding-field analyzer, respectively

Incidence Emission
. angle angle

Element Standard (deg) (deg) Analyzer Ref.
Carbon (glassy) Al 0 42+ 6 PHI® double-pass CMA 99
Carbon (graphite) Al 0 42*6 PHI® double-pass CMA 99
Magnesium — 0 20-70 Home made rotatable analyzer 115
Aluminum Ni 0 42%6 PHI® double-pass CMA 112
Ni 0 42%3.5 Riber CMA 112

Aluminum — 0 20-70 Home made rotatable analyzer 115
Aluminum Ni 0 351 Home-made HSA 102
Pt 0 351 Home-made HSA 102

Au 0 35+1 Home-made HSA 102

Silicon Ni 0 42+35 Riber CMA 110
Silicon Ni 0 42+3.5 Riber CMA 111
Ni 0 42+ 6 PHI® double-pass CMA 111

Ni 50 0°  Home-made HSA 111

Silicon Ni 0 426 PHI® double-pass CMA 112
Silicon — 0 20-70 Hoine-made rotatable analyzer 115
Chrominm Ni 0 42+35 Riber CMA 110
Iron Ni 0 42+6 PHI® double-pass CMA 112
Ni 0 42+35 Riber CMA 112

Iron — 0 20-70 Home-made rotatable analyzer 115
Cohalt Al 0 2+6 PHI® double-pass CMA 107
Cobalt Pd 0 42+6 PHI® double-pass CMA 107
Nickel Al 0 426 PHI® double-pass CMA 99
Nickel — 0 20-70 Home-made rotatable analyzer 115
Nickel Al 0 35+1 Home-made HSA 102
Pt 0 35£1 Home-made HSA 102

Au V] 35+1 Home-made HSA 102

Copper — 0 5-44 Home-made RFA 97
Copper — 0 5-44 Home-made RFA 98
Copper ] — 0 5-44 Home-made RFA 113
Copper Ni 0 42+35 Riber CMA 114
Copper — 0 20-70 Home-made rotatable analyzer 115
Copper Ni 0 35+41 VG!HSA 109
Gallium — 0 20-70 Home-made rotatable analyzer 115
Germanium Ni 0 42+35 Riber CMA 110
Germanium Ni 0 42*+3.5 Riber CMA 111
Ni 0 42+6 PHI® double-pass CMA 111

Ni 50 0®  Home-made HSA 111

Germanium Ni 0 42+6 PHI® double-pass CMA 112
Germanium — 0 20-70 Home-made rotatable analyzer 115
Molybdenum Ni 0 42x3.5 Riber CMA 110
Molybdenum Ni 0 42+6 PHI® double-pass CMA 112
Ni 0 42+35 Riber CMA 112

Palladium Al -0 42+6 PHI° double-pass CMA 107
Silver Al 0 42+3.5 Riber CMA 100
Silver — 0 5-44 Home-made RFA 97
Silver — 0 5-44 Home-made RFA 98
Silver — 0 5-44 Home-made RFA 113
Silver —_ 0 20-70 ITome-made rotatable analyzer 115
Indivm — 0 5-55 Riber RFA 116
Antimony 0 20-70 Home-made rotatable analyzer 115
Tellurium — 0 20-70 Home-made rotatable analyzer 115
Tantalum Al 0 42+3.5 Riber CMA 117
Tungsten Al 0 42+3.5 Riber CMA 117
Tungsten — 0 5-44  RFA 118
Platinum Al 0 42+6 PHI® double-pass CMA - 99
Platinum Al 0 35£1 Home-made HSA 102
Ni 0 35+1 Home-made HSA 102

Au 0 35+1 Home-made HSA 102

Gold Al 0 42+35 Riber CMA 117
Gold — 0 5-44 Home-made RFA 113
Gold — 0 20-70 Home-made rotatable analyzer 115
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TABLE 6. Experimental procedures and configurations used for determining the IMFP values listed in Tables 4
and 5.2 The abbreviations CMA, HSA, and RFA refer to a cylindrical-mirror analyzer, a hemispherical-sector
analyzer, and a retarding-field analyzer, respectively—Continued

Incidence Emission
angle angle
Element Standard (deg) (deg) Analyzer Ref.
Gold Al 0 351  Home-made HSA 102
Ni 0 35+1 Home-made HSA 102
Pt 0 35x1  Home-made HSA 102
Thallium — 0 20-70  Home-made rotatable analyzer 115
Lead — 0 20-70  Home-made rotatable analyzer 115
Bismuth — 0 20-70  Home-made rotatable analyzer 115

Certain commercial instruments are identified here to specify the experimental conditions. Such identification
is not intended to imply recommendation or endorsement by the National Institute of Standards and Technol-
ogy, nor is it intended to imply that the equipment identified is necessarily the best available for the purpose.

The solid acceptance angle was not conical. The emission angle varied from 0° to a maximum of 5.3°.

“Physical Electronics.
4y acuum Gencrators.

ment at the higher energies was very good for all of the
studied elements.

The differences between the calculated and measured
elastic-backscattering probabilities at low energies can be as-
ciibed to several different factors. One reason for the devia-

tions may be the growing influence of surface contamination.’

Furthermore, the contribution of surface excitations, not con-
sidered in most of the theoretical models, is expected to be
larger at low energies, as discussed in Sec. 2.1.4. Werner
et al.'®! have shown that the angular distribution of electrons
backscattered from Au at 300 eV, after correction for surface
excitations, is in much better agreement with the theoretical
prediction. Nevertheless, the effects of surface excitatiorns
(discussed further below) on IMFP measurements by EPES
are only expected to be significant if the EPES measurements
are made without the use of a standard material. It is believed
that the major reason for differences between calculated and
measured .elastic-backscattering probabilities at low energies
is probably associated with the uncertainties of the electron-
scattering cross sections, particularly the dependencies of the
differential cross section do,/d{) on scattering angle and
primary-electron energy.''*'?%1%*

Values of the differential cross section depend on the
atomic potential used to calculate them. While the potential
of an atomic scattering center in a solid is different from the

TABLE 7. Percentage differences between the differential elastic-scattering
¢Ioss sections at 1000 eV from two databases for the indicated scatiering
angles and elements'26'?

. Perccntage Difference
Scattering angle

(deg) C Al Fe Ag Au

1 23.27 132.78 25.89 —-20.44 -3371

30 4.83 -7.31 —-4.51 ~-1.25 —12.24
60 -3.10 -1.52 12.81 8.45 —-8.09
90 —-0.73 4.06 6.22 2.16 -17.21
120 1.05 2.88 1.55 —15.28 —3.49
150. 3.00 —0.10 —2.63 —-1.98 —-6.76
180 4.50 —-1.63 —4.46 -3.78 -10.13

potential for the corresponding isolated atom, theoretical
models based on cross sections derived from atomic poten-
tials describe the phenomenon of elastic backscattering at
sufficiently high energies quite well, as shown above. This
result seems to be evidence for a more general rule, namely
that the relative difference in cross sections due to a differ-
ence in the interaction potentials decreases with increasing
energy. For example, it has been found that the difference
between cross sections calculated with the Thomas—Fermi-
Dirac (TFD) and Dirac—Hartree—Fock (DHF) potentials also
decreases with increasing energy.!'*'? For Au, good agree-
ment was observed for energies exceeding 200 eV.'? The
same effect was noticed when different analytical approxi-
mations of the TFD potential for Au were used in calcula-
tions of elastic-scattering cross sections.!?

The differences between elastic-scattering cross sections
in various publications have been recently analyzed in
detail.'?’” As an example, Table 7 shows the percentage dif- -
ferences found between the differential cross sections from
two databases'?”1® for scattering of 1000 eV electrons by C,
Al, Fe, Ag, and Au at selected scattering angles. It was found
that the differences between cross sections calculated using
the TFD and DHF potentials was usually less than 10% for
scattering angles between 30° and 180°. The largest differ-
ence, exceeding 130%, was found for a scattering angle of
1°; while this difference is large, it should not have a pro-
found effect on the results of Monte Carlo simulations since
small scattering angles only slightly influence the electron
trajectories.

It seems that the reliability of theoretical models for de-
scribing elastic-electron backscattering cannot be readily cor-
related with the atomic number of a solid. As mentioned
above, large differences between calculated and measured
results for the energy dependence of the absolute elastic
backscattering probability were observed below 200 eV for
low- and medium-atomic-number elements, i.e., for C, Al,
and Ag.'?! On the other hand, in a more recent study, com-
parisons of theoretical and experimental backscattered inten-
sities (in arbitrary units) showed good agreement for Pt and
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Au for electron energies as low as 50 eV although similar
comparisons made for Al and Cu showed poorer
agreement.'”® On consideration of these observations, a
lower limit of 200 eV for validity of the theoretical model
used in EPES calculations appears to be reasonable.

A recent analysis of many measured intensities of elasti-
cally backscattered electrons for electron energies from 50 to
500 eV and emission angles from 5° to 45° indicates that
most of the scatter in the resulting IMFP values is due to a
systematic variation of these IMFPs with emission angle.'”
This result has been ascribed partly to possible instrumental
uncertainties (e.g., deflection of electrons by stray electro-
static fields in the vicinity of the electron gun) and partly to
systematic uncertainties associated with the theoretical
model.'® It was found that the dependence of the IMFPs on
emission angle became less pronounced for emission angles
between 20° and 45°. This range of emission angles was
therefore recommended for EPES measurements. Further-
more, the analysis confirmed that the lower energy limit for
satisfactory modeling of EPES experiments was 200 ev.1?

(b) Technique for measuring the elastic peak intensity
(systematic and random). The peak of elastically scattered
electrons generally overlaps with intensity due to inelasti-
cally scattered electrons. If the absolute energy resolution
AE of the EPES instrument is sufficient, this overlap may
not be a problem but, in other cases and for some materials,
the overlap can be severe (particularly for larger electron
energies on instruments for which the relative energy reso-
lution E/AE is constant).”” One approach has been to mea-
sure the area of the high-energy-side half of the elastic peak,
i.e., the side which is much less affected by the inelastic
background. If AE is sufficiently small so that there is neg-
ligible overlap of thc inclastic intensity with the clastic peak,
the entire area of the elastic peak can be measured.'”? A
more sophisticated approach involves fitting a measured
spectrum with a linear background and appropriate functions
to represent the elastic peak and other peaks in the energy-
loss spectrum.”® The latter procedure is believed to give a
more accurate measure of the elastic-peak intensity. There
will also be a random component of uncertainty associated
with measurement statistics for the elastic-peak measure-
ment. )

(c) IMFP values for the standard material (systematic). If
a standard (or reference) material is used in the EPES mea-
surements, the IMFPs at different electron energies for the
specimen material will clearly depend on the accuracy of the
IMFPs for the standard. Nickel has been employed as the
standard material in most of the EPES experiments that uti-
lized a standard (Table 6), and the calculated IMFPs of
Tanuma et al.*’ were frequently used as reference values in
these experiments.

The uncertainties of the calculated IMFPs have been dis-
cussed 1n Sec. 2.1.4. 'the average ot the sum-rule errors in
the evaluation of the Ni optical data for the Tanuma et al.*’
IMFP calculation was about 3%.*° The uncertainty in the
calculatcd IMFPs for bulk Ni (a nonfrcc-clectron-like solid)
due to uncertainties of the IMFP algorithm is probably more
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than 10% (but cannot be estimated with confidence).

(d) Surface excitations (systematic). The effects of surface
excitations (Sec. 2.1.4.) need to be considered in EPES mea-
surements of IMFPs. The magnitude of these effects on
EPES measurements depends on the inelastic-scattering
properties of the material of interest, the surface roughness,
the electron energy, and the angles of electron incidence and
emission in the experiment.!®® Their effect on a derived
IMFP depends on whether or not a standard material is used
in the EPES experiments.

If a standard material is employed, it is believed that the
effects of surface excitations are likely to be small, probably
negligible, if the specimen material and the standard have
similar inelastic-scattering properties (e.g., if they are both
free-electron-like metals, nonfree-electron-like metals, semi-
conductors, or insulators).’""'%? Since IMFPs are determined
from ratios of elastically backscattered intensities for the
specimen and the standard, the ratios -of corrections to bulk
IMFPs (to take account of surface excitations) for the two
materials is likely to be close to unity if these materials have
similar energy-loss functions (Sec. 2.1.1.). Aluminum was
used as a standard material in some EPES experiments
(Table 6), but the strong dependence of the surface—plasmon
excitation probability on surface roughness and scattering
angle in electron energy-loss experirhents““” makes Al an
unsuitable choice for a standard (unless EPES measurements
are to be made on another free-electron-like material with
similar surface roughness).

If a standard material is not used in the EPES experiments,
surface excitations will lead to a measured ‘‘effective’
IMFP being smaller than the corresponding bulk IMFP.
Chen'® has shown that surface excitations in Cu and Ag
(with surfaces assumed to be smooth) lead to differences
between effective and bulk IMFPs varying from about 40%
at 250 eV to about 12% at 1500 eV. Ding’s67 calculations for
Au, however, indicate that these differences could bhe ahout
10%. Experiments are needed to determine the magnitudes
of surface corrections to bulk IMFPs for application in areas
such as AES and XPS. :

(e) Surface roughness (systematic and random). An in-
crease in surface roughness is expected to decrease the elas-
tic backscattering probability due to the possibility that emit-
red elecrons will be ‘‘recaptured’”” by geometrical
protrusions. It would then be expected from Eq. (16) that the
resulting IMFP would be underestimated. Surface roughness
would also reduce the probability of surface excitations over
that expected for smooth surfaces;63(b) as a result, an IMFP
measured by EPES could be closer to the bulk value (Sec.
2.1.4.). Variations in surface roughness of the same material
in different EPES experiments would clearly lead to random
uncertainties in the IMFP measurements. Experimental tests
are needed to determine the extent to which surface rough-
ness affects elastic-peak intensities and derived IMFPs for
different types of materials and for different experimental
configurations.

The systematic cffects of surface roughness depend on
whether or not a standard material is used in the EPES mea-
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;urements. If a standard material is not used, it is likely that
surface roughness will have a greater effect on a resulting
‘MFP. If a standard material is used in the EPES experi-
nents, the effects of surface roughness will be minimized if
soth the specimen and the standard materials have similar
-oughnesses. It is recommended that the specimen and stan-
jard materials be carefully polished and that any subsequent
surface cleaning (e.g., by ion sputtering) be as mild as pos-
siblc to avoid increasing the surface roughness. Ion bom-
bardment will often lead to increased surface roughness and
possibly to complex topographical changes (such as the pro-
duction of etch pits, pyramids, cones, whiskers, ripples, re-
cystallization, and swelling) as described in recent
reviews.! 303!

(f) Surface composition (systematic). The elastic-peak in-
tensity 1s sensitive to surface contamination because the
backscattered electrons pass the surface region twice. A con-
tamination layer (e.g., carbonaceous residues) will generally
liave scattering propertics that are completely different fiom
those of the underlying specimen material. The effects of any
contamination will be particularly severe at low electron en-
ergies (50—100 eV) when the IMFP is close to its minimum
value. It is recommended that the surface cleanliness of
specimen and standard materials be checked in situ by AES
or XPS (not only after any surface cleaning but also after the
EPES measurements have been completed). )

For EPES measurements with alloys or compounds, it is
important but often difficult to ensure that the surface com-
position of the specimen over the EPES probing depth is
uniform and preferably not significantly different from the
bulk composition. If ion bombardment is used for surface
cleaning of alloys or compounds, this will generally lead to
changes in surface composition, variations of -composition
with depth, and to other surface changes.!3%13!

(g) Specimen crystallinity (systematic). As indicated in
Sec. 2.2.2., an assumption in the analysis of EPES measure-
ments using Monte Carlo simulations is that the scattering
centers are randomly distributed in the solids. Most EPES
measurements have been made with polycrystalline speci-
men materials and the surfaces had been cleaned by ion bom-
bardment prior to data acquisition. It is well known that ion
bombardment disorders initially crystalline solids but the net
effect of specimen crystallinity on EPES measurements de-
pends on the relative magnitudes of the depth of the disor-
dered region (which depends on the specimen material and
on the ion species and energy)'***! and the information
depth for EPES (which depends on the material and the elec-
tron- energy). The information depth has been defined by
ASTM Committee E-42 on Surface Analysis as the maxi-
Tum depth, normal to the specimen surface, from which
useful signal information is obtained,® and can be identified
Wwith the specimen thickness from which a specified percent-
age (e.g., 95% or 99%) of the detected signal originates. For
EPES, the information depth will depend in part on the IMFP
and in part on the effects of elastic-electron scattering for the
-Particular measurement configuration. If the incidence and
emission angles were less than about 20° and if the effects of

elastic scattering on trajectory lengths were assumed to be
negligible, it would be expected that about 98% of the de-
tected elastic-peak signal would come from a depth of about
twice the IMFP. This estimate is roughly consistent with the
results of Monte Carlo simulations by Robert et al.'** for
EPES measurements with a retarding-field analyzer having
an acceptance angle of between 2° and 55°. Their simula-
tions with 200 eV electrons incident on Si, Ni, Ag, and Au
showed that most of the elastically reflocted cloctrons pen-
etrated less than 2 monolayers. With 1000 eV electrons, most
of the elastically reflected electrons penetrated less than
about 10 monolayers.

If EPES measurements are made with crystalline speci-
mens, strong angular anisotropies in electron transport are
expected due to forward focusing and diffraction effects.'*>
Modulations of up to about 50% have been observed in Au-
ger electron yields, for example, as a function of electron
emission angle or of incidence angle of the primary beam on
single-crystal spceimens or when the primary beam was in-
cident on a single grain of a polycrystalline solid."** In EPES -
experiments, Goto et al.'*® found that the intensities of elas-
tically scattered 1000 eV electrons measured with a
cylindrical-mirror analyzer varied by up to about 50% for
different single-crystal surfaces of copper. Similar results
have been found by Gergely er al.'> with crystalline InSb
and GaSb. It is therefore important that tests be made to
demonstrate that crystallinity effects are small in EPES ex-
periments. While ion bombardment is convenient for surface
cleaning and for disordering crystalline solids, it can also
lead to unwanted compositional and topographical changes
in alloys and compounds;"**13! the effects of these changes
on IMFP measurements need to be investigated and shown to
be small.

(h) Stability of the primary-beam current (systematic or
random). The primary-beam current should be stable during
the sequence of EPES measurements. 1f this current drifts or
varies randomly during the experiments, the derived IMFP
values will be directly affected.

3. Evaluation of IMFP Values

3.1. Selection of Materials

We have selected materials for the IMFP evaluation based
on the following criteria. First, we selected materials for
which the IMFPs were measured by elastic-peak electron
spectroscopy (for the reasons discussed in Secs. 2.2.1. and
2.2.2.). Second, we selected materials (all solid elements) for
which IMFP measurements had been made in at least two
different laboratories. Table 8 indicates that the following
elements should be considered: Al, Si, Fe, Ni, Cu, Ge, Mo,
Ag, W, Pt and Au. We then selected elements for which
independent IMFP calculations had been reported by at least
two groups (Table 9). The elements Al, Si, Fe, Ni, Cu, Ge,
Ag, and Au satisfy the above criteria. We have chosen, how-
ever, to exclude Fe from our detailed evaluation mainly be-
cause we wished to make comparisons among the elements
over similar ranges of electron energy and over as wide-an
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TABLE 8. Number of sources of IMFPs measured by EPES for solid ele-
ments (from Tables 4 and 5) and the total number M of IMFP measurements
for each element

Nurber of sources Total number of IMFP

Element of IMFP measurements measurements M
Carbon (glassy) 1 10
Carbon (graphite) 1 15
Magnesium 1 14
Aluminum 3 61
Silicon 4 41
Chromium 1 6
Tron 2 21
Cobalt 1 12
Nickel - 3 56
Copper 5 49
Gallium 1 18
Germanium 4 33
Molybdenum 2 16
Palladium 1 6
Silver 5 21
Indium 1 9
Antimony 1 9 -
Tellurium 1 9
Tantalum 1 5
Tungsten 2 9
Platinum 2 50
Gold 4 57
Thallium 1 8
Lead 1 8
Bismuth 1 9

energy range as possible. For Fe, the two sets of calculated
IMFPs have maximum electron energies of 2000 eV while,
for the other seven elements, there is at least one set of
calculated IMFPs extending to 10*eV. We also wished to
identify one or more elements in our evaluation that showed
superior agreement in comparisons of calculated and mea-
sured IMFPs over a wide energy range so that these elements

TABLE 9. Sources of calculated IMFPs for elements for which there are at
least two sources of measured IMFPs (Table 8)

: Tanuma Ashley Kwei, Chen Ding and
Element et al® et al® et al.’ Shimizu®
Aluminum + + +
Silicon + +
Iron + +
Nickel + + +
Copper + + + +
Germanium + +
Molybdenum +
Silver + + +
Tungsten +
Platinum +
Gold + + + +

*Reference 47.
References 35, 38—40.
“Reference 51.
dReference 52.
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could be used as standard materials in future EPES measure-
ments (Sec. 2.2.2.). Our evaluation is based on papers that
had been published prior to June, 1998.

Figure 9 shows calculated and measured IMFPs for Al, Si,
Ni, Cu, Ge, Ag, and Au (from the sources identified in
Tables 4, 5 and 9). Separate curves are shown for each
source of calculated IMFPs for each element, and different
symbols are used to indicate the measured IMFPs from each
source. Measured EALSs for silicon are shown in Fig. 9(U)
(squares) from the data in Fig. 5. The scatter in the EAL
values is greater than for the IMFP measurements but it does
appear that the IMFP values at ~1270eV are greater than
the average EAL values, as expected from the discussion of
Sec. 2.2.1. :

The IMFPs in Fig. 9 will be analyzed in the following
sections. First, we will examine differences between the cal-
culated IMFPs (Sec. 3.2.1.). Second, we will review differ-
ences between the measured IMFPs (Sec. 3.3.). Third, we
will compare the calculated ‘and measured IMFPs (Sec.
3.4.1.). Since the number of materials for which IMFP cal-
culations and measurements have been made is rather small,
we will make some additional comparisons of calculated
IMFPs in Sec. 3.2.2. (for selected compounds) and of calcu-
lated and measured IMFPs in Sec. 3.4.2. (for Fe, Mo, W, and
Pt). Finally, we will discuss criteria for the selection of rec-
ommended IMFP values in Sec. 3.5. and identify elements
that have a high degree of consistency in the calculated
IMFPs from different sources, in the measured IMFPs from
different sources, and in the calculated and measured IMFPs.

We note here that most IMFP measurements by EPES
have been made for elemental solids. Very recently, the
EPES method has been used to measure IMFPs for Au—Pd

alloys,106 Pd—CO alloys,lfﬂ GaAS’108(&),108(b),108(0)
IHP’IOS(a),108(§) Cuo’109 CUZO, 109 GaSb, 108(d) InSb,log(d)
polyacetylene,'®*© and Pd-doped polyacetylene.'**® A po-

tentially large source of uncertainty in EPES measurements
with compounds is the extent to which the surface composi-
tion of the specimen materials is uniform (over the volume
probed by EPES) and possibly different from the bulk sto-
ichiometry after surface cleaning [Sec. 2.2.4.(e)]. IMFP cal-
culations have been reported by Tanuma et al.***° for some
of these compounds (GaAs, GaP, InP, InSb, and polyacety-
lene) but the optical data for some of the inorganic com-
pounds (particularly those for GaAs and InSb) were of
poorer consistency than for most of the materials for which
IMFP calculations have been made.*’**>® We did not make
any comparison of IMFP calculations and measurements for
compounds here because of the small number of materials
for which replicate IMFP measurements have been made
(GaAs, InP, GaSb, and InSb), the difficulty of assessing the
composition and the compositional uniformity in the surface
region probed by EPES (particularly if the surface had been
cleaned by ion bombardment), the greater uncertainty in the
calculated IMFPs of Tanuma et al. for GaAs and InSb, and
the fact that the most recent results for GaSb and InSb were
not available by the time our analysis was completed.
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3.2. Evaluation of Calculated IMFP Values

3.2.1. Evaluation of Calculated IMFPs
for Al, Si, Ni, Cu, Ge, Ag, and Au

The IMFPs were calculated over different energy ranges
by the different authors and, as can be seen in Fig. 9, these
ranges for a given element only partially overlap. In addition,
there are some energy ranges for which there is only one
source of calculated IMFPs. To estimate the degree of con-
sistency in the calculated IMFPs from different sources, we
have followed the following procedure:

(1) IMFPs were calculated for fixed energy values in the
total energy range for which IMFPs were available from a
given source (as indicated in Table 9). These calculations
were made using ‘the analytic functions described in Sec.
2.1.3. [Egs. (6) and (7) and the parameters in Tables 1-3].
The fixed energy values for these calculations were chosen
as follows within the energy range for which IMFPs had

been reported by each source:

(a) steps of 1 eV in the range from 50 to 99 eV;
(b) steps of 10 eV in the range from 100 to 990 eV; and
(€)  steps of 100 eV ia the range from 1000 to 10000 V.

(2) If at least two IMFP values were available at a given
energy, the mean IMFP at that energy was calculated from:

E A (5)

mj=1

A=~

where \; denotes the IMFP value found from the jth source
at a particular electron energy, and m is the number of avail-
able sources for that energy. For simplicity, we have deleted
the subscript i on the IMFP X in Eq. (25) and in the follow-
ing equations.

(3) For each source, the percentage dev1at10n from the
mean IMFP at each energy was calculated from:

8;=100(\;— (A\))/(N). (26)

This procedure ensures that IMFPs at any energy from dif-
ferent sources receive the same weight in our analysis of
consistency.

The dependencies of the deviations 8 on energy in the
overlapping energy ranges arc shown in Fig. 10 for cach
element. As can be seen, the deviations from the mean J; are
less than 15% for six of the elements and less than 20% for
Ge. Note that the steps at certain energies in Fig. 10 [e g, at
100, 500, and 2000 eV in Fig. 10(d)] are due to the number
of IMFP sources for the mean m, changing at these energies;
as a result, there is a sudden change in the mean IMFP.
Inspection of Fig. 10 leads to the following conclusions:

(1) The smallest deviations from the mean are observed
for Si, Ni, Ag, and Au. For Si, there are only two sources of
calculated IMFPs, and the overlapping energy range is from
200 to 2000 eV. The deviations in this range vary from
—7% to 7%. For Ni, there are three sources, the overlapping
energy range extends from 100 to 2000 eV (although the
range of one source is 200-2000 eV), and the deviations
vary between —5.9% and 4.4%. For Ag, there are three

J. Phys. Chem. Ref. Data, Vol. 28, No. 1, 1999

sources, the overlapping energy range extends from 100 to
2000 eV (although the range of IMFPs calculated by
Ashley® has been restricted to energies from 500 to 2000 eV
for the reasons discussed in Sec. 2.1.3.), and the deviations
vary from —5.3% to 6.9%. For Au, four sources. with over-
lapping energy ranges between 50 and 10*eV have devia-
tions varying between —7% and 8.4%.

(2) The deviations from the mean for the other three ele-
ments (Al, Cu, and Ge) occur over much larger ranges than
for Si, Ni, Ag, and Au. The largest deviations [from — 16.5%
to 16.5%, note the change of the scale in Fig. 10(e)] are
found for Ge. In this case, only two sources are available for
a relatively small overlapping energy range (200-2000 eV).

We have found a function that represents the dependence
of the calculated IMFPs from all available sources for each
of the seven elements (Table 9) on electron energy. For this
purpose, the IMFP values were again calculated for fixed
energies using the procedure described above, i.e., steps of 1
eV in the range from 50 to Y9 eV, steps of 10 eV 1n the range
from 100 to 990 eV, and steps of 100 eV in the range from
1000 to 10000 eV using Eqgs. (6) and (7) and the parameters
in Tablcs 1-3. Equation (7) was fitted to all of thc IMFD
values calculated at the specified energies for a given ele-
ment (within the energy ranges for which IMFPs had been
reported in the original publications). These fits were ob-
tained by minimization of Eq. (8), as described in Sec. 2.1.3.
It was decided to set the number of components # in Eq. (7)
equal to two since there were problems with convergence if

~ n were larger. Three parameters were selected to describe the

quality of each fit:

(1) Root-mean-square deviation RMS:

1 r
RMS= ~\ /; > (=g 27)
Jj=1

where A; is a computed IMFP for a given element,
source, and energy, A g is the IMFP obtained from the fit
at a particular energy, and r is the total number of com-
puted IMFPs (for all sources and energies for a particular

element).
(2) Mean percentage deviation R from the fitted function:
Aj—A
R=100— Z o (28)
. rj=1 A fie
(3) Percentage deviation A ; from the fitted function:
A;=10000 ;= Mg/ N gy (29)

Values for the fitting parameters k; and p; in Eq. (7) found
in the fits for each element are shown in Table 10 together
with the corresponding values of RMS and R. The percent-
age deviations A; for each element are plotted in Fig. 11.
From Table 10, the smallest values of RMS are found for Ag,
Ni, Al, and Cu; the values of RMS for these elements are less
than the average value of RMS for the seven elements and
also less than 1 A. If values of the mean percentage deviation
R are considered, the smallest values are found for Ag, Ni,
Cu, Au, and Al; the R values for these elements are less than
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TABLE 10. Values of the parameters k; and p; found in the fits of Eq. (7) to
the calculated IMEPs for each element and for electron energies between 50
and 10* eV (as described in Sec. 3.2.1.). Values of RMS and R from Egs.
(27) and (28) are shown for each fit. The last line of the table shows the
average values of RMS and R. See Secs. 3.2.1. and 3.4.1. for a discussion of
the IMFP data of Ge

RMS R
Element ky 12 k, D (A) (%)
Al 0.6210 0.2921 0.03164 0.9028 0.757 4.08
Si 7.938 —0.3689 0.08568 0.8032 1.04 5.57
Ni 48.58 —0.6648 0.05806 0.7949 0419 2.11
Cu 32.34 —0.5464 0.05478 08193 0.784 3.67
Ge 12.53 —0.3978 0.07125 0.7929 1.67 9.27
Ag 442.1 ~1.145 006619 0.7828 0361 2.10
Au 2520 —1.002 0.06083 0.7824 1.21 3.80
Average values: 0.89 4.4

the average value of R. Figure 11 shows that the smallest
percentage deviations occur for Ni (for which the deviations
vary between —5.8% and 4.0%).

A relatively large range of deviations is found for Cu
[—7.9%-15.8% in Fig. 11(d)]. These large positive devia-
tions are associated with the IMFPs computed by Ashley;35
one reason for the positive deviations of the Ashley data for
Al, Cu, Ag, and Au in Fig. 11 is the exchange correction
shown in Fig. 1 and discussed in Sec. 2.1.3. The largest
positive deviations for Cu in Fig. 11(d) occur for a relatively
small electron energy range (500—1000 eV), and these devia-
tions do not greatly affect the magnitudes of RMS and R.
The percentage deviations for the other three IMFP sources
in Fig. 11(d) range from —7.9% to 6.8%.

The largest values of RMS and R in Table 10 are found for
Ge; the percentage deviations for Ge in Fig. 11(e) vary be-
tween —18.1% and 20.4%. These relatively large values of
RMS and R are mainly due to different choices and treat-
ments of the optical data used in the two IMFP
calculations.***” From Fig. 9(e), it can be seen that most of
the measured IMFPs for Ge lie close to the IMFP calcula-
tions of Tanuma ef al.,*’ and we therefore believe that the
calculated IMFPs from this source should be preferred.

The average values of RMS and R in Table 10 are 0.89 A
and 4.4%, respectively. These values provide a measure of
-the extent to which the calculated IMFPs from different
sources for the seven selected elements differ from curves
[Eq. (7)] fitted to the calculated IMFPs for those elements.
The average valucs of RMS and R arc considered accopiably
small considering the differences in the technical approaches
for calculating IMFPs by different groups (described in Secs.
2.1.2. and 2.1.3.) and possible differences in choices of ex-
‘perimental- optical data. Further information on the uncer-
tainties of the calculated IMFPs is given in Sec. 2.2.4.

3.2.2. Evaluation of Calculated IMFPs for Selected Compounds

Figures 12-17 show comparisons of calculated IMFPs for
six compounds: aluminum oxide, silicon dioxide, potassinm
chloride, poly(butene-1-sulfone), polyethylene, and polysty-
rene. For each compound, there were at least two indepen-
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dent sources for the IMFP values. The data of Akkerman
et al® in Figs. 1214 show apparent discontinuities at 100
eV due to the fact that IMFPs were computed at a limited
number of electron energies; in addition, there is an apparent
maximum at 5000 eV which is unexpected but which is also
apparent in the original publication.

In general, Figs. 12-17 show a degree of consistency
similar to that found for the calculated IMFPs for the seven
elements in Fig. 9. The computed IMFPs of Akkerman
et al.,>* however, are consistently larger at 50 eV than those
of Tanuma et al.;*° this difference is largely due to explicit
consideration of the band gap in modjfying the accessible
range of momentum transfers for insulators.>* We also point
out a difference in the IMFPs calculated by Tanuma et al.>
and Ashley**® for poly(butene-1- sulfone) at energies less
than 200 eV in Fig. 15; no differences of this type are seen in
the comparisons of similar data in Figs. 12~14, 16, and 17
for which the same IMFP algorithms were employed.

Figure 16 also shows measurements of EALs for Si0, at
two energies from Fig. 6. The calculated IMFPs are greater
than the averages of the EALs at each energy, as expected
from the effects of elastic-electron scattering (Sec. 2.2.1.),
but the spread in measured EALs is too large to make a
reliable determination of the magnitude of these effects .(let
alone any assessment of the calculated IMFPs from different
sources).

3.3. Evaluation of Measured IMFP Values
for Al, Si, Ni, Cu, Ge, Ag, and Au

Figures 9(a)-9(g) show considerable scatter in the IMFPs
measured by elastic-peak electron spectroscopy. This scatter
is due in part to scatter in the data from a particular source
(Tables 4 and 5) and in part to differences in data from
different sources for the same element. To analyze the degree
of consistency of the measured IMFPs as was done with the
calculated IMFPs in Sec. 3.2.1., we decided to fit the mea-
sured IMFPs with Eq. (24). Equation (24) is not expected to
be the most appropriate function for this purpose,’> but we
found this equation useful in fitting the measured IMFPs
from each source (Tables 4 and 5), and the scatter of the
measured IMEPs in Fig. 9 made it difficult to consider other
possible functions. Figure 18 shows the measured IMFPs for
each element and the fits to these values with Eq. (24); the fit
parameters are shown in Table 11.

Use of Eq. (24) for fitting the measured IMFPs leads, as
expected,' to systematic deviations for electron energies
less than about 200 eV. These deviations, however, are gen-
erally less than the scatter in the measured IMFPs. If we
consider the energy range from 50 to 150 eV, Figs. 18(a),
18(b), 18(d), 18(e) and 18(g) indicate that the measured
IMFPs tend to be systematically larger than the fitted values.
However, there is only one clear outlier in this energy range
[the IMFP for Al at 50 eV in Fig. 18(a)]. While Eq. (24) is
not expected to be correct in detail for describing the IMFP
energy dependence over a wide energy range, the large scat-
ter in the measured IMFPs and the limited number of mea-
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surements made it undesirable to consider alternative expres-
sions [e.g., Egs. (6) or (7)] with a larger number of
sarameters. We also note that the fitted lines in Fig. 18 are
senerally consistent with the energy dependence of the
[MFPs measured in different laboratories (even though there
were differences in the IMFP magnitudes at various ener-
zies).

We analyzed the measured IMFPs in the same way as for
the calculated IMFPs. For each of the fits shown in Fig. 18,
we determined the root-mean-square deviation RMS, the
mean percentage deviation R, and the percentage deviations
A; from the fitted function using Egs. (27)—(29) (where r is
now the number of IMFP measurements M in Table 8). The
fit parameters are listed in Table 11 together with values of
RMS and R, and the values of A; are shown in Fig. 19. The
plots of the percentage deviations in Fig. 19 show much

gfeater scatter than the corresponding plots for the calculated

IMFPs in Fig. 11. The largest deviations can reach or exceed
50%, e.g., for Al at 50 ¢V aud Si at 100 V. Even for the
elements with the smaller ranges of deviations, most of the
deviations occur over rather large ranges, e.g., from —20%
to 25% for Si, from —20% ta 30% faor Cn, and from —25%
to 20% for Ge. The values of RMS and R in Table 11 are
much greater than the corresponding values in Table 10.
Four elements (Ni, Cu, Ag, and Au) had values of RMS less
than the average value for the seven elements. Examination
of the values of R in Table 11 showed that four elements (Si,
Cu, Ge, and Ag) had essentially identical values of R (be-
tween 9% and 11%); these values were also less than the
average value of R for the seven elements.

We comment now on similarities and differences of the
IMFP measurements in Fig. 19 from EPES experiments with
elastic scattering accounted for by Monte Carlo simulations
and the results of Beilschmidt ez al.'® where an analytical
theory based on the transport approximation was used for
this purpose (as described in Secs. 2.2.2. and 2.2.3.). Inspec-
tion of the deviations for the sets of data in Fig. 19 shows
that the deviations for the two approaches are not clearly
distinguishable for Ni and Au. For Al, however, the devia-
tions for the Beilschmidt er al. IMFPs are generally larger
(and more positive) than those for Ni and Au. One possible
reason for .the difference found for Al, propused by
Beilschmidt et al., could be the greater strength of surface
excitations (Secs. 21.1.4. and 2.2.4.) in this metal compared
to Ni and Au. A more likely explanation in our opinion is
that the transport approximation used by Beilschmidt et al.
may be less reliable for low-atomic-number elements such as
Al For such elements, the elastic-scattering cross sections
are smaller than for elements with higher atomic numbers,
and the electrons have a smaller chance of becoming ran-
domized. Comparisons of trajectory-length distributions cal-
culated using an analytic formalism based on the transport
aPproximation with those calculated from Monte Carlo simu-
lations showed noticeable deviations for Al while better
agreement was found for Cu and Au.!®® In addition, mean
electron escape depths calculated for Al from the analytical
formalism of the transport approximation showed poorer

agreement with those from Monte Carlo calculations than
was the case for Ag and Au.l%

The average values of R and RMS in Table 11 are 3.00 A
and 13.2%, respectively. These values give an indication of
the overall uncertainties in IMFP measurements by EPES.
Sources of systematic and random uncertainty were dis-
cussed in Sec. 2.2.4. Although it is difficult to quantify the
systematic uncertainties from each source, we believe it
likely that the sources with the largest contributions to the
overall uncertainty are associated with the theoretical model,
the effects of surface excitations, possible instrumental ef-
fects associated with the recently observed dependence of the
derived IMFP on emission angle,'® variations of surface
roughness, and variations of specimen crystallinity. We also
note that the average values of R and RMS in Table 11 are
approximately a factor of three greater than the cotespoud-
ing values for the calculated IMFPs in Table 10.

3.4. Consistency of Calculated and Measured
IMFP Values

3.4.1. Evaluation of Calculated and Measured IMFPs
for Al Si, Ni, Cu, Ge, Ag, and Au

We now compare the calculated IMFPs for Al, Si, Ni, Cu,

Ge, Ag, and Au with the corresponding measured IMEPs. If

the logic used for the comparisons of calculated IMFPs in
Sec. 3.2.1. and for the comparisons of measured IMFPs in
Sec. 3.3. were followed, a combined fit should be made to
calculated and measured IMFPs for each element and then
the deviations from the fitted curve should be analyzed.
There are, however, several difficulties which render this ap-
proach impractical:

(1) For some elements, there were computational problems
with the nonlinear regression [minimization of Eq. (8)]
when Eq. (7) with n>1 is fitted to the calculated and
measured IMFPs. This situation is due to the relatively
large scatter of the measured IMEPs.

(2) The calculated IMFPs can be conveniently expressed by
functions while the measured IMFPs were reported for
fixed electron energies. We could, for example, deter-
mine IMFPs from the functions fitted to the calculated
elemental IMFPs al the energies selected in the analysis

. of Sec. 3.2.1., but measured IMFPs would not then be
available for most of these energies. Alternatively, we
could calculate IMFPs from the functions at the energies
at which IMFP measurements were made. These ener-
gies, however, would be different for each element. In
addition, the results of the combined fits (if they were
successful) would depend on the number of measured
(and calculated) IMFEPs for each element and on the spe-
cific electron energies at which the IMFP measurements
were made.

(3) As discussed in Secs. 2.1.4. and 2.2.4., IMFPs measured
by EPES could be different from the corresponding cal-
culated IMFPs because the former values are for a sur-
face region while the latter values are for a bulk solid. A
common fit to measured and calculated IMFPs would

J. Phys. Chem. Ref. Data, Vol. 28, No. 1, 1999
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TasLE 11. Values of the parameters k and p found in the fits of Eq. (24) to
the measured IMFPs for each element and for electron energies between
E min @0d Engy (as described in Sec. 3.3.). Values of RMS and R from Egs.
(27) and (28) are shown for each fit. The last line of the table shows the
average values of RMS and R

Emn  Ema RMS R
Element eV) (eV) ko p , (A) (%)
Al 50 2500  0.1927 0.6936 441 17.7°
Si 100 5000  0.1323 07692 332 8.96
Ni 250 2350 0.3005 05296  2.80 17.9
Cu 150 3000 0.08377  0.7573 1.78 9.64
Ge 100 5000  0.2252 0.6597  4.19 9.90
Ag 250 3000  0.2049 0.6053 1.94 109
Au 150 3000 0.08462  0.7087  2.57 17.1
Average values: 3.00 13.2

thus be inappropriate; in addition, such a fit would mask
any deviations or trends due, for example, to surface
excitations.

It was therefore decided to compare the measured IMFPs
for each element to the function fitted to the calculated
IMFEPs for that element [Eq. (7) with n=2 and with the
parameter values listed in Table 10]. This approach was con-
sidered reasonable because of the generally close agreement
found between the calculated IMFPs for each element from
each source (Sec. 3.2.1.). The measured IMFPs and the fitted
function for each element are plotted in Fig. 20.

We first consider whether there is any evidence for a sys-
tematic difference between the -measured and calculated
IMFPs that could be attributed to the effects of surface exci-
tations and/or to the effects of electron exchange; both of
these effects were ignored in the IMFP calculations shown in
Fig. 9. Chen'® has recently shown that IMFPs measured by
EPES for Cu and Ag should be lower, because of surface
excitations, than the calculated IMFPs for the bulk solids (as
discussed in Sec. 2.1.4.); the decrease was found to be about
40% at 250 eV and about 12% at 1500 eV for Ag. Similar
work by Diug67 indicates that the correction for Au at 1000
eV was about 10%. Figure 2.indicates that consideration of
electron exchange would increase the calculated IMFPs by
about 15% for an electron energy of 50 eV and by smaller
amounts for higher energies (Sec. 2.1.3.).

The effects of surface excitations and electron exchange
are expected to be noticeable only for IMFPs from EPES
measurements made withoutr a standard material (Sec.
2.24)). We therefore need to examine the IMFP measure-
ments of Dolinski ef al.'"* and Koch from Table 6.' Inspec-
tion of Fig. 20 shows that the measured IMFPs of Dolinski
et al. and Koch are generally close to the function fitted to
the calculated IMFPs (the solid lines) or are slightly lower in
magnitude. The only exceptions to this observation are for Si
?md Qe. For Ge, the Koch IMFPs are above the fitted curve
n F}g- 20(e) but we believe that this result is probably mis-
leading because of the large differences in the calculated
IMFPs of Ashley et al.* and Tanuma er al.¥’ in Fig. 9(e). As
hoted in Sec. 3.2.1., the IMFPs from these sources were cal-

culated with different choices and treatments of optical data.
Since the optical data used by Tanuma er al. satisfied the
sum-rule tests (Sec. 2.1.4.) within about 3%, the IMFPs from
these authors are believed to be more reliable. If this is the
case, the IMFPs measured by Koch for Ge [identified in Fig.
20(e)] should be compared with the IMFPs calculated by
Tanuma et al. in Fig. 9(e). This comparison indicates that the
Koch IMFPs are then very close to the calculated IMFPs of
Tanuma et al.

The IMFPs measured by Dolinski ef al. and Koch for Al,
Ni, Cu, Ge, Ag, and Au thus appear to be similar in magni-
tude or slightly smaller than the calculated IMFPs. This ob-
‘'servation could have three explanations. First, there might be
a common experimental reason for the measured IMFPs
tending to be smalier than the corresponding calculated val-
ues. For example, the measured elastic-backscattered intcn-
sities for specimen materials with finite surface roughness
(after the ion bombardment used for surface cleaning) would
be smaller than if the surfaces were atomically smooth (as
assumed in the Monte Carlo simulations). As a result, the
measured IMFPs would be underestimated (Sec. 2.2.4.). Sec-
ond, any systematic difference between calculated and mea-
sured IMFPs could be due to approximations made in the
IMFP calculations (Sec. 2.1.4.). A difference of this type
would probably not be apparent in comparisons of IMFPs
measured with a standard material and the corresponding cal-
culated IMFPs unless the specimen and standard materials
had different inelastic-scattering properties [such as those for
free-electron-like and nonfree-electron-like solids (Sec.
2.1.2.)]. Finally, the differences could be due to the effects of
surface excitations and electron exchange. If these effects
predominated, we would expect that the differences would
increase with decreasing electron energy. There is no clear
evidence for any such increase although we should keep in
mind two possible reasons for the expected trend not being
observed. One reason is that the expected increase might be
masked by an unsuspected energy-dependent error in the
elastic-scattering cross sections used in the Monte Carlo
simulations (Sec. 2.1.4.). The second reason is that surface
excitations would probably be weaker on surfaces roughened
by sputtering than for the atomically smooth surfaces consid-
ered in the calenlations 53®

Figure 21 shows a plot of the percentage deviations be-
tween the IMFPs measured by Dolinski ez al.''> and Koch'
for Al, Si, Ni, Cu, Ag, and Au and the functions fitted to the
calculated IMFPs for these elements (the solid lines in Fig.
20). Data for Ge have not been included in Fig. 21 because
of the substantial uncertainty in the calculated IMFPs for this
element as just discussed in Sec. 3.2.1. Figure 21 indicates
that most of the IMFPs measured without a standard are sys-
tematically smaller than the corresponding calculated values.
The average deviation is —7.7%. Figure 21 also shows that
there is no clear dependence of the deviations on electron
energy. Although the deviations for Cu and Au become more
negative with decreasing electron energy and the deviations

. for Ag become positive, these apparent trends are based on a

small number of measurements. More experimental tests are
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Fic. 21. Percentage deviations of the IMFPs measured by Dolinski et al.'"?
and Koch!" from the function fitted to calculated IMFPs (solid lines in Fig.
20) as a function of electron energy for aluminum, silicon, nickel, copper,
silver, and gold. The solid line indicates zero deviation.

needed to identify the effects of surface roughness and of
surface excitations on calculated IMFPs for bulk solids (e.g.,
from measurements for a range of angles of incidence and
emission in EPES'?). When the magnitudes of corrections to
bulk IMFPs for surface roughness and surface excitations
have been determined, it should then be possible to make a
more detailed comparison of measured IMFPs (without use
of a standard) and calculated IMFPs. Such a comparison is
needed to determine the magnitude of effects due to electron
exchange (expected to be about 15% for an electron energy
of 50 eV) and to other approximations made in the IMFP
calculations.

We now begin an overall comparison of the measured
IMFPs in Fig. 20 with the calculated IMFPs (represented by
the solid lines). For Ni, Ag, and Au, most of the measured
IMFPs are smaller than the calculated values in Fig. 20; on
the other hand, most of the measured IMFPs are larger than
the calculated IMFPs for Al, Si, and Ge (although the mea-
sured IMFPs for Ge agree well with the preferred IMFPs
calculated by Tanuma et al* ag just discussed). Most of the
measured IMFPs shown in Fig. 20 were measured with use
of a reference material (Table 6), and we note that the IMFPs
for the reference materials were generally calculated values
for the bulk solids; that is, no correction was made for sur-
face excitations. As discussed in Sec. 2.2.4., the effects of
surface excitations are expected to be small if the specimen
and reference materials had similar inelastic-scattering prop-
erties. Many transition and noble metals have very similar
bulk energy-loss functions [given by Eq. (4)],"*® and the sur-

face energy-loss functions for these solids (given by

Im[—1/(1+ ¢€)]) will also be similar. It would therefore not
be surprising for the effects of surface excitations to be simi-
lar for Ni, Cu, Ag, and Au, and to be different from the
corresponding effects for the free-electron-like elements Al,
Si, and Ge. The magnitude of the correction to a measured
IMFP for surface excitations will depend, however, on the
particular specimen and reference materials, the surface
roughness of each material, the electron energy, and the in-
cidence and emission angles in the experiment.‘&63 Further
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calculations like those of Chen'® and Ding® are needed to
determine the magnitudes of the corrections to IMFPs mea-
sured by EPES for specific pairs of materials.

The positive deviations found between the measured
IMFPs and the solid lines for Al at 50 eV in Fig. 20(a).and_
for Si at 100 eV in Fig. 20(b) might be due in part {0 €x- .
change effects and in part to surface excitations. Unfortu-
nately, the large scatter of the deviation plots in Figs. 19(a)
and 19(b) and the correspondingly large values of RMS and
R in Table 11 prevent us from making a clear experimental
identification of the effects of exchange or surface excita-
tions. Additional measurements, particularly for electron en-
ergies between 50 and 200 eV, are needed for Al, Si, and
other solids to define the dependence of measured IMFPs on
energy more clearly and the extent of deviations from calcu-
lated IMFPs for which the effects of exchange and surface
excitations have been ignored.

We next examined the extent to which the measured
IMFEPs in Fig. 20 tor each element deviated from the curve
fitted to the calculated IMFPs for that element. As in Secs.
3.2.1. and 3.3., we consider the root—mean-sqilare deviation
RMS, the mean percentage deviation R, and the percentage
deviation A; from the fitted function. Equations 27)-(29)
for these quantities need to be modified slightly as follows:

1 r
RMS= \/; _21 ()\j_)\ﬁt,calc)zv (30)
j=
1 &GN = N cate
R=100- Y, |-L =Rl 31y
rj=1 )\ﬁt,calc
Aj= 100()\j_ )\ﬁt,calc)/)\ﬁt,ca.lc’ (32)

where r is again the number of IMFP measurements M in
Table 8 and A g, ¢ is the IMFP (at the energy for each IMFP
measurement) found from the fit to the calculated IMFPs.
Values of RMS and R for each element are shown in Table
12 and values of A; are plotted in Fig. 22.

The values of RMS and R for each element in Table 12 are
generally greater than the corresponding values in Table 11
(the sole exception is for the value of R for Au). Similarly,
the average values of RMS and R in Table 12 are 53% and
29% greater, respectively, than the corresponding values in
Table 11. The increases in RMS and R are expected because
the function fitted to the measured IMFPs will be generally
different from the function fitted to the calculated IMFPs.

" The smallest value of RMS in Table 12 is found for Cu (1.96

A); this value is only slightly larger than the RMS value for
Cu in Table 11 (1.78 A). The values of RMS for Ni, Ag, and
Au in Table 12 are less than the average value of RMS for
the seven elements. The smallest values of R in Table 12 are
for Cu (10.4%), Ag (12.8%), and Au (16.6%); these values
are also less than the average value of R for the seven ele-
ments.

The values of R and RMS for Ge in Table 12 are based on
deviations of the measured IMFPs from a curve fitted to the
IMFPs calculated by Ashley ef al** and Tanuma et al¥
which were based on different choices and treatments of op-
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raBLE 12. Values of the root-mean-square deviations RMS from Eq. (30)
\nd the mean percentage deviations R from Eq. (31) of the measured IMFPs
or each element from the function fitted to the calculated IMFP values (as
{escribed in Sec. 3.4.). The last line of the table shows the average values of

tMS and R

Element RMS (A) R (%)
Al 5.46 229
Si 7.75 18.8
Ni 4,14 19.2
Cu 1.96 104
Ge 5.79 21.0
Ag 3.59 12.8
Au 3.21 16.6
Average values: 4.56 174

ical data, as discussed in Sec. 3.2.1. The measured IMFPs
‘or Ge agree much better with the IMFPs calculated by
Tanuma of al. [Fig. 9(e)]. If deviations of the measured Ge
[IMFPs were computed from the IMFP curve of Tanuma
ot al., the resulting values of R and RMS would be much
smaller than those shown for Ge in Table 12.

The average values of RMS and R in Table 12 are 4.56 A
ind 17.4%, respectively, and are about four times larger than
he corresponding values in Table 10. It is therefore not pos-
sible to identify experimentally the principal sources of un-
sertainty in the IMFP calculations (Sec. 2.1.4. and Table 10)
til the uncertainties in the IMFP measurements (Sec. 2.2.4.
ind Table 11) can be substantially reduced. Nevertheless,
3g. 20 shows that the precision of IMFP measurement in a
sarticular laboratory is generally sufficient to show that the
:nergy dependence of the measured IMFPs is close to that
:xpected from the IMFP calculations. Figure 20 also indi-
sates that the measured IMFPs (at the level of measurement
incertainty indicated by Table 11) are consistent with the
salculated IMFPs. It therefore appears that the uncertainties
n the calculated IMFPs (Sec. 2.1.4.) are less than the typical
incertainties of the IMFP measurements (Table 11).

As expected, the deviation plots in Fig. 22 are generally
similar to the corresponding plots in Fig. 19. These plots will
liffer in detail because the function fitted to the measured
MEFPs for each element (Fig. 18) is different from the func-
lon fitted to the calculated IMFPs (Fig. 20). The scatter of
he deviations, however, is similar in the corresponding plots
f Figs. 19 and 22. For Cu, Ag, and Au, most of the devia-
ions in Fig. 22 are between —34% and 13%, between
~33% and 17%, and between —41% and 21%, respectively.

3.4.2. Evaluation of Calculated and Measured IMFPs
for Fe, Mo, W, and Pt

Figures 23-26 show comparisons of calculated and mea-
ured IMFPs for Fe, Mo, W, and Pt, respectively. There are
Wo sources of calculated IMFPs for Fe,*”! and these agree
s closely as the calculated IMFPs from different sources for
‘ach element in Fig. 9. We also point out that the IMFPs
Deasured by Koch''® for Fe without a standard material in
18- 23 are smaller than the calculated IMFPs of Tanuma

et al*’ and Kwei et al.;’' the average deviation of —17%
(with respect to the Tanuma et al. IMFPs) is consistent with
the deviations shown in Fig. 21.

The measured IMFPs for Fe and Mo in Figs. 23 and 24
agree reasonably well with the calculated IMFPs. Although
the measured IMFPs for W and Pt in Figs. 25 and 26 are
generally smaller than the calculated values, the differences
are similar to those found for Ni and Au in Fig. 20. The
scatter of the measured IMFPs in Figs. 23-26 is also com-
parable to the scatter of the measured IMFPs in Figs. 9 and
20. The energy dependence of the measured IMFPs for Fe,
Mo, and W from each source is similar to that of the calcu-
lated IMFPs.

3.5. Recommended Elemental IMFP Values

It is necessary to consider appropriate criteria for evalua-
tion of calculated and measnred IMFPs in order to recom-
mend IMFP values for the elements considered in the previ-
ous subsections. We list the criteria we have used in Table
13 and will proceed to discuss each criterion in turn. We also
identify the particular solid elements in Table 13 that ranked
highest on each criterion using information from the source
shown in the final column. We then select the elements and
the recommended IMFP values based on our criteria.

(a) Quantity of IMFP data. 1t is clearly desirable to have a
sufficient number of independent IMFP calculations and
measurements to give confidence in the results (e.g., that
there were no unsuspected mistakes or systematic uncertain-
ties) and to indicate clearly the dependence of the IMFP on
electron energy. Table 8 shows that there were five indepen-
dent sources of IMFP measurements for two elements (Cu
and Ag), four sources of IMFP measurements for three ele-
ments (Si, Ge, and Au), and three sources of IMFP measure-
ments for two elements (Al and Ni). Somewhat arbitrarily,
we have chosen to identify the two elements (Cu and Ag) in
Table 13(a) which had the largest number of sources of
IMFP measurements.

Table 8 also shows the three elements (Al, Ni, and Au)
which had the largest number of IMFP measurements; the
number of measurements was slightly smaller for three ele-
ments (Al, Ni, and Pt). We have highlighted the first three
elements in Table 13(a) with the + symbol.

Table 9 shows the sources of calculated IMFPs for those
elements for which there were at least two sources of IMFP
measurements (Table 8). There were two elements which
had four independent sources of IMFP calculations (Cu and
Au), and these have been identified with the + symbol in
Table 13(a). There were three elements (Al, Ni, and Ag)
which had three sources of calculated IMFPs.

(b) Comparison of calculated IMFPs (Sec. 3.2.1.). Figure
10 shows that four elements (Si, Ni, Ag, and Au) had the
smallest ranges of deviations of the calculated IMFPs from
the mean values of the calculated IMFPs. The deviations
were between —7% and 8.4% for these four elements which
are indicated by the + symbol in Table 13(b).

Four elements (Al, Ni, Cu, and. Ag) had values of RMS
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FiG. 22. Percentage deviations A; of the measured IMFPs from the fits of
Eq. (7) to calculated IMFPs (solid lines in Fig. 20) as a function of electron
energy for (a) aluminum; (b) silicon; (c) nickel; (d) copper; (¢) germanium;
(f) silver: and (g) gold. Symbols: IMFPs measured by elastic-peak electron
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Dolinski ef al. (1992);' Gergely ef al. (19952);'"" Gergely et al.
(1995b);'"* Gergely et al. (1997);'"' Jablonski ef al. (1989);'® Koch
(1996);'5 Lesiak er al. (1989);”° Lesiak er al. (1990);""" Lesiak er al.
(1996);"*? and Lesiak et al. (1998).'%°
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FiG. 23. Comparison of calculated IMFPs (lines) and measured IMFPs
(symbols) for iron. Solid line: Tanuma et al.*” Dot-dashed line: Kwei, Chen
¢t al.5! Symbols: IMFPs measured by elastic-peak electron spectroscopy
from the following references: Koch (1996);! and Lesiak et al. (1996).12

from Eq. (27) for the root-mean-square deviation of the cal-
culated IMFPs from the function fitted to all of the calculated
IMEPs for each element of less than 1 A; as indicated in
Table 10, these values of RMS were also less than the aver-

age value of RMS for the seven elements. The four elements

have been selected for emphasis in Table 13(b).

Table 10 shows five elements (Al, Ni, Cu, Ag, and Au)
that had values of R from Eq. (28) for the mean percentage
deviation of the calculated IMFPs from the function fitted to
all of the calculated IMFPs for each element which were less
than the average value for the seven elements. These five
elements are indicated in Table 13(b).

From Table 10, the average values of RMS and R are 0.89
A and 4.4%, respectively. These values indicate the current
degree of consistency found in the calculated IMFPs by dif-
ferent groups for each of the seven elements.

Two elements (Ni and Ag) were highlighted -with the +
symbol on each of the three criteria listed in Table 13(b), and
three elements (Al, Cu, and Au) were highlighted on two of
the criteria. The calculated IMFPs from different sources for
these five elements thus show a high degree of consistency.
We recommend that calculated IMFPs for these elements he
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FIG. 25. Comparison of calculated IMFPs (line) and measured IMFPs (sym-
bols) for tungsten. Solid line: Tanuma et al.*’ Symbols: IMFPs measured by
elastic-peak electron spectroscopy from the following references: Golek and
Dolinski (1995);''® and Lesiak et al.- (1990).""

obtained from the individual sources identified in Table 9 or
by use of Eq. (7) with thc paramecters listed in Table 10.
These recommended IMFPs can be calculated for electron
energies between 50 and 10* V. We note here that the av-
erage of the sum-rule errors (Sec. 2.1.2.) of the energy-loss
functions for Al, Ni, Cu, Ag, and Au computed from the
optical data used by Tanuma et al. " were 12%, 3%, 1%,
5%, and 7%, respectively; these average errors are smaller
than the corresponding values of R for the mean percentage
deviations of the measured IMFPs from the function fitted to
all of the measured IMFPs for each element in Table 11.
(c) Comparison of measured IMFPs (Sec. 3.3.). Table 11
shows that four elements (Ni, Cu, Ag, and Au) had values of .
RMS from Eq. (27) for the root-mean-square deviation of the
measured IMFPs from the function fitted to all of the mea-
sured IMFPs for each element that were less than the average
value of RMS for the seven elements. These four elements
have been indicated with the + symbol in Table 13(c).
There are four elements (Si, Cu, Ge, and Ag) in Table 11

that have values of R from Eq. (28) (for the mean percentage
deviation of the measured IMFPs from the function fitted to
all of the measured IMFPs for each element) less than the
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FiG. 26. Comparison of calculated IMFPs (line) and measured IMFPs (sym-
bols) for platinum. Solid line: Tanuma et al.*’ Symbols: IMFPs measured
by elastic-peak electron spectroscopy from the following references:
Beilschmidt er al. (1994);'% and Lesiak et al. (1989).”
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TABLE 13. Summary of criteria for evaluating calculated and measured IMFPs. The elements which ranked
highest on each criterion are identified with the + symbol using information from the source indicated in the

final column
Criterion Al Si Ni Cu Ge Ag Au Source
(a) Quantity of IMFP Data
Largest number of sources of + + Table 8
measured IMFPs
Largest number of measured IMFPs + -+ + Table 8
Largest number of calculated IMFPs + + Table 9
(b) Comparison of Calculated IMFPs
Smallest deviations of the calculated + + + + Fig. 10
IMFPs from the mean values
Smallest RMS deviations of the + + + + Table 10
calculated IMFPs from the
function fitted to the calculated IMFPs
Smallest mean percentage deviations + + + + + Table 10
of the calculated IMFPs from the Fig. 11
function fitted to the calculated IMFPs
(¢) Comparison of Measured IMFPs
Smallest RMS deviations of the + + + + Table 11
measured IMFPs from the
function fitted to the measured IMFPs .
Smallest mean percentage deviations + + + + Table 11
of the measured IMFPs from the Fig. 19
function fitted to the measured IMFPs
(d) Comparison of Measured and Calculated IMFPs
Smallest RMS deviations of the + + + + Table 12
measured IMFPs from the
function fitted to the calculated IMFPs
Smallest mean percentage deviations + + + Table 12
of the measured IMFPs from the Fig. 22

function fitted to the calculated IMFPs
Totals. 3

average value of R for the seven elements. These elements
have been identified with the + symbol in Table 13(c).

The average values of RMS and R in Table 11 are 3.00 A
and 13.2%, respectively. These values illustrate the current
degree of consistency found in IMFP measurements for the
seven elements in different laboratories. The values of RMS
and R are substantially larger than the correspondmg values
for the calculated IMFPs in Table 10.

Two elements (Cu and Ag) were identified on both criteria
listed in Table 13(c), and four elements (Si, Ni, Ge, and Au)
were identified on a single criterion. Copper and silver thus
show the greatest consistency in IMFP measurements by dif-
ferent groups. We recommend that Eq. (24) be used to rep-
resent the IMFP measurements for these two metals with the
parameters given in Table 11 for the indicated electron en-
ergy ranges. If needed, Eq. (24) could be similarly used to
represent the measured IMFPs for Si, Ni, Ge, aud Au al-
though the consistency of the measured IMFPs for these el-
ements is less than that for Cu and Ag.

(d) Comparison of measured and calculated IMFPs (Sec.
3.4.1.). Table 12 shows that four elements (Ni, Cu, Ag, and
Au) had values of RMS from Eq. (30) for the root-mean-
square deviation of the measured IMFPs from the function
fitted to the calculated IMFPs (Table 9) for each element
which were less than the average value of RMS for the seven

J. Phys. Chem. Ref. Data, Vol. 28, No. 1, 1999

elements. These elements are indicated with a + symbol in
Table 13(d).

Three elements (Cu, Ag, and Au) in Table 12 have values
of R from Eq. (31) (for the mean percentage deviation of the
measured IMFPs from the function fitted to the calculated
IMFPs for each element) less than the average value of R for
the seven elements. These elements are identified in Table
13(d).

The average values of RMS and R in Table 12 are 4.56 A
and 17.4%, respectively. These values illustrate the current
degree of consistency in measured and calculated IMFPs for
the seven elements. .

Three clements (Cu, Ag, and Au) were highlighted on
both criteria in Table 13(d). These three elements thus show
the greatest consistency in comparison of IMFP measure-
ments and calculations.

Figures 27 and 28 show values of RMS and R, respec-
tively, for each element from Tables 10, 11, and 12. The
solid symbols indicate elements that have values of RMS and
R less than the corresponding average values of RMS and R
in Tables 10, 11, and 12. As expected from the previous
discussion, Ni, Cu, Ag, and Au have the largest number of
solid symbols in Figs. 27 and 28. It is also clear that coppef
shows the best overall consistency in the comparisons of
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Fic. 27. Values of RMS for Al, Si, Ni, Cu, Ge, Ag, and Au from Tables 10,
11, and 12. The solid symbols denote elements for which the RMS values
were less than half of the corresponding average values of RMS shown in
Tables 10, 11, and 12. The open symbols indicate the other clements.

calculated IMFPs, of measured IMFPs, and of calculated and
measured IMFPs.

For simplicity, we have assumed unit weight to the criteria
in Table 13 and give the totals of the + entries for each
element on the last line. We see a clear separation of ‘the
seven elements into two groups. One contains four elements
(Ni, Cu, Ag, and Au) which have scores between 6 and 8
while the other group contains three elements (Al, Si, and
Ge) which have scores between 1 and 3. We therefore give
an overall recommendation for Ni, Cu, Ag, and Au as the
elements that have adequate data [Table 13(a)], that show a
high degree of consistency in their calculated IMFPs [Table
13(b)], that show adequate or high consistency in their mea-
sured IMFPs [Table 13(c)]. and that show adequate or high
consistency between their measured and calculated IMFPs

[Table 13(d)]. On the basis of these results, we recommend

these four elements as reference materials for the measure-
ment of IMFPs by elastic-peak electron spectroscopy. For
this and other purposes, IMFPs can be computed from Eg.
(7) with n=2 and the parameters in Table 10 for electron
energies between 50 and 10*eV; we recommend this ap-
proach because the consistency of the calculated IMFPs

(Table 10) is much better than the consistency of the mea-
sured IMFPs (Table 11).

Two of the remaining three elements (Al and Si) show
reasonable consistency in their calculated IMFPs (Table 10),
but the agreement between their measured IMFPs (Table 11)
and between their measured and calculated IMEPs (Table 12)
1S generally inferior to that found for Ni, Cu, Ag, and Au.
We therefore recommend that IMFPs for Al and Si be cal-
culated from Eq. (7) with =2 and the parameters in Table
10 for electron energies between 50 and 10*eV.

In Secs. 3.2.1. and 3.4.1., we discussed the differences
between twa sets of calculated IMFPs for Ge and concluded
that the IMFPs of Tanuma ef al. ¥’ (which are consistent with
the measured IMFPs for Ge) are to be preferred. We there-
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FiG. 28. Values of R for Al, Si, Ni, Cu, Ge, Ag, and Au from Tables 10, 11,
and 12. The solid symbols denote elements for which the R values were less
than half of the corresponding average values of R shown in Tables 10, 11,
and 12. The open symbols indicate the other €lements.

fore recommend that IMFPs for Ge be calculated from Eq.
(6) - using the following parameter values for Ge:*
E,=156eV, pB=0.0484eV'A7!  y=0.0540eV7",
C=0.175A"1, and D=17.8eVA L

4. Conclusions

We have presented an evaluation of calculated and mea-
sured electron IMFPs near solid surfaces for electron ener-
gies between 50 and 10* eV. Information has been given on
the methods used for calculating and measuring IMFPs, and
on the various sources of uncertainty in the calculated and
measured IMFPs. Most attention has been given to IMFPs
calculated from experimental optical data and to IMFPs mea-
sured by EPES because these approaches currently seem to
be the most reliable.

We have analyzed the degree of consistency of calculated
and measured IMFPs for seven elemental solids: Al, Si, Ni,
Cu, Ge, Ag, and Au. Specifically, we examined the degree of
consistency of IMFPs calculated for each of these elements.
by different groups, the degree of consistency of IMFPs mea-
sured for each of the elements by different laboratories, and

of the degree of consistency of measured and calculated
IMFPs for each ¢lement. We also compared calculated and
measured IMFPs for four additional elemental solids (Fe,
Mo, W, and Pt) and calculated IMFPs for six compounds [
AlL,0;, Si0,, KCI, poly(butene-1-sulfone, polyethylene, and
polystyrene)]. Our principal conclusions are as follows.

(1) The calculated IMFPs for Al, Ni, Cu, Ag, and Au from
different groups showed a high degree of consistency [Tables
10 and 13(b)]. For the group of seven elements, the average
value of the root-mean-square deviations of the calculated
IMFDPs from the function fitted to all of the calculated IMFPs
for each element was 0.89 A, and the average mean percent-
age deviation was 4.4%.
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(2) The measured IMFPs for Cu and Ag from different
laboratories showed reasonable consistency [Tables 11 and
13(c)]. For the group of seven elements, the average value of
the root-mean-square deviations of the measured IMFPs
from the function fitted to all of the measured IMFPs for
each element was 3.00 A, and the average mean percentage
deviation was 13.2%.

(3) The measured IMFPs for Ni, Cu, Ag, and Au showed
good consistency with the corresponding calculated IMFPs
[Tables 12 and 13(d)]. For the group of seven elements, the
average value of the root-mean-square deviations of the mea-
sured IMFPs from the function fitted to all of the calculated
IMFPs for each element was 4.56 A, and the average mean
percentage deviation was 17.4%. _

(4) The same four elements (Ni, Cu, Ag, and Au) showed
the greatest overall consistency in their calculated IMFPs, in
their measured IMFPs, and between their measured and cal-
culated IMFPs (Table 13). IMFPs for these materials, deter-
mined for electron energies between 50 and 10* eV from Eq.
(7) with n=2 and the parameters in Table 10, can be used as
reference TMFP data. Nickel, copper, silver, and gold are
also recommended as reference materials in future IMFP
measurements by EPES. We give recommendations in Sec.
3.5. for determining IMFPs for Al, Si, and Ge.

(5) 1t was not possible to identify experimentally the main
sources of uncertainty in most of the IMFP calculations (the
neglect of effects due to surface excitations and electron ex-
change that were discussed in Sec. 2.1.4.) because of the
relatively large scatter in the measured IMFPs from different
laboratories. It is hoped that the uncertainties in IMFP mea-
surements (Sec. 2.2.4.) can be reduced in the future so that
more detailed comparisons can be made of IMFP calcula-
tions and measurements (Sec. 3.4.1.). The effect of varying
surface roughness on IMFPs measured by EPES needs to be
determined.

(6) The measured IMFPs for Fe and Mo were consistent
with the corresponding calculated IMFPs (Sec. 3.4.2.). There
was poorer agreement in the measured and calculated. IMFPs
for W and Pt, but the differences here were similar to those
found in the comparison of measured and calculated IMFPs
for the seven elements (Sec. 3.4.1.).

(7) The calculated IMFPs for the six compounds shown in
Figs. 12-17 [AL,05;, SiO,, KCI, poly(butene-1-sulfone,
polyethylene, and polystyrene)] showed a similar level of
consistency as that found with the calculated IMFPs for the
seven elements in Fig. 9.

(8) Although EPES is a new technique and there is a lim-
ited number of IMFP measurements that have been made
using it (Tables 4 and 5), it has been shown to be superior to
the widely used overlayer-film method (Secs. 2.2:1., 3.3.,
and 3.4.). 1t should be ewphasized (hat, except for a very
recent experiment,n9 an effective attenuation length is mea-
sured with the overlayer-film method rather than an IMFP. In
addition, the effective attenuation length is not a well-defined
material parameter but depends on the measurement condi-
tions (Sec. 2.2.1.).

(9) IMFP measurements by EPES are expected to be most

J. Phys. Chem. Ref. Data, Vol. 28, No. 1, 1999

reliable if the measurements are performed with normal in-
cidence of the electron beam, with incident electron energies
of at least 200 eV, and with emission angles between 25°
and 45° (Sec. 2.2.4.).
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