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Abstract

This paper describes the approach of the
SINAI team to fine-grained NER on TAC
RUFES 2020 task. The proposed system en-
riches the ontology of entities with examples
collected from different knowledge bases like
Yago, WikiData and DBPedia. For each entity
category, a template is used to embed the ex-
amples and generate ELMo vectors. K-nearest
neighbor algorithm is used to match a candi-
date vector against all example vectors, so the
most frequent category is chosen as final la-
bel for the candidate term. This approach is a
semi-supervised approach relying on data aug-
mentation via knowledge databases. Our re-
sults show that this can be a promising solu-
tion for certain categories as being applied to
other fine-grained NER problems.

1 Introduction
The objective of TAC RUFES (Recognizing Ultra Fine-
grained Entities) is to identify predefined entity types
in any language and to classify or group mentions of
the same entity. TAC RUFES continues, somehow,
with the challenges proposed in previous editions of
TAC KBP [Getman et al., 2018]. This RUFES task
challenges systems to recognize name, nominal, and
pronominal mentions of entities in news articles, from a
newly developed ontology with about 200 fine-grained
entity types to be discovered in a corpus of news texts.
As described in the task, given an input document, a
system is required to automatically identify an entity
as a cluster of name, nominal, and/or pronominal men-
tions, and classify the entity into one or more of the
types defined in the ontology.

This paper presents the submissions of the SINAI
team to the RUFES Task of the TAC 2020 eval-
uation. In our first participation the highlights of
our work are i) the data augmentation (a pre-trained
FastText model [Bojanowski et al., 2017] and different
knowledge bases like Yago1 [Suchanek et al., 2008],
WikiData2 [Vrandečić and Krötzsch, 2014] and DB-

1available at https://yago-knowledge.org/
2available at https://www.wikidata.org/

Pedia3) [Auer et al., 2007], ii) the selection of can-
didates and classification (using ELMo embeddings
[Peters et al., 2018] and a K-nearest neighbours (KNN)
classifier), and iii) the calculation and adjustment of a
confidence level.

In the following, we present our system overview
in Section 2. Section 2.3 shows some preliminary runs
with the sample annotations set in order to obtain the
confidence level of a mention to belong to the predicted
entity type. Next, we provide detailed descriptions of
the training in Section 3. Section 4 shows the official
evaluation scores of our submissions. Finally, Section
5 presents our conclusions and further work.

2 System overview

Figure 1: system architecture

Our approach can be splitted in two main parts
as shown in Figure 1: in the left one we collect
additional examples E of every fine-grained entity
type L1.L2.L3 (type.subtype.subsubtype) from differ-
ent external knowledge bases that will be used to build
context-based sentences. Such sentences are then em-
bedded, and the resulting vectors for the example to-
kens are used to train a KNN classifier that will predict
entity types given a word embedding.

3available at https://es.dbpedia.org/



In the right branch, we first tokenize each paragraph
P : {w1, w2, ...wn} in the texts and then vectorize ev-
ery word on it. After that, we filter out every word
that is not tagged as noun, proper noun or pronoun
by a part-of-speech (POS) tagger. Finally, we use the
trained KNN classifier to predict entity types for each
embedding from the words that have passed the filter.

We’re using the same ELMo’s [Peters et al., 2018]
pre-trained model4 [Che et al., 2018] from the En-
glish CoNLL17 corpus [Fares et al., 2017] for both
the synthetic sentences and the paragraphs from
the development texts. We are also using Spacy
[Honnibal et al., 2020] for the POS tagging filtering
and Gensim [Řehůřek and Sojka, 2010] for extend-
ing the number of examples with the most simi-
lar words from FastText’s pre-trained word vectors
[Mikolov et al., 2018].

2.1 Data augmentation with knowledge
bases

Since this approach relies heavily on the ability of the
example embeddings to define the category to which
they belong, we have put great emphasis on increas-
ing the number of examples present in the ontology.
This way we can make an ELMo model, which is
context-aware, to learn from every entity level. To do
so, we have firstly searched for words similar to these
examples by computing the cosine similarity measure
between their weight vectors and the vectors of each
key in a pre-trained FastText [Bojanowski et al., 2017]
model. Secondly, for those entity types with few or no
examples in the ontology, we have collected examples
of them from different knowledge bases such as Yago,
DBPedia or WikiData.

Each category and each knowledge base defined
a different search strategy. In some cases, just us-
ing the ”description” or ”label” properties was enough
(mostly for Yago related queries), but the complexity
and variability of the ontology behind DBPedia and, to
a lesser extent, Wikidata, made difficult to build a gen-
eral tool for enriching the RUFES ontology in a more
automatic way. Thus, we went label by label, querying
the SPARQL endpoints of these three resources to find
examples.

Once we have enough examples, for each one of
them we have built a synthetic sentence that allows us
to calculate their contextual embedding. To do this, in
order to make the resulting embeddings more accurate,
we have translated every category name into natural
language (e.g., APP for application, FAC for facility,
ConsumerGoods for consumer goods, ...). After this,
we build each sentence according to the following pat-
tern: <Example> is a <Level n> [which is a <Level
n-1> [which is a <Level n-2>]], e.g., ”Facebook is a
social media which is a communication software which
is an application”.

4http://vectors.nlpl.eu/repository/

We then calculate ELMo embeddings
[Peters et al., 2018] for each sentence and keep
the one corresponding to the <Example>, that will be
the one we use to train a KNN model with which we’ll
later classify each mention.

2.2 Selection of candidates and classifica-
tion

For the evaluation data, we used each paragraph as a
context to extract the ELMo [Peters et al., 2018] em-
bedding of each word and then filtered out all those
that, after a POS tagging, were not labeled as nouns,
proper nouns or pronouns. Once the embeddings of all
potential mentions in the texts are obtained, we label
each one with the KNN classifier that we previously
trained with the ontology examples.

Figure 2: Mention count before boosting underrepre-
sented entity types

PER and ORG entity types seem to be particularly
relevant in journalistic texts according to the set of
sample annotations, in which they represent more than
half of the annotated mentions: 39% for the former
and 19% for the latter. For this reason, and since our
system had particular difficulty in detecting such cate-
gories as shown in the figure 2, we have used Spacy’s
[Honnibal et al., 2020] entity recognizer so that if it
recognizes any of them in addition to other hard to
find entities such as LAW or LOC, the corresponding
mention will be tagged with a different KNN classifier
trained with examples from just that same category.

This has proved to be helpful for classifying types
of entities that our system struggled to predict previ-
ously as seen in figure 3. PER mentions have been
raised from 76 to 406 and ORG ones went from 42 to
456 for the sample annotations set.

On the other hand, WEA, APP and Consumer-
Goods entity types were being overpredicted by our
system. In order to solve this, we increased the dis-
tance resulting from the KNN classifier whenever it
predicted one of these categories. Then, we discarded
mentions whose predicted distance was greater than an
established threshold. Sample annotations prediction
results are shown in figure 4.

Finally, we performed a co-reference search so that
each word referring to a previous one inherits both its
entity ID and type.



Figure 3: Mention count after boosting underrepre-
sented entity types

Figure 4: Mention count after both boosting underrep-
resented and penalizing overrepresented entity types

2.3 Computing a confidence level

In order to calculate the confidence level we first calcu-
late the distance between each mention embedding and
its nearest word vector in the ontology examples. This
generates a vector of thousands of distances. Next, we
scale each distance down to a range [0, 1] by dividing
by the maximum distance found. The final confidence
value for each mention will be 1 - the scaled distance,
which could be considered has the probability of the
example (thus, its represented class) to be associated
with the candidate term. Equation 1 illustrates how this
confidence value is computed.

p(t) = 1− minid(t, ei)

maxid(t, ei)
(1)

Where p(t) is the probability of the candidate term t
and d(t, ei) is the Euclidean distance of candidate term
t to example ei.

3 Training and adjustment

As we already mentioned, we’re using 5 different KNN
models: 4 of them are trained with just one of the en-
tities our system wasn’t good at detecting (i.e. PER,
ORG, LAW and LOC) and the last, which is a general
one, is trained with all the example embeddings from
the ontology. In this approach we perform a NER anal-
ysis in such a way that, in case it detects one of those

threshold fscore
0.8 0.0362
0.9 0.0434
1.0 0.0446
1.1 0.0394
1.2 0.0349

Table 1: Performance of different thresholds on the
sample annotations set

precis recall fscore measure
0.479 0.482 0.481 strong mention match
0.142 0.143 0.142 strong typed mention match
0.356 0.358 0.357 mention ceaf
0.125 0.125 0.125 typed mention ceaf
0.263 0.407 0.319 entity ceaf

Table 2: Complete first results

4 categories for a mention, we’ll predict all its three
levels with the corresponding KNN model.

As described in Section 2, we have also established
a threshold to discard all mentions that passed the POS
filtering but weren’t close enough to any example em-
bedding in the ontology. We tested different values:
the average distance (i.e. removing the half worst men-
tions), and some values around it (80%, 90%, 110%
and 120%), where the one performing the best was the
first as seen in Table 1.

4 Results and discussion
RUFES evaluation was divided into two different
phases. Both are evaluated in the same way, but the
second is after a manual feedback over a subset of doc-
uments, so systems can re-adjust their parameters. Our
results for the first phase are shown in Table 2. Our re-
sults are quite low, and we clearly fail in the type iden-
tification. Our results after attempting to tweak the sys-
tem with feedback information are even worse (see Ta-
ble 3). A detailed revisions and an error analysis have
to undergo in order to fully understand the weaknesses
of our approach.

If we compare these results with the average F-
score of the rest of participants, which is 0.805 for
strong mention match, we must admit that our system
is not a valid approach to fine-grain entity recognition.
Regarding type-based scores, we get best results on

precis recall fscore measure
0.388 0.477 0.428 strong mention match
0.174 0.214 0.192 strong typed mention match
0.238 0.292 0.262 mention ceaf
0.133 0.164 0.147 typed mention ceaf
0.200 0.263 0.227 entity ceaf

Table 3: Complete feedback results



Mention type fscore
NAM 0.416
NAM-NOM 0.486
NAM-PRO 0.415
NOM 0.501
NOM-PRO 0.488
PRO 0.408

Table 4: F-score values by mention type on first sub-
mission

NOM and NOM-PRO types, with values of 0.501 and
0.488 respectively for F-score in first evaluation phase,
as detailed in Table 4.

We realized that the idea of generating vectors for
proper names with ELMo was naı̈ve, as most of those
names were unknown by the model. A more varied def-
inition of templates or the extraction of excerpts where
the examples found appear in news could improve the
quality of the final embeddings vector for that example.

5 Conclusions and future work

In this paper we have presented the design and imple-
mentation of SINAI TAC RUFES 2020 system. We ex-
plored a non-supervised method relying on data aug-
mentation by samples retrieval from knowledge bases.
RUFES ontolofy was enriched by populating it with
many samples for each entity type by querying know
open knowledge bases like Wikidata, Yago and DBpe-
dia. This examples were used to ”attract” candidates
terms to their represented entity types.

Our results and their analysis show us that our ap-
proach, although far from the median scores, could be
worth exploring, but that it needs a major revision in
key aspects like ELMo vectors computation (improv-
ing samples contexts) and, maybe, a learned threshold
for each possible label.

Additional analysis of the errors has been initiated
now that ground-truth values have been released. We
hope that our approach, maybe with more advanced
models, like those in the BERT family, based ones
[Devlin et al., 2018] could lead to better performance.
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