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Abstract

This paper gives a detailed description of
RelMatter’s system for TAC-KBP 2020
RUFES (Recognizing Ultra Fine-grained
EntitieS) task. The RUFES task requires
systems to recognize name, nominal, and
pronominal mentions of entities in news
articles, from a newly developed ontology
with over 200 types that cover a variety of
topics in the news. Our system consists of
a two-step pipeline architecture, which in-
cludes a mention detection module and an
entity typing module. The former module
aims to detect the candidate mentions for
the given corpus, while the latter module
links the mentions to the fine-grained on-
tology.

1 Introduction

Many real world applications in scenarios such as
disaster relief and technical support require sys-
tems that recognize a wide variety of entity types
(e.g., technical terms, lawsuits, disease, crisis,
vehicles, food, biomedical entities) with limited
training data for each type. The KBP 2020 RUFES
task (Recognizing Ultra Fine-grained EntitieS)
challenges systems to recognize name, nominal,
and pronominal mentions of entities in news arti-
cles, from a newly developed ontology with over
200 types that cover a variety of topics in the news.

The task is defined as: given an input docu-
ment, a system is required to automatically iden-
tify an entity as a cluster of name, nominal, and/or
pronominal mentions, and classify the entity into
one or more of the types defined in the ontology.
The ontology is developed by NIST (National In-
stitute of Standards and Technology) with approx-
imately 200 fine-grained entity types, which fol-
lows a three-level x.y.z hierarchy.
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In this paper, we propose a two-step pipeline,
including a mention detection module and a en-
tity typing module, to solve this task. We use DY-
GIE++ (Wadden et al., 2019), which is trained on
ACE05 corpus, to detect candidate mentions. And
we train a modified two-step mention-aware atten-
tion model FET (Lin and Ji, 2019) for entity typ-
ing. We also utilize the extra information from
the typing ontology list to alleviate the problem
for lack of data.

2 Mention Detection Module

Our mention detection module uses DYGIE++
(Wadden et al., 2019) to detect the mentions. DY-
GIE++ is a unified multitask framework for three
information extraction tasks: named entity recog-
nition, relation extraction, and event extraction.
Shared span representations are constructed by re-
fining contextualized word embeddings via span
graph updates.

The model is trained on four different datasets,
but only ACE05 corpus has the most similar an-
notation specification and data format with con-
trast to TAC-KBP. Therefore, we train DYGIE++
on ACE05 and use the model to detect the candi-
date mentions of the evaluation corpus.

3 Entity Typing Module

To simplify the task, we directly link the men-
tion to the fine-grained ontology instead of us-
ing the entity. For the specified ontology types of
KBP2020 RUFES task (Recognizing Ultra Fine-
grained EntitieS) contains the types that differ
from the other dataset such as Ontonote5.0 or En-
glish data in (Pan et al., 2017), we improved the
model Fet (Lin and Ji, 2019) which performs ex-
cellently on the entity typing task.

3.1 Baseline
Our baseline model applies a two-step mention-
aware attention mechanism to extract the most rel-
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Figure 1: The overall framework of our two-step architecture for KBP 2020.

evant features from the sentences to form the fea-
ture vector. the Fet employs a hybrid classifier
to predict the types of each mention, which uses
contextual information and the mention represen-
tation. The sentence encoder utilizes ELMO (Pe-
ters et al., 2018), which takes characters as input
rather than the words. To focus on more informa-
tion for the mention representation, the Fet model
uses an attention mechanism to sum the weighted
contextualized word representation. The context
representation involves context word vectors for
the mention with a mention-aware mechanism.

To tackle the problem that each type of predic-
tion does not consider their inter-dependency, the
Fet model employs a latent type representation to
consider the information for the same type.

3.2 Our entity typing model
Since the entity typing task of RUFES 2020 shares
no labeled data, we consider the ontology informa-
tion like the definition and examples for each type
in RUFES ontology 2020 together with the latent
typing representation in Fet. The detailed archi-
tecture is shown in figure 1

4 Experiments

Because this task shares only the test set with no
data for training, we first prepare the data for our
proposed model as well as the other baselines.

To mapping the other dataset, including
Ontonotes, English typing of (Pan et al., 2017)
as well as the test data from EDL 2019, to the
target ontology of RUFES 2020. We utilize two
methods to organize the target dataset for training.
If the data has the same Yago ID with the target
266 ontology types, like the data in English typing



of (Pan et al., 2017) as well as the test data from
EDL 2019. For others, we use the cosine similar-
ity based on the ELMO representation to calculate
the corresponding types in 266 ontology types in
RUFES 2020. Finally, we obtain the data with the
size of 765,947 to training our proposed entity typ-
ing model. However, our prepared data only over-
lap around 52% of the target ontology with 266
types in 2020 RUFES.

To compare the performance of the baseline, as
well as our model, we employ the cosine sim-
ilarity with some specified parameters, such as
the weight for the similarity with the definition is
more important than that of the examples listed
in the ontology types. We test the three meth-
ods for classification on the test set published from
RUFES 2020 using the Scorer. The experimen-
tal results show that The Fet surpasses the cosine
method by 0.50, while our model surpasses the Fet
by 0.08. Experiments show that our improvements
based on Fet are effective.

5 Conclusion

We decompose RUFES task as mention detection
and entity typing. DYGIE++ in the mention de-
tection module guarantees enough coarse-grained
candidate mentions to be typed. In the entity typ-
ing module, beyond the original FET model, we
take advantage of the definition information and
examples of each entity in the typing ontology list
to enrich type representation. This strategy allvi-
ates the problem for lack of data and is proved ef-
fective.
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